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PREFACE

The Intel i860™ microprocessor family delivers supercomputer performance in a single VLSI component. The 64-bit i860 architecture balances integer, floating point, and graphics performance for applications such as engineering workstations, scientific computing, 3-D graphics, and multiuser systems. The architecture achieves high throughput with RISC design techniques, parallel and pipelined processing units, wide data paths, large on-chip caches, and fast, submicron CHMOS silicon technology. The i860 microprocessor family includes:

- i860 XR Microprocessor (part number 80860XR)
- i860 XP Microprocessor (part number 80860XP)

This book is the basic source of the detailed information that enables software designers and programmers to use i860 microprocessors. This book explains all programmer-visible features of the architecture.

Even though the principal users of this Programmer's Reference Manual will be programmers, it contains information that is of value to systems designers and administrators of software projects, as well. Readers of these latter categories may choose to read only the higher-level sections of the manual, skipping over much of the programmer-oriented detail.

HOW TO USE THIS MANUAL

- Chapter 1, “Architectural Overview,” describes the i860 microprocessors “in a nutshell” and presents for the first time the terms that will be used throughout the book.
- Chapter 2, “Data Types,” defines the basic units operated on by the instructions of the i860 microprocessor.
- Chapter 3, “Registers,” presents the processor’s database. A detailed knowledge of the registers is important to programmers, but this chapter may be skimmed by administrators.
- Chapter 4, “Addressing,” presents the details of operand alignment, virtual memory, and on-chip caches. Systems designers and administrators may choose to read the introductory sections of each topic.
- Chapter 5, “On-Chip Caches,” explains cache operation in detail sufficient for applications programmers to optimize for the caches and for systems programmers to manage the caches correctly.
- Chapter 6, “Concurrency Control,” shows how the detached CCU of the i860 XP microprocessor supports programs designed for concurrent operations, even in a uniprocessor system.
- Chapter 7, “Core Instructions,” presents detailed information about those instructions that deal with memory addressing, integer arithmetic, and control flow.
• Chapter 8, “Floating-Point Instructions,” presents detailed information about those instructions that deal with floating-point arithmetic, long-integer arithmetic, and 3-D graphics support. It explains how extremely high performance can be achieved by utilizing the parallelism and pipelining of the i860 architecture.

• Chapters 9 and 10, “Traps and Interrupts,” deal with both systems- and applications-oriented exceptions, external interrupts, writing exception handlers, saving the state of the processor (information that is also useful for task switching), and initialization.

• Chapter 11, “Programming Model,” defines standards for the use of many features of the i860 architecture. Software administrators should be aware of the need for standards and should ensure that they are implemented. Following the standards presented here guarantees that compilers, applications programs, and operating systems written by different people and organizations will all work together.

• Chapter 12, “Programming Examples,” illustrates the use of the i860 architecture by presenting short code sequences in assembly language.

• The appendices present instruction formats and encodings, timing information, and summaries of instruction characteristics. These appendices are of most interest to assembly-language programmers and to writers of assemblers, compilers, and debuggers.

RELATED DOCUMENTATION

The following books contain additional material concerning the i860 microprocessor:

• i860™ 64-Bit Microprocessor (Data Sheet), order number 240296
• i860™ XP Microprocessor (Data Sheet), order number 240874
• i860™ 64-Bit Microprocessor Assembler and Linker Reference Manual, order number 240436
• i860™ 64-Bit Microprocessor Simulator and Debugger Reference Manual, order number 240437
• i860™ Microprocessor Math Library Reference Manual, order number 464411

NOTATION AND CONVENTIONS

This manual uses special notation for symbolic representation of instructions and for hexadecimal numbers. A review of this notation makes the manual easier to read.

Instruction Descriptions

The instruction chapters contain an algorithmic description of each instruction that uses a notation similar to that of the Algol or Pascal languages. The metalanguage uses the following special symbols:

• \( A \leftarrow B \) indicates that the value of \( B \) is assigned to \( A \).

• Compound statements are enclosed between the keywords of the “if” statement (IF ... , THEN ... , ELSE ... , FI) or of the “do” statement (DO ... , OD).
• The operator ++ indicates autoincrement addressing.

• Register names and instruction mnemonics are printed in a contrasting typestyle to make them stand out from the text; for example, dirbase. Individual programming languages may require the use of lowercase letters.

For register operands, the abbreviations that describe the operands are composed of two parts. The first part describes the type of register:

- **c**
  - One of the control registers fir, psr, epsr, dirbase, db, fsr, bear, ccr, p0, p1, p2, or p3

- **f**
  - One of the floating-point registers: f0 through f31

- **i**
  - One of the integer registers: r0 through r31

The second part identifies the field of the machine instruction into which the operand is to be placed:

- **src1**
  - The first of the two source-register designators, which may be either a register or a 16-bit immediate constant or address offset. The immediate value is zero-extended for logical operations and is sign-extended for add and subtract operations (including addu and subu) and for all addressing calculations.

- **src1ni**
  - Same as src1 except that no immediate constant or address offset value is permitted.

- **src1s**
  - Same as src1 except that the immediate constant is a 5-bit value that is zero-extended to 32 bits.

- **src2**
  - The second of the two source-register designators.

- **dest**
  - The destination register designator.

Thus, the operand specifier isrc2, for example, means that an integer register is used and that the encoding of that register must be placed in the src2 field of the machine instruction.

Other (nonregister) operands are specified by a one-part abbreviation that represents both the type of operand required and the instruction field into which the value of the operand is placed:

- **#const**
  - A 16-bit immediate constant or address offset that the i860 microprocessor sign-extends to 32 bits when computing the effective address.

- **const32**
  - A 32-bit constant. Only 16 bits of the constant can be used at one time in any i860 microprocessor instruction. The operators l% and h% select the low-order and high-order half, respectively.
lbroff

A signed, 26-bit, immediate, relative branch offset. The offset has a resolution of four bytes; it does not address individual bytes.

sbroff

A signed, 16-bit, immediate, relative branch offset. The offset has a resolution of four bytes; it does not address individual bytes.

brx

A function that computes the target address by shifting the offset (either lbroff or sbroff) left by two bits, sign-extending it to 32 bits, and adding the result to the current instruction pointer plus four. The resulting target address may lie anywhere within the address space.

Unless otherwise specified, floating-point operations accept single- or double-precision source operands and produce a result of equal or greater precision. Both input operands must have the same precision. The source and result precision are specified by a two-letter suffix to the mnemonic of the operation, as shown in Table 0-1. In instruction descriptions, the following codes represent precision specifications:

.p

Precision specification .ss, .sd, or .dd (.ds not permitted). Refer to Table 0-1.

.r

Precision specification .ss, .sd, .ds, or .dd. Refer to Table 0-1.

.v

.sd or .dd. Refer to Table 0-1.

.w

.ss or .dd. Refer to Table 0-1.

Other abbreviations include:

.x

.b (8 bits), .s (16 bits), or .l (32 bits)

.y

.l (32 bits), .d (64 bits), or .q (128 bits)

mem.x(address)

The contents of the memory location indicated by address with a size of x.

PM

The pixel mask, which is considered as an array of eight bits PM[7]..PM[0], where PM[0] is the least-significant bit.

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Source Precision</th>
<th>Result Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>.ss</td>
<td>single</td>
<td>single</td>
</tr>
<tr>
<td>.sd</td>
<td>single</td>
<td>double</td>
</tr>
<tr>
<td>.dd</td>
<td>double</td>
<td>double</td>
</tr>
<tr>
<td>.ds</td>
<td>double</td>
<td>single</td>
</tr>
</tbody>
</table>
Hexadecimal Numbers

Hexadecimal constants are written, according to the C language convention, with the prefix 0x. For example, 0x0F is a hexadecimal number that is equivalent to decimal 15.

RESERVED BITS AND SOFTWARE COMPATIBILITY

In many register and memory layout descriptions, certain bits are marked as *reserved* or *undefined*. When bits are thus marked, it is essential for compatibility with future processors that software not utilize these bits. Software should follow these guidelines in dealing with reserved or undefined bits:

- Do not depend on the states of any reserved or undefined bits when testing the values of registers that contain such bits. Mask out the reserved and undefined bits before testing.
- Do not depend on the states of any reserved or undefined bits when storing them in memory or in another register.
- Do not depend on the ability to retain information written into any reserved or undefined bits.
- When updating a control register, always set the reserved and undefined bits to values previously retrieved from the same register.
- When initializing memory layouts, set reserved bits to zero.

**NOTE**

Depending upon the values of reserved or undefined bits makes software dependent upon the unspecified manner in which the i860 microprocessor handles these bits. Depending upon values of reserved or undefined bits risks making software incompatible with future processors that define usages for these bits. **AVOID ANY SOFTWARE DEPENDENCE UPON THE STATE OF RESERVED OR UNDEFINED BITS.**
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Architectural Overview
THE INTEL i860 MICROPROCESSOR ARCHITECTURE BALANCES INTEGER, FLOATING-POINT, AND GRAPHICS PERFORMANCE. TARGET APPLICATIONS INCLUDE ENGINEERING WORKSTATIONS, SCIENTIFIC COMPUTING, 3-D GRAPHICS WORKSTATIONS, NUMERICS ACCELERATORS, MULTIUSER AND MULTIPROCESSOR SYSTEMS. THE ARCHITECTURE ACHIEVES HIGH THROUGHPUT WITH RISC DESIGN TECHNIQUES, PIPELINED AND PARALLEL PROCESSING UNITS, WIDE DATA PATHS, AND LARGE ON-CHIP CACHES.

THE i860 ARCHITECTURE WAS IMPLEMENTED FIRST IN THE i860 XR MICROPROCESSOR. THE SECOND GENERATION, THE i860 XP MICROPROCESSOR, IS UPWARD COMPATIBLE FOR APPLICATIONS PROGRAMS AND ENHANCES THE i860 MICROPROCESSOR FAMILY WITH HIGHER CLOCK SPEEDS, GREATER BUS BANDWIDTH, MULTIPROCESSOR CAPABILITIES, LARGER ON-CHIP CACHES, FOUR MBYTE PAGES, AND SECOND-LEVEL CACHE SUPPORT.

1.1 OVERVIEW

THE i860 MICROPROCESSOR ARCHITECTURE SUPPORTS MORE THAN JUST INTEGER OPERATIONS. THE ARCHITECTURE INCLUDES ON A SINGLE CHIP:

- INTEGER OPERATIONS
- FLOATING-POINT OPERATIONS
- GRAPHICS OPERATIONS
- MEMORY MANAGEMENT
- DATA AND INSTRUCTION CACHES

HAVING A DATA CACHE AS AN INTEGRAL PART OF THE ARCHITECTURE PROVIDES SUPPORT FOR VECTOR OPERATIONS. THE DATA CACHE SUPPORTS APPLICATIONS PROGRAMS IN THE CONVENTIONAL MANNER, WITHOUT EXPLICIT PROGRAMMING. FOR VECTOR OPERATIONS, HOWEVER, PROGRAMMERS CAN EXPICITLY USE THE DATA CACHE AS IF IT WERE A LARGE BLOCK OF VECTOR REGISTERS.

TO SUSTAIN HIGH PERFORMANCE, i860 MICROPROCESSORS INCORPORATE WIDE INFORMATION PATHS THAT INCLUDE:

- 64-BIT EXTERNAL DATA BUS
- 128-BIT ON-CHIP DATA BUS
- 64-BIT ON-CHIP INSTRUCTION BUS

FLOATING-POINT AND GRAPHICS PROGRAMS CAN SIMULTANEOUSLY USE ALL THREE BUSES.

THE i860 MICROPROCESSORS INCLUDE A RISC INTEGER CORE PROCESSING UNIT WITH ONE-CLOCK INSTRUCTION EXECUTION. THE CORE UNIT PROCESSES INTEGER INSTRUCTIONS AND PROVIDES COMPLETE SUPPORT FOR OPERATING SYSTEMS, SUCH AS UNIX AND OS/2. THE CORE UNIT ALSO DRIVES THE GRAPHICS AND FLOATING-POINT HARDWARE.
The i860 microprocessors support vector floating-point operations without special vector instructions or vector registers. They accomplish this by using the on-chip data cache and a variety of parallel techniques that include:

- Pipelined instruction execution with delayed branch instructions to avoid breaks in the pipeline.
- Instructions that automatically increment index registers so as to reduce the number of instructions needed for vector processing.
- Simultaneous integer and floating-point processing.
- Parallel multiplier and adder units within the floating-point unit.
- Pipelined floating-point hardware, with both scalar (nonpipelined) and vector (pipelined) variants of floating-point instructions. Software can switch between scalar and pipelined modes.
- Large register set:
  - 32 general-purpose integer registers, each 32 bits wide.
  - 32 floating-point registers, each 32 bits wide, which can also be configured as 64- and 128-bit registers. The floating-point registers also serve as the staging area for data going into and out of the floating-point and graphics pipelines.

Figures 1-1 and 1-2 illustrate the registers and data paths of the i860 XR microprocessor and i860 XP microprocessor respectively.

1.2 INSTRUCTIONS

There are two classes of instruction:

- Core instructions (executed by the integer core unit).
- Floating-point and graphics instructions (executed by the floating-point unit and graphics unit).

The processors have a dual-instruction mode that can simultaneously execute one instruction from each class (core and floating-point). Software can switch between dual- and single-instruction modes without overhead. Within the floating-point unit, dual-operation instructions (add-and-multiply, subtract-and-multiply) use the adder and multiplier units in parallel. Using both dual-instruction mode and dual operation instructions, i860 microprocessors can execute three operations simultaneously.

The integer core unit manages data flow and loop control for the floating-point units. Together, they efficiently execute such common tasks as evaluating systems of linear equations and performing Fast Fourier Transforms (FFT) and graphics transformations.
Figure 1-1. i860™ XR CPU Registers and Data Paths
Figure 1-2. i860™ XP CPU Registers and Data Paths
1.3 INTEGER CORE UNIT

The core unit is the administrative center of the processor. The core unit fetches both integer and floating-point instructions. It contains the integer register file, and executes load, store, integer, bit, and control-transfer operations. Its pipelined organization with extensive bypassing and scoreboarding maximizes performance. Its instructions include:

- Loads and stores between memory and the integer and floating-point registers. Floating-point loads can be pipelined in three levels to tolerate external memory latency. A pixel store instruction contributes to efficient hidden-surface elimination.
- Transfers between the integer registers and the floating-point registers.
- Integer arithmetic for 32-bit signed and unsigned numbers. The 32-bit operations can also perform arithmetic on smaller (8- or 16-bit) integers. (The graphics unit provides arithmetic for 64-bit integers.)
- Shifts of the integer registers.
- Logical operations on the integer registers.
- Control transfers. The instruction set includes both direct and indirect branches and call instructions as well as a branch for highly efficient loops. Many of these are delayed transfers that avoid breaks in the instruction pipeline. One instruction provides efficient loop control by combining the testing and updating of the loop index with a delayed control transfer.
- System control functions, such as control register manipulation and cache configuration.
- I/O and interrupt acknowledgment.

1.4 FLOATING-POINT UNIT

The floating-point unit contains the floating-point register file. This file can be accessed as $8 \times 128$-bit registers, $16 \times 64$-bit registers, or $32 \times 32$-bit registers. Three additional registers (KR, KI, and T) hold intermediate floating-point results.

The floating-point unit contains both the floating-point adder and the floating-point multiplier. The adder performs floating-point addition, subtraction, comparison, and conversions. The multiplier performs floating-point and integer multiply as well as floating-point reciprocal operations. Both units support 64- and 32-bit floating-point values in IEEE Standard 754 format. Each of these units uses pipelining to deliver up to one result per clock. The adder and multiplier can operate in parallel, producing up to two results per clock. Furthermore, the floating-point unit can operate in parallel with the core unit, sustaining a rate of two floating-point results per clock rate by overlapping administrative functions with floating-point operations.

The RISC design philosophy minimizes circuit delays and enables using all the available chip area to achieve the greatest performance for floating-point operations. The RISC design philosophy, the use of pipelining and parallelism in the floating-point unit, and the wide on-chip caches — all these factors contribute to extremely high levels of floating-point performance.
Because i860 microprocessors employ RISC design principles, they do not have high-level math instructions. High-level math (and other) functions are implemented in software macros and libraries. For example, there is no \texttt{sin} instruction. The \texttt{sin} function is implemented in software on i860 microprocessors. The \texttt{sin} routine for an i860 microprocessor, however, is still fast due to the high speed of the basic floating-point operations. Commonly used math operations, such as the \texttt{sin} function, are offered by Intel as part of a software library.

The floating-point data types, floating-point instructions, and exception handling all support the IEEE Standard for Binary Floating-Point Arithmetic (ANSI/IEEE Std 754-1985) with both single- and double-precision floating-point data types. Not all functions defined by the standard are implemented directly by the hardware. The i860 architecture supplies the underlying data types, instructions, exception checking, and traps to make it possible for software to implement the remaining functions of the standard efficiently. Intel offers a software library that provides full IEEE-compatible arithmetic.

1.5 GRAPHICS UNIT

The graphics unit has 64-bit integer logic that supports 3-D graphics drawing algorithms. This unit can operate in parallel with the core unit. It contains the special-purpose MERGE register, and performs additions on integers stored in the floating-point register file.

These special graphics features focus on applications that involve three-dimensional graphics with Gouraud or Phong color intensity shading and hidden surface elimination via the Z-buffer algorithm. The graphics features of the i860 architecture assume that:

- The surface of a solid object is drawn with polygon patches which, like the pieces of a puzzle, collectively approximate the shape of the original object.

- The color intensities of the vertices of the polygon and their distances from the viewer are known, but the distances and intensities of the other points must be calculated by interpolation.

The graphics instructions of the i860 microprocessor directly aid such interpolation. Furthermore, the i860 microprocessor recognizes the pixel as an 8-, 16-, or 32-bit data type. It can compute individual red, blue, and green color intensity values within a pixel, but it does so with parallel operations that take advantage of the 64-bit internal word size and 64-bit external data bus. An eight-byte MERGE register assists in parallelizing graphics algorithms.

The graphics unit also provides addition and subtraction operations for 32- and 64-bit integers, which are especially useful for high-resolution distance interpolation.
In addition to the support provided by the graphics unit, many 3-D graphics applications directly benefit from the parallelism of the core and floating-point units. For example, the 3-D rotation represented in homogeneous vector notation by...

\[ \begin{bmatrix} x & y & z & 1 \\ \end{bmatrix} \times \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos t & \sin t & 0 \\ 0 & -\sin t & \cos t & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \]

...is just one example of the kind of vector-oriented calculation that can be converted to a program that takes full advantage of the pipelining, dual-instruction mode, dual operations, and memory hierarchy of the i860 architecture.

### 1.6 MEMORY MANAGEMENT UNIT

The on-chip MMU of i860 microprocessors performs the translation of addresses from the linear logical address space to the linear physical address for both data and instruction access. Address translation is optional; when enabled, address translation uses page tables. Information from these tables is cached on-chip. The i860 architecture provides the basic features (bits and traps) to implement paged virtual memory and to implement user/supervisor protection at the page level—all compatible with the paged memory management of the Intel386™ and Intel486™ microprocessors.

The i860 XR microprocessor uses four-Kbyte pages with a two-level structure of page directories and page tables of 1K entries each. The TLB (translation look-aside buffer) is a 64-entry, four-way set-associative memory, which caches translation information for quick access.

The i860 XP microprocessor supports both four-Kbyte pages and four-Mbyte pages. The four-Kbyte pages are compatible with those of the i860 XR microprocessor. There is a two-level structure of page directories and page tables of 1K entries each. The TLB is a 64-entry, four-way set-associative memory. The four-Mbyte pages do not use second-level page tables. They are supported by a second TLB, which is a 16-entry, four-way set-associative memory. The four-Kbyte and four-Mbyte pages can be used together in any combination.

### 1.7 CACHES

In addition to the page translation caches (TLBs) mentioned previously, the i860 microprocessor contains separate on-chip caches for data and instructions. Caching is transparent, except to systems programmers who must maintain cache consistency when switching tasks, modifying instructions, or changing system memory parameters. The on-chip cache controller also provides the interface to the external bus with a pipelined structure that allows up to three outstanding bus cycles.
On the i860 XR microprocessor, the instruction cache is a two-way, set-associative memory of four Kbytes, with 32-byte blocks. The data cache is a write-back cache, composed of a two-way, set-associative memory of eight Kbytes, with 32-byte blocks.

On the i860 XP microprocessor, the instruction cache is a four-way, set-associative memory of 16 Kbytes, with 32-byte lines. The data cache is a write-back cache, composed of a four-way, set-associative memory of 16 Kbytes, with 32-byte lines. A MESI cache protocol, combined with support for inquiry cycles, ensures that cache consistency is maintained in multiprocessor and multimaster systems.

1.8 PARALLEL ARCHITECTURE

The i860 architecture offers a high level of parallelism in a form that is flexible enough to be applied to a wide variety of processing styles:

- Conventional programs and conventional compilers can use i860 microprocessors as scalar machines and still benefit from their high performance. Even when used as scalar machines, i860 microprocessors implement concurrency between integer and floating-point operations, as long as there are no conflicts for internal resources. An integer instruction that follows a floating-point instruction begins immediately, overlapping the floating-point instruction. A floating-point instruction that follows an integer instruction also begins immediately.

- Compilers designed for the vector model can treat i860 microprocessors as vector machines.

- Advanced instruction-scheduling technology for compilers can compare the processing requirements and data dependencies of programs with the available resources of the i860 microprocessor, and can take maximum advantage of its dual-instruction mode, pipelining, and caching.

An established compiler technology for the vector model of computation already exists. This technology can be applied directly to the i860 architecture. The key to treating the i860 microprocessors as vector machines is choosing the appropriate vector primitives that the compiler assumes are available on the target machine. (Intel has defined a standard library of vector primitives.) The vector primitives are implemented as hand-coded subroutines; the compiler generates calls to these subroutines. If a compiler depends on the traditional concept of vector registers, it can implement them by mapping these registers to specific memory addresses. By virtue of frequent access to these addresses, the simulated registers will reside permanently in the data cache.

Existing programs can be upgraded to take better advantage of the parallel i860 architecture using vector-oriented technology. Flow analysis or "vectorizing" tools can identify parallelism that is implicit in existing programs. When modified (either manually or automatically) and compiled by an appropriate compiler for the i860 architecture, these programs can achieve an even greater performance gain.
Designers of compilers will find that the i860 architecture offers more flexibility than traditional vector architectures. The instruction set of the i860 architecture separates addressing functions from arithmetic functions, which provides two benefits:

1. It is possible to address arbitrary data structures. Data structures are no longer limited to vectors, arrays, and matrices. Parallel algorithms can be applied to linked lists (for example) as easily as to matrices.

2. A richer set of operations is available at each node of a data structure. It becomes possible to perform different operations at each node, and there is no limit to the complexity of each operation. With the i860 architecture, it is no longer necessary to pass all elements of a vector several times to implement complex vector operations.

1.9 SOFTWARE DEVELOPMENT ENVIRONMENT

The software environment available from Intel for the i860 architecture includes:

- Assembler, linker, C and FORTRAN compilers, and FORTRAN vectorizer.
- Simulator and debugger.
- UNIX operating system.
- APX (Attached Processor Executive), an integrated operating environment for i860 microprocessors hosted on Intel386/Intel486 CPU platforms.
- Libraries of higher-level math functions and IEEE-standard exception support. Intel offers such libraries in a form that can be utilized by a variety of compilers.
- Libraries of vector arithmetic.
- Libraries of graphics functions.
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CHAPTER 2
DATA TYPES

i860 microprocessors provide operations for integer and floating-point data. Integer operations are performed on 32-bit operands with some support also for 64-bit operands. Load and store instructions can reference 8-bit, 16-bit, 32-bit, 64-bit, and 128-bit operands. Floating-point operations are performed on IEEE-standard 32- and 64-bit formats. Graphics instructions operate on arrays of 8-, 16-, or 32-bit pixels.

Bits within data formats are numbered from zero starting with the least significant bit. Illustrations of data formats in this manual show the least significant bit (bit zero) at the right.

2.1 INTEGER

An integer is a 32-bit signed value in standard two’s complement form. A 32-bit integer can represent a value in the range \(-2,147,483,648 (-2^{31})\) to \(2,147,483,647 (+2^{31} - 1)\). Arithmetic operations on 8- and 16-bit integers can be performed by sign-extending the 8- or 16-bit values to 32 bits, then using the 32-bit operations.

There are also add and subtract instructions that operate on 64-bit integers.

When an eight- or 16-bit item is loaded into a register, it is converted to an integer by sign-extending the value to 32 bits. When an eight- or 16-bit item is stored from a register, the corresponding number of low-order bits of the register are used.

2.2 ORDINAL

Arithmetic operations are available for 32-bit ordinals. An ordinal is an unsigned integer. An ordinal can represent values in the range \(0 \) to \(4,294,967,295 (+2^{32} - 1)\).

Also, there are add and subtract instructions that operate on 64-bit ordinals.

2.3 SINGLE-PRECISION REAL

A single-precision real (also called “single real”) data type is a 32-bit binary floating-point number. See Figure 2-1. Bit 31 is the sign bit; bits 30-23 are the exponent; and bits 22-0 are the fraction. In accordance with ANSI/IEEE standard 754, the value of a single-precision real is defined as follows:

1. If \(e = 0\) and \(f \neq 0\) or \(e = 255\) then generate a floating-point source-exception trap when encountered in a floating-point operation.

2. If \(0 < e < 255\), then the value is \(-1^s \times 1.f \times 2^{e-127}\). (The exponent adjustment 127 is called the bias.)

3. If \(e = 0\) and \(f = 0\), then the value is signed zero.
The special values infinity, NaN, indefinite, and denormal generate a trap when encountered. The trap handler implements IEEE-standard results. (Refer to Table 2-2 for encoding of these special values.)

2.4 DOUBLE-PRECISION REAL

A double-precision real (also called "double real") data type is a 64-bit binary floating-point number. See Figure 2-1. Bit 63 is the sign bit; bits 62..52 are the exponent; and bits 51..0 are the fraction. In accordance with ANSI/IEEE standard 754, the value of a double-precision real is defined as follows:

1. If \( e = 0 \) and \( f \neq 0 \) or \( e = 2047 \), then generate a floating-point source-exception trap when encountered in a floating-point operation.

2. If \( 0 < e < 2047 \), then the value is \(-1^s \times 1.f \times 2^{e-1023}\). (The exponent adjustment 1023 is called the bias.)

3. If \( e = 0 \) and \( f = 0 \), then the value is signed zero.
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The special values infinity, NaN, indefinite, and denormal generate a trap when encountered. The trap handler implements IEEE-standard results. (Refer to Table 2-2 for encoding of these special values.)

A double real value occupies an even/odd pair of floating-point registers. Bits 31..0 are stored in the even-numbered floating-point register; bits 63..32 are stored in the next higher odd-numbered floating-point register.

2.5 PIXEL

A pixel may be 8, 16, or 32 bits long, depending on color and intensity resolution requirements. Regardless of the pixel size, the processor always operates on 64 bits of pixel data at a time. The pixel data type is used by two kinds of instructions:

- The selective pixel-store instruction that helps implement hidden surface elimination.
- The pixel add instruction that helps implement 3-D color intensity shading.

To perform color intensity shading efficiently in a variety of applications, the processor defines three pixel formats according to Table 2-1.

Figure 2-2 illustrates one way of assigning meaning to the fields of pixels. These assignments are for illustration purposes only. The processor defines only the field sizes, not the specific use of each field. Other ways of using the fields of pixels are possible.

2.6 REAL-NUMBERENCODING

Table 2-2 presents the complete range of values that can be stored in the single and double real formats. Not all possible values are directly supported by the processor. The supported values are the normals and the zeros, both positive and negative. Other values are not generated by i860 microprocessors, and, if encountered as input to a floating-point instruction, they trigger the floating-point source exception. Exception-handling software can use the unsupported values to implement denormals, infinities, and NaNs.

<table>
<thead>
<tr>
<th>Table 2-1. Pixel Formats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel Size (in bits)</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>32</td>
</tr>
</tbody>
</table>

NOTES: ¹ The intensity attribute fields may be assigned to colors in any order convenient to the application.
² With 8-bit pixels, up to 8 bits can be used for intensity; the remaining bits can be used for any other attribute, such as color or texture. Bits that require interpolation (shading), such as those for intensity, must be the low-order bits of the pixel.
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NOTE:
THESE ASSIGNMENTS OF SPECIFIC MEANINGS TO THE FIELDS OF PIXELS ARE FOR ILLUSTRATION ONLY.
ONLY THE FIELD SIZES ARE DEFINED, NOT THE SPECIFIC USE OF EACH FIELD.

Figure 2-2. Pixel Format Examples
### Table 2-2. Single and Double Real Encodings

<table>
<thead>
<tr>
<th>Class</th>
<th>Sign</th>
<th>Biased Exponent</th>
<th>Fraction ff..ff*</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaNs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quiet</td>
<td>0</td>
<td>11..11</td>
<td>11..11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>11..11</td>
<td>10..00</td>
</tr>
<tr>
<td>Signaling</td>
<td>0</td>
<td>11..11</td>
<td>01..11</td>
</tr>
<tr>
<td>Infinity</td>
<td>0</td>
<td>11..11</td>
<td>00..00</td>
</tr>
<tr>
<td>NaNs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normals</td>
<td>0</td>
<td>11..10</td>
<td>11..11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>00..01</td>
<td>00..00</td>
</tr>
<tr>
<td>Reals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denormals</td>
<td>0</td>
<td>00..00</td>
<td>11..11</td>
</tr>
<tr>
<td>Zero</td>
<td>0</td>
<td>00..00</td>
<td>00..00</td>
</tr>
<tr>
<td>Reals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero</td>
<td>1</td>
<td>00..00</td>
<td>00..00</td>
</tr>
<tr>
<td>Denormals</td>
<td>1</td>
<td>00..00</td>
<td>00..01</td>
</tr>
<tr>
<td>Normals</td>
<td>1</td>
<td>00..01</td>
<td>00..00</td>
</tr>
<tr>
<td>Negatives</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infinity</td>
<td>1</td>
<td>11..11</td>
<td>00..00</td>
</tr>
<tr>
<td>NaNs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signaling</td>
<td>1</td>
<td>11..11</td>
<td>00..01</td>
</tr>
<tr>
<td>Quiet</td>
<td>1</td>
<td>11..11</td>
<td>10..00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>11..11</td>
<td>11..11</td>
</tr>
</tbody>
</table>

**NOTE:** *Integer bit is implied and not stored.*
Registers
As Figure 3-1 shows, the i860 microprocessor has the following registers:

- An integer register file
- A floating-point register file
- Control registers
- Special-purpose registers

### Figure 3-1. Register Set

<table>
<thead>
<tr>
<th>INTEGER</th>
<th>FLOATING-POINT</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0</td>
<td>f0</td>
</tr>
<tr>
<td>r1</td>
<td>f1</td>
</tr>
<tr>
<td>r2</td>
<td>f2</td>
</tr>
<tr>
<td>r3</td>
<td>f3</td>
</tr>
<tr>
<td>r4</td>
<td>f4</td>
</tr>
<tr>
<td>r5</td>
<td>f5</td>
</tr>
<tr>
<td>r6</td>
<td>f6</td>
</tr>
<tr>
<td>r7</td>
<td>f7</td>
</tr>
<tr>
<td>r8</td>
<td>f8</td>
</tr>
<tr>
<td>r9</td>
<td>f9</td>
</tr>
<tr>
<td>r10</td>
<td>f10</td>
</tr>
<tr>
<td>r11</td>
<td>f11</td>
</tr>
<tr>
<td>r12</td>
<td>f12</td>
</tr>
<tr>
<td>r13</td>
<td>f13</td>
</tr>
<tr>
<td>r14</td>
<td>f14</td>
</tr>
<tr>
<td>r15</td>
<td>f15</td>
</tr>
<tr>
<td>r16</td>
<td>f16</td>
</tr>
<tr>
<td>r17</td>
<td>f17</td>
</tr>
<tr>
<td>r18</td>
<td>f18</td>
</tr>
<tr>
<td>r19</td>
<td>f19</td>
</tr>
<tr>
<td>r20</td>
<td>f20</td>
</tr>
<tr>
<td>r21</td>
<td>f21</td>
</tr>
<tr>
<td>r22</td>
<td>f22</td>
</tr>
<tr>
<td>r23</td>
<td>f23</td>
</tr>
<tr>
<td>r24</td>
<td>f24</td>
</tr>
<tr>
<td>r25</td>
<td>f25</td>
</tr>
<tr>
<td>r26</td>
<td>f26</td>
</tr>
<tr>
<td>r27</td>
<td>f27</td>
</tr>
<tr>
<td>r28</td>
<td>f28</td>
</tr>
<tr>
<td>r29</td>
<td>f29</td>
</tr>
<tr>
<td>r30</td>
<td>f30</td>
</tr>
<tr>
<td>r31</td>
<td>f31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SPECIAL PURPOSE</th>
<th>CONTROL</th>
</tr>
</thead>
<tbody>
<tr>
<td>kr</td>
<td>bear</td>
</tr>
<tr>
<td>kl</td>
<td>ccr</td>
</tr>
<tr>
<td>T</td>
<td>p0</td>
</tr>
<tr>
<td>MERGE</td>
<td>p1</td>
</tr>
<tr>
<td></td>
<td>p2</td>
</tr>
<tr>
<td></td>
<td>p3</td>
</tr>
<tr>
<td></td>
<td>NEWCURR</td>
</tr>
<tr>
<td></td>
<td>STAT</td>
</tr>
</tbody>
</table>

[NOT AVAILABLE WITH 80860XR CPU]
The control registers are accessible only by load and store control-register instructions; the integer and floating-point registers are accessed by arithmetic operations and load and store instructions. The special-purpose registers KR, KI, and T are used by floating-point instructions; MERGE is used by graphics instructions. NEWCURR is a 32-bit counter used in the i860 XP microprocessor for concurrency control; it is accessed by memory load and store instructions. For information about initialization of registers, refer to the reset trap in Chapters 9 and 10. For information about protection as it applies to registers, refer to the st.c instruction in Chapter 7.

3.1 INTEGER REGISTER FILE

There are 32 integer registers, each 32 bits wide, referred to as r0 through r31, which are used for address computation and scalar integer computations. Register r0 always returns zero when read. This special behavior of r0 makes it useful for modifying the function of certain instructions. For example, specifying r0 as the destination of a subtract (thereby effectively discarding the result) produces a compare instruction. Similarly, using r0 as one source operand of an OR instruction produces a test-for-zero instruction.

3.2 FLOATING-POINT REGISTER FILE

There are 32 floating-point registers, each 32 bits wide, referred to as f0 through f31, which are used for floating-point computations. Registers f0 and f1 always return zero when read. The floating-point registers are also used by a set of integer operations, primarily for graphics computations.

The floating-point registers act as buffer registers in vector computations, while the data cache performs the role of the vector registers of a conventional vector processor.

When accessing 64-bit floating-point or integer values, the i860 microprocessor uses an even/odd pair of registers. When accessing 128-bit values, it uses an aligned set of four registers (f0, f4, f8, f12, f16, f20, f24, or f28). The instruction must designate the lowest register number of the set of registers containing 64- or 128-bit values. Misaligned register numbers produce undefined results. The register with the lowest number contains the least significant part of the value. For 128-bit values, the register pair with the lower number contains the value from the lower memory address; the register pair with the higher number contains the value from the higher address.

3.3 PROCESSOR STATUS REGISTER

The processor status register (psr) contains miscellaneous state information for the current process. Figure 3-2 shows the format of the psr.

- BR (Break Read) and BW (Break Write) enable a data access trap when the operand address matches the address in the db register and a read or write (respectively) occurs. (Refer to Section 3.5 for more about the db register.)
Various instructions set CC (Condition Code) according to the value of the result, as explained in Chapter 7. The conditional branch instructions test CC. The **bla** instruction described in Chapter 7 sets and tests LCC (Loop Condition Code).

IM (Interrupt Mode) enables external interrupts if set; disables interrupts if clear. IM does not affect parity error or bus error interrupts in the i860 XP microprocessor. (Chapters 9 and 10 cover interrupts.)

U (User Mode) is set when the i860 microprocessor is executing in user mode; it is clear when the i860 microprocessor is executing in supervisor mode. In user mode, writes to some control registers are inhibited. This bit also controls the memory protection mechanism described in Chapter 4.

PIM (Previous Interrupt Mode) and PU (Previous User Mode) save the corresponding status bits (IM and U) on a trap, because those status bits are changed when a trap occurs. They are restored into their corresponding status bits when returning from a trap handler with a branch indirect instruction when a trap flag is set in the **psr**. (Chapters 9 and 10 provide the details about traps.)

### Figure 3-2. Processor Status Register

<table>
<thead>
<tr>
<th>Break Read</th>
<th>Break Write</th>
<th>Condition Code</th>
<th>Loop Condition Code</th>
<th>Interrupt Mode</th>
<th>Previous Interrupt Mode</th>
<th>User Mode</th>
<th>Previous User Mode</th>
<th>Instruction Trap</th>
<th>Interrupt</th>
<th>Instruction Access Trap</th>
<th>Data Access Trap</th>
<th>Floating-Point Trap</th>
<th>Delayed Switch</th>
<th>Dual Instruction Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PM</strong></td>
<td><strong>PS</strong></td>
<td><strong>SC</strong></td>
<td><strong>K</strong></td>
<td><strong>D</strong></td>
<td><strong>I</strong></td>
<td><strong>N</strong></td>
<td><strong>I</strong></td>
<td><strong>F</strong></td>
<td><strong>M</strong></td>
<td><strong>D</strong></td>
<td><strong>F</strong></td>
<td><strong>I</strong></td>
<td><strong>A</strong></td>
<td><strong>D</strong></td>
</tr>
<tr>
<td><strong>T</strong></td>
<td><strong>A</strong></td>
<td><strong>N</strong></td>
<td><strong>T</strong></td>
<td><strong>I</strong></td>
<td><strong>P</strong></td>
<td><strong>U</strong></td>
<td><strong>P</strong></td>
<td><strong>I</strong></td>
<td><strong>M</strong></td>
<td><strong>L</strong></td>
<td><strong>C</strong></td>
<td><strong>B</strong></td>
<td><strong>B</strong></td>
<td><strong>W</strong></td>
</tr>
<tr>
<td><strong>R</strong></td>
<td><strong>D</strong></td>
<td><strong>I</strong></td>
<td><strong>T</strong></td>
<td><strong>I</strong></td>
<td><strong>P</strong></td>
<td><strong>U</strong></td>
<td><strong>P</strong></td>
<td><strong>I</strong></td>
<td><strong>M</strong></td>
<td><strong>L</strong></td>
<td><strong>C</strong></td>
<td><strong>B</strong></td>
<td><strong>B</strong></td>
<td><strong>W</strong></td>
</tr>
<tr>
<td><strong>S</strong></td>
<td><strong>C</strong></td>
<td><strong>R</strong></td>
<td><strong>I</strong></td>
<td><strong>T</strong></td>
<td><strong>I</strong></td>
<td><strong>P</strong></td>
<td><strong>U</strong></td>
<td><strong>P</strong></td>
<td><strong>I</strong></td>
<td><strong>L</strong></td>
<td><strong>C</strong></td>
<td><strong>B</strong></td>
<td><strong>B</strong></td>
<td><strong>W</strong></td>
</tr>
</tbody>
</table>

- RESERVED BY INTEL CORPORATION
- CAN BE CHANGED ONLY FROM SUPERVISOR LEVEL
• IT (Instruction Trap), IN (Interrupt), IAT (Instruction Access Trap), DAT (Data Access Trap), and FT (Floating-Point Trap) are trap flags. They are set when the corresponding trap condition occurs. The trap handler examines these bits to determine which condition or conditions have caused the trap. Refer to Chapters 9 and 10 for a more detailed explanation.

• DS (Delayed Switch) is set if a trap occurs during the instruction before dual-instruction mode is entered or exited. If DS is set and DIM (Dual Instruction Mode) is clear, the i860 microprocessor switches to dual-instruction mode one instruction after returning from the trap handler. If DS and DIM are both set, the i860 microprocessor switches to single-instruction mode one instruction after returning from the trap handler. Chapters 9 and 10 explain how trap handlers use these bits.

• When a trap occurs, the i860 microprocessor sets DIM if it is executing in dual-instruction mode; it clears DIM if it is executing in single-instruction mode. If DIM is set, the i860 microprocessor resumes execution in dual-instruction mode after returning from the trap handler.

• When KNF (Kill Next Floating-Point Instruction) is set, the next floating-point instruction is suppressed (except that its dual-instruction mode bit is interpreted). A trap handler sets KNF if the trapped floating-point instruction should not be reexecuted. KNF is especially useful for returning from a trap that occurred in dual-instruction mode, because it permits the core instruction to be executed while the floating-point instruction is suppressed. KNF is automatically reset by the i860 microprocessor when the instruction has been successfully bypassed. It is possible that the core instruction may cause a trap when the floating-point instruction is suppressed. In this case KNF remains set, permitting retry of the core instruction.

• SC (Shift Count) stores the shift count used by the last right-shift instruction. It controls the number of shifts executed by the double-shift instruction, as described in Chapter 7.

• PS (Pixel Size) and PM (Pixel Mask) are used by the pixel-store instruction described in Chapter 7 and by the graphics instructions described in Chapter 8. The values of PS control pixel size as defined by Table 3-1. The bits in PM correspond to pixels to be updated by the pixel-store instruction pst.d. The low-order bit of PM corresponds to the low-order pixel of the 64-bit source operand of pst.d. The number of low-order bits of PM that are actually used is the number of pixels that fit into 64-bits, which depends upon PS. If a bit of PM is set, then pst.d stores the corresponding pixel.

<table>
<thead>
<tr>
<th>Value</th>
<th>Pixel Size in Bits</th>
<th>Pixel Size in Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>01</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>(undefined)</td>
<td>(undefined)</td>
</tr>
</tbody>
</table>

Table 3-1. Values of PS
3.4 EXTENDED PROCESSOR STATUS REGISTER

The extended processor status register (epsr) contains additional state information for the current process beyond that stored in the psr. Figure 3-3 shows the format of the epsr.

- The processor type is 1 for the i860 XR microprocessor; 2 for the i860 XP microprocessor.
- The stepping number has a unique value that distinguishes among different revisions of the processor.
- IL (Interlock) is set by the processor if a trap occurs after a lock instruction but before the load or store following the subsequent unlock instruction. IL indicates to the trap handler that a locked sequence has been interrupted. The trap handler must clear IL.
- WP (Write Protect) controls the semantics of the W bit of page table entries. A clear W bit in either the directory or the page table entry causes writes to be trapped. When WP is clear, writes are trapped in user mode, but not in supervisor mode. When WP is set, writes are trapped in both user and supervisor modes.

Figure 3-3. Extended Processor Status Register
• PEF (parity error flag) is set by the i860 XP microprocessor when a parity error trap occurs. As soon as PEF is set, further parity error and bus error traps are masked. Software must clear PEF to reenable such traps. PEF is set at RESET.

• BEF (bus error flag) is set by the i860 XP microprocessor when the BERR pin is asserted, indicating a bus error. As soon as BEF is set, further parity error and bus error traps are masked. Software must clear BEF to reenable such traps. BEF is set at RESET.

• INT (Interrupt) is the value of the INT input pin, except during a locked sequence when the INT flag is zero.

• DCS (Data Cache Size) is a read-only field that tells the size of the on-chip data cache. The number of bytes actually available is $2^{12+DCS}$, therefore, a value of zero indicates 4 Kbytes, one indicates 8 Kbytes, etc. The value of DCS for the i860 XR microprocessor is one, which indicates eight Kbytes. The value of DCS for the i860 XP microprocessor is two, which indicates 16 Kbytes.

• PBM (Page-Table Bit Mode) determines which bit of page-table entries is output on the PTB pin of the i860 XR CPU. When PBM is clear, the PTB signal reflects bit CD of the page-table entry used for the current cycle. When PBM is set, the PTB signal reflects bit WT of the page-table entry used for the current cycle. PBM has no effect in the i860 XP microprocessor, it is used only by the i860 XR microprocessor.

• BE (Big Endian) controls the ordering of bytes within a data item in memory. Normally (i.e., when BE is clear) the i860 microprocessor operates in little endian mode, in which the addressed byte is the low-order byte. When BE is set (big endian mode), the low-order three bits of all load and store addresses are complemented, then masked to the appropriate boundary for alignment. This causes the addressed byte to be the most significant byte. Big endian mode affects not only the memory load and store instructions but also the lidio, stio, ldint, and scyc instructions. Refer to Chapter 4 for more information on byte ordering.

• OF (Overflow Flag) is set by adds, addu, subs, and subu when integer overflow occurs. For adds and subs, OF is set if the carry from bit 31 is different than the carry from bit 30. For addu, OF is set if there is a carry from bit 31. For subu, OF is set if there is no carry from bit 31. Under all other conditions, it is cleared by these instructions. OF can be changed by arithmetic instructions in either user or supervisor mode. It can be changed by the stc instruction in supervisor mode only. OF controls the function of the intovr instruction (refer to Chapter 7).

• BS (bus or parity error trap in supervisor mode) is set by the i860 XP microprocessor when a bus or parity error occurs while the processor is in supervisor mode. The operating system can use this bit to decide, for example, whether to abort the currently running process (if BS = 0) or reboot the system (if BS = 1).

• DI (trap on delayed instruction) is set by the i860 XP microprocessor when a trap occurs on a delayed instruction (the instruction located after a delayed branch instruction). When DI is set, the trap handler must restart the interrupted procedure from the branch instruction rather than at the address in fir.

• TAI (trap on autoincrement instruction) is set by the i860 XP microprocessor when a trap occurs on an instruction with autoincrement (including the bla instruction). When TAI is set, the trap handler should undo the autoincrement (that is, restore src2 to its original value).
• PT (trap on pipeline use) indicates to the i860 XP microprocessor that a trap should be generated and PI should be set when it executes an instruction that uses the floating-point or graphics unit. Such instructions include all the instructions of Chapter 8, plus the pfld instruction. PT is set and cleared only by software. It can be used by the trap handler to avoid unnecessary saving and restoring of the pipelines (refer to Chapters 9 and 10). When a trap due to PT occurs, the floating-point operation has not started, and the pipelines have not been advanced. Such a trap also sets the IT bit of psr.

• The behavior of PI (pipeline instruction) depends on the setting of PT. If PT = 0, the i860 XP microprocessor sets PI when any pipelined instruction or pfld is executed. If PT = 1, the processor sets PI when it decodes any instruction that uses the pipes, whether scalar or pipelined. Refer to Chapters 9 and 10.

• SO (strong ordering) indicates whether the processor is in strong ordering mode (SO=1) or weak ordering mode (SO=0). SO is set if the EWBE# pin is active (LOW) at RESET.

3.5 DATA BREAKPOINT REGISTER

The data breakpoint register (db) is used to generate a trap when the i860 microprocessor accesses an operand at the virtual address stored in this register. The trap is enabled by BR and BW in psr. When comparing, a number of low order bits of the address are ignored, depending on the size of the operand. For example, a 16-bit access ignores the low-order bit of the address when comparing to db; a 32-bit access ignores the low-order two bits. This ensures that any access that overlaps the address contained in the register will generate a trap. The trap occurs before the register or memory update by the load or store instruction.

3.6 DIRECTORY BASE REGISTER

The directory base register dirbase (shown in Figure 3-4) controls address translation, caching, and bus options.

• ATE (Address Translation Enable), when set, enables the virtual-address translation mechanism described in Chapter 4.

• DPS (DRAM Page Size) controls how many bits to ignore when comparing the current bus-cycle address with the previous bus-cycle address to generate the NENE# signal. This feature allows for higher speeds with static column or page-mode DRAMs when consecutive reads and writes access the same column or page. The comparison ignores the low-order 12 + DPS bits. A value of zero is appropriate for one bank of 256K×n RAMs, 1 for 1M×n RAMS, etc. For interleaved memory, increase DPS by one for each power of interleaving—add one for 2-way, and two for 4-way, etc.
When BL (Bus Lock) is set, external bus accesses are locked. The LOCK# signal is asserted with the next bus cycle (excluding instruction fetch and write-back cycles) whose internal bus request is generated after BL is set. It remains set on every subsequent bus cycle as long as BL remains set. The LOCK# signal is deasserted on the next load or store instruction after BL is cleared. A trap that occurs during a locked sequence immediately clears BL and sets IL in epsr. In this case the trap handler should resume execution at the beginning of the locked sequence. The lock and unlock instructions control the BL bit (refer to Chapter 7). The result of modifying BL with the st.c instruction is not defined.

ITI (Instruction-Cache, TLB Invalidate), when set in the value that is loaded into dirbase, causes all entries in the instruction cache and address-translation cache (TLB) to be marked invalid. With the i860 XP microprocessor, ITI also invalidates all virtual tags in the data cache. The ITI bit does not remain set in dirbase. ITI always appears as zero when read from dirbase.

When software sets the LB bit, the i860 XP microprocessor enters two-clock late back-off mode. This mode gives two additional clock periods of decision time to the external logic that may need to use the BOFF# signal to cancel a bus cycle or data transfer. If the processor enters one-clock late back-off mode during RESET via configuration pin strapping, the LB bit has no effect, and it is impossible to enter two-clock late back-off mode. Furthermore, software cannot exit two-clock late back-off mode once it is activated; the LB bit cannot be cleared except by resetting the processor.
• When CS8 (Code Size 8-Bit) is set, instruction cache misses are processed as 8-bit bus cycles. When this bit is clear, instruction cache misses are processed as 64-bit bus cycles. This bit cannot be set by software; hardware sets this bit at initialization time with the INT/CS8 pin. It can be cleared by software (one time only) to allow the system to execute out of 64-bit memory after bootstrapping from 8-bit PROM. A nondelayed branch to code in 64-bit memory should directly follow the st.c instruction that clears CS8, in order to make the transition from 8-bit to 64-bit memory occur at the correct time. The branch instruction must be aligned on a 64-bit boundary. Refer to the CS8 mode in the i860™ 64-Bit Microprocessor Hardware Design Guide for more information.

• RB (Replacement Block) identifies the cache block (line or way) to be replaced by cache replacement algorithms. RB conditions the cache flush instruction flush, which is discussed in Chapter 7. Table 3-2 explains the values of RB.

• RC (Replacement Control) controls cache replacement algorithms. Table 3-3 explains the significance of the values of RC. The use of the RC and RB to implement data cache flushing is described in Chapter 4.

• DTB (Directory Table Base) contains the high-order 20 bits of the physical address of the page directory when address translation is enabled (i.e., ATE = 1). The low-order 12 bits of the address are zeros (therefore the directory must be located on a 4K boundary).

3.7 FAULT INSTRUCTION REGISTER

When a trap occurs, this register (the fir) contains the address of the instruction that caused the trap, as described in Chapters 9 and 10. The value of the fir can be accessed by an ld.c instruction. The trap address can be read from the fir only once; reading the fir anytime except the first time after a trap saves in idest one of the following values:

• In single-instruction mode, the address of the ld.c instruction

• In dual-instruction mode, the address of its floating-point companion of the ld.c instruction (address of the ld.c – 4).

The fir cannot be modified by the st.c instruction.

<table>
<thead>
<tr>
<th>Value</th>
<th>Replace TLB Way</th>
<th>Replace Instruction and Data Cache Way</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>i860™ XR CPU</td>
</tr>
<tr>
<td>0 0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0 1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1 0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1 1</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table 3-3. Values of RC

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Selects the normal (random) replacement algorithm where any block in the set may be replaced on cache misses in all caches.</td>
</tr>
<tr>
<td>01</td>
<td>Instruction, data, and TLB cache misses replace the block selected by RB. This mode is used for cache and TLB testing.</td>
</tr>
<tr>
<td>10</td>
<td>Data cache misses replace the block selected by RB. Instruction and TLB caches use random replacement. This mode is used when flushing the data cache with the <code>flush</code> instruction.</td>
</tr>
<tr>
<td>11</td>
<td>Disables data cache replacement. Instruction and TLB caches use random replacement.</td>
</tr>
</tbody>
</table>

### 3.8 FLOATING-POINT STATUS REGISTER

The floating-point status register (fsr) contains the floating-point trap and rounding-mode status for the current process. Figure 3-5 shows its format.

- If FZ (Flush Zero) is clear and underflow occurs, a result-exception trap is generated. When FZ is set and underflow occurs, the result is set to zero, and no trap due to underflow occurs.

- If TI (Trap Inexact) is clear, inexact results do not cause a trap. If TI is set, inexact results cause a trap. The sticky inexact flag (SI) is set whenever an inexact result is produced, regardless of the setting of TI.

- RM (Rounding Mode) specifies one of the four rounding modes defined by the IEEE standard. Given a true result \( b \) that cannot be represented by the target data type, the i860 microprocessor determines the two representable numbers \( a \) and \( c \) that most closely bracket \( b \) in value (\( a < b < c \)). The i860 microprocessor then rounds (changes) \( b \) to \( a \) or \( c \) according to the mode selected by RM as defined in Table 3-4. Rounding introduces an error in the result that is less than one least-significant bit.

- The U-bit (Update Bit), if set in the value that is loaded into fsr by a `stc` instruction, enables updating of the result-status bits (AE, AA, AI, AO, AU, MA, MI, MO, and MU) in the first-stage of the floating-point adder and multiplier pipelines. If this bit is clear, the result-status bits are unaffected by a `stc` instruction; `stc` ignores the corresponding bits in the value that is being loaded. A `stc` always updates `fsr` bits 21..17 and 8..0 directly. The U-bit does not remain set; it always appears a zero when read. A trap handler that has interrupted a pipelined operation sets the U-bit to enable restoration of the result-status bits in the pipeline. Refer to Chapters 9 and 10 for details.

- The FTE (Floating-Point Trap Enable) bit, if clear, disables all floating-point traps (invalid input operand, overflow, underflow, and inexact result). Trap handlers clear it while saving and restoring the floating-point pipeline state (refer to Chapters 9 and 10) and to produce NaN, infinite, or denormal results without generating traps.

- SI (Sticky Inexact) is set when the last-stage result of either the multiplier or adder is inexact (i.e., when either AI or MI is set). SI is "sticky" in the sense that it remains set until reset by software. AI and MI, on the other hand, can by changed by the subsequent floating-point instruction.
Table 3-4. Values of RM

<table>
<thead>
<tr>
<th>Value</th>
<th>Rounding Mode</th>
<th>Rounding Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Round to nearest or even</td>
<td>Closer to $b$ of $a$ or $c$; if equally close, select even number (the one whose least significant bit is zero). $a$</td>
</tr>
<tr>
<td>01</td>
<td>Round down (toward $-\infty$)</td>
<td>$c$</td>
</tr>
<tr>
<td>10</td>
<td>Round up (toward $+\infty$)</td>
<td>Smaller in magnitude of $a$ or $c$.</td>
</tr>
<tr>
<td>11</td>
<td>Chop (toward zero)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3-5. Floating-Point Status Register
• SE (Source Exception) is set when one of the source operands of a floating-point operation is invalid; it is cleared when all the input operands are valid. Invalid input operands include denormals, infinities, and all NaNs (both quiet and signaling). Trap handler software can implement IEEE-standard results for operations on these values.

• When read from the fsr, the result-status bits MA, MI, MO, and MU (Multiplier Add-One, Inexact, Overflow, and Underflow, respectively) describe the last-stage result of the multiplier.

When read from the fsr, the result-status bits AA, AI, AO, AU, and AE (Adder Add-One, Inexact, Overflow, Underflow, and Exponent, respectively) describe the last-stage result of the adder. The high-order three bits of the 11-bit exponent of the adder result are stored in the AE field. The trap handler needs the AE bits when overflow or underflow occurs with double-precision inputs and single-precision outputs.

After a floating-point operation in a given unit (adder or multiplier), the result-status bits of that unit are undefined until the point at which result exceptions are reported.

When written to the fsr with the U-bit set, the result-status bits are placed into the first stage of the adder and multiplier pipelines. When the processor executes pipelined operations, it propagates the result-status bits of a particular unit (multiplier or adder) one stage for each pipelined floating-point operation for that unit. When they reach the last stage, they replace the normal result-status bits in the fsr.

In a floating-point dual-operation instruction (e.g., add-and-multiply or subtract-and-multiply), both the multiplier and the adder may set exception bits. The result-status bits for a particular unit remain set until the next operation that uses that unit.

• AA (Adder Add One), when set, indicates that the absolute value of the fraction of the result of an adder operation was increased by one due to rounding. AA is not influenced by the sign of the result.

• MA (Multiplier Add One), when set, indicates that the absolute value of the fraction of the result of a multiplier operation was increased by one due to rounding. MA is not influenced by the sign of the result.

• RR (Result Register) specifies which floating-point register (f0-f31) was the destination register when a result-exception trap occurs due to a scalar operation.

• LRP (Load Pipe Result Precision), IRP (Integer (Graphics) Pipe Result Precision), MRP (Multiplier Pipe Result Precision), and ARP (Adder Pipe Result Precision) aid in restoring pipeline state after a trap or process switch. Each defines the precision of the last-stage result in the corresponding pipeline. One of these bits is set when the result in the last stage of the corresponding pipeline is double precision; it is cleared if the result is single precision. These bits cannot be changed by software.

• LRP applies only to the i860 XR microprocessor. The i860 XP microprocessor uses LRP1 and LRP0 (Load Pipe Result Precision), which together define the size of the last-stage result of the load pipeline. They are encoded as Table 3-5 shows.
3.9 KR, KI, T, AND MERGE REGISTERS

The KR and KI ("Konstant") registers and the T (Temporary) register are 64-bit, special-purpose registers used by the dual-operation floating-point instructions described in Chapter 8. The 64-bit MERGE register is used only by the graphics instructions also presented in Chapter 8. Refer to that chapter for details of their use.

3.10 BUS ERROR ADDRESS REGISTER

In i860 XP microprocessor systems, the bear helps the trap handler determine faulty memory locations. The i860 XP microprocessor loads a valid address into bear under these conditions:

- For bus errors, the bear receives the address of the cycle for which the BERR signal is asserted, if external hardware synchronizes assertion of BERR with BRDY# for that cycle.
- For parity errors on a read, the bear receives the address of the cycle during which the processor detects the error, if external hardware asserts PEN# with BRDY# for that cycle.

If external hardware does not meet these conditions, the contents of the bear are undefined.

A valid address in bear is accurate to 29 bits; that is, address signals A31–A3 are latched in the high-order 29 bits of bear. At RESET and after every parity and bus error trap, software must read the bear before further parity and bus error traps can occur. The bear is a read-only register.

3.11 PRIVILEGED REGISTERS (80860XP ONLY)

The registers p0, p1 p2, and p3 are provided for the operating system to use. They do not affect processor operation. They can be accessed by the ld.c and st.c instructions, but they can be written only in supervisor mode. They may be used to store information such as the interrupt stack pointer, current user stack pointer at the beginning of the trap handler, register values during trap handling, processor ID in a multiprocessor system, or for any other purpose.
3.12 CONCURRENCY CONTROL REGISTER (80860XP ONLY)

The concurrency control register (ccr) controls the operation of the internal Concurrency Control Unit (CCU), which is described in Chapter 6. The ccr can be written in supervisor mode only, but can be read in user or supervisor mode. Figure 3-6 shows the format of the ccr.

The DO (Detached Only) bit and the CO (CCU On) bit together specify the CCU configuration. DO, when set, indicates that there is no external CCU. CO (CCU On) bit, when set, indicates that the Concurrency Control Architecture is enabled. Table 3-6 summarizes the modes defined by CO and DO bits. The reserved combinations should not be used by software.

If the DCCU is on (CO = DO = 1), the processor intercepts and interprets all memory loads and stores which are to the CCU address space, which is the two pages defined by CCUBASE. Loads and stores to that address range do not go to memory, but to the DCCU.

CCUBASE is the virtual address of the memory area into which the CCU registers are mapped. Software must set bit 12 to zero, because the CCUBASE must be aligned on a two-page (8-Kbyte) boundary. This is because an external CCU contains supervisor registers mapped to the second page.

3.13 NEWCURR REGISTER (80860XP ONLY)

The NEWCURR register is part of the detached CCU (concurrency control unit). It is a 32-bit counter that supplies an iteration count for loop execution. (Refer to Chapter 6.)

NEWCURR is architecturally a 64-bit register, but only the low-order 32 bits are provided in the i860 XP microprocessor. Compiler and operating-system data structures should provide for a 64-bit size for future implementation.
Table 3-6. Values of CO and DO

<table>
<thead>
<tr>
<th>CO</th>
<th>DO</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>External CCU, or no CCU</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>reserved</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>reserved</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>Internal CCU (DCCU) only</td>
</tr>
</tbody>
</table>

3.14 STAT REGISTER (80860XP ONLY)

The STAT register is part of the detached CCU (concurrency control unit). As Figure 3-7 shows, it contains the following bits:

**InLoop**
Indicates that the processor is currently executing a concurrent loop. This bit is set when a processor starts a concurrent, non-nested loop, and it is cleared when the processor enters serial code when not nested or idle. It can also be read or written directly.

**Nested**
Indicates whether the processor is in the nested state. InLoop is copied into this bit when starting a nested loop. Otherwise, it can be read or written directly.

**Detached**
Always contains the value of ccr bit DO.

STAT is architecturally a 64-bit register. Compiler and operating-system data structures should provide for a 64-bit size for future implementation.
Memory is addressed in byte units with a paged virtual-address space of $2^{32}$ bytes. Data and instructions can be located anywhere in this address space. Address arithmetic is performed using 32-bit input values and produces 32-bit results. The low-order 32 bits of the result are used in case of overflow.

Normally, multibyte data values are stored in memory in little endian format, i.e., with the least significant byte at the lowest memory address. As an option that may be dynamically selected by software in supervisor mode, i860 microprocessors also offer big endian mode, in which the most significant byte of a data item is at the lowest address. The BE bit of `epsr` selects the mode, as Chapter 3 describes. Figure 4-1 shows the difference between the two storage modes. Figure 4-2 defines by example how data is transferred from memory over the bus into a register in both modes. Big endian and little endian data areas should not be mixed within a 64-bit data word. Illustrations of data structures in this manual show data stored in little endian mode, i.e., the rightmost (low-order) byte is at the lowest memory address.

i860 microprocessors always fetch instructions with little endian addressing. This implies that instruction codes appear differently than documented here when accessed as big endian data. Intel Corporation recommends that disassemblers running in a big endian system convert instructions that have been read as data back to little endian form and present them in the format documented here.

**Figure 4-1. Memory Formats**
### Figure 4-2. Big and Little Endian Memory Transfers

Page directories and page tables are also accessed in little endian mode, regardless of the value of the BE bit. Operating systems, therefore, must maintain these tables in little endian mode, either by accessing the tables only while BE = 0 or by using properly offset addresses to load and store PTEs. Because all PTEs are 32 bits long, software running in big endian mode must complement bit 2 of the 32-bit target address to produce the offset-by-4 address that will be transformed to the desired memory location by big endian processing.

Big endian mode affects not only the memory load and store instructions but also the `Idio`, `stio`, `Idint`, and `scyc` instructions.

### 4.1 ALIGNMENT

Alignment requirements are as follows; any violation results in a data-access trap:

- A 128-bit value is aligned to an address divisible by 16 when referenced in memory (i.e., the four least significant address bits must be zero).
- A 64-bit value is aligned to an address divisible by eight when referenced in memory (i.e., the three least significant address bits must be zero).
- A 32-bit value is aligned to an address divisible by four when referenced in memory (i.e., the two least significant address bits must be zero).
- A 16-bit value is aligned to an address divisible by two when referenced in memory (i.e., the least significant address bit must be zero).

4.2 VIRTUAL ADDRESSING

When address translation is enabled, the processor maps instruction and data virtual addresses into physical addresses before referencing memory. This address transformation is compatible with that of the Intel386 and Intel486 microprocessors and implements the basic features needed for page-oriented virtual-memory systems and page-level protection.

The address translation is optional. Address translation is disabled when the processor is reset. It is enabled when a store (st.c) to dirbase sets the ATE bit. The operating system typically does this during software initialization. Address translation is disabled again when st.c clears the ATE bit. The ATE bit must be set if the operating system is to implement page-oriented protection or page-oriented virtual memory.

4.2.1 Page Frame

A page frame is a unit of contiguous addresses of physical main memory. A page is the collection of data that occupies a page frame when that data is present in main memory or occupies some location in secondary storage when there is not sufficient space in main memory.

- XR -
Page frames begin on four-Kbyte boundaries and are fixed in size.

- XP -
The i860 XP microprocessor supports two sizes of pages and page frames: four Mbytes and four Kbytes. Four-Kbyte page frames begin on four-Kbyte boundaries and are fixed in size. Four-Mbyte page frames begin on four-Mbyte boundaries and are fixed in size.

The four-Kbyte address transformation is compatible with that of the Intel386 and Intel486 microprocessors.

4.2.2 Virtual Address

A virtual address refers indirectly to a physical address by specifying a page and an offset within that page. Figure 4-3 shows the formats of virtual addresses.

- XR -
There is a single format for all pages.

- XP -
The format for virtual addresses that refer to four-Mbyte pages is different from that of four-Kbyte pages.
Figure 4-3. Formats of Virtual Addresses

Figure 4-4. Address Translation

Figure 4-4 shows how i860 microprocessors convert the DIR, PAGE, and OFFSET fields of a virtual address into the physical address by consulting page tables. The addressing mechanism uses the DIR field as an index into a page directory. For 4K pages, it uses the PAGE field as an index into the page table determined by the page directory and uses the OFFSET field to address a byte within the page determined by the page table.
For 4M pages (80860XP only), the page directory entry determines the page address, and the OFFSET field addresses a byte within that page table.

4.2.3 Page Tables

A page table is simply an array of 32-bit page specifiers. A page table is itself a page, and contains 4 Kilobytes of data or at most 1K 32-bit entries.

At the highest level is a page directory.

- **XR** - The page directory addresses up to 1K page tables of the second level.
- **XP** - The page directory holds up to 1K entries that address either page tables of the second level or four-Mbyte pages.

A page table of the second level addresses up to 1K four-Kbyte pages. All the tables addressed by one page directory, therefore, can address 1M four-Kbyte pages.

Whether four Mbyte pages, four Kbyte pages, or some combination of the two are used, one page directory can cover the processor’s entire four gigabyte physical address space (1K page directory entries × 4M page or 1K page directory entries × 1K page table entries × 4K page).

The physical address of the current page directory is stored in the DTB field of the dirbase register. Memory management software has the option of using one page directory for all processes, one page directory for each process, or some combination of the two.

4.2.4 Page-Table Entries

Page-table entries (PTEs) have one of the formats shown by Figure 4-5.

4.2.4.1 PAGE FRAME ADDRESS

The page frame address specifies the physical starting address of a page.

- **XR** - Because pages are located on 4K boundaries, the low-order 12 bits are always zero. In a page directory, the page frame address is the address of a page table. In a second-level page table, the page frame address is the address of the page frame that contains the desired memory operand.
- **XP** - In a page directory, the page frame address is either the address of a page table or the address of the four Mbyte page frame that contains the desired memory operand. In a second-level page table, the page frame address is the address of the 4Kbyte page frame that contains the desired memory operand.
Figure 4-5. Formats of Page Table Entries
4.2.4.2 PRESENT BIT

The P (present) bit indicates whether a page table entry can be used in address translation. \( P = 1 \) indicates that the entry can be used. When \( P = 0 \) in either level of page tables, the entry is not valid for address translation, and the rest of the entry is available for software use; none of the other bits in the entry is tested by the hardware. Figure 4-6 illustrates the format of a page-table entry when \( P = 0 \).

If \( P = 0 \) in either level of page tables when an attempt is made to use a page-table entry for address translation, the processor signals either a data-access fault or an instruction-access fault. In software systems that support paged virtual memory, the trap handler can bring the required page into physical memory. Refer to Chapters 9 and 10 for more information on trap handlers.

Note that there is no P bit for the page directory itself. The page directory may be not-present while the associated process is suspended, but the operating system must ensure that the page directory indicated by the dirbase image associated with the process is present in physical memory before the process is dispatched.

4.2.4.3 WRITABLE AND USER BITS

The W (writable) and U (user) bits are used for page-level protection, which the processor performs at the same time as address translation. The concept of privilege for pages is implemented by assigning each page to one of two levels:

**Supervisor level \( (U = 0) \)** For the operating system and other systems software and related data.

**User level \( (U = 1) \)** For applications procedures and data.

The U bit of the psr indicates whether the processor is executing at user or supervisor level. The processor maintains the U bit of psr as follows:

- The processor clears the psr U bit to indicate supervisor level when a trap occurs (including when the trap instruction causes the trap). The prior value of U is copied into PU. (The trap mechanism is described in Chapters 9 and 10; the trap instruction is described in Chapter 7.)

- The processor copies the psr PU bit into the U bit when an indirect branch is executed and one of the trap bits is set. If PU was one, the processor enters user level.

Figure 4-6. Invalid Page Table Entry
ADDRESSING

With the U bit of psr and the W and U bits of the page table entries, i860 microprocessors implement the following protection rules:

- When at user level, a read or write of a supervisor-level page causes a trap.
- When at user level, a write to a page whose W bit is not set causes a trap.
- When at user level, a store (st.c) to certain control registers is ignored.
- When at user level, privileged instructions (ldio, stio, scyc, ldint) have no effect.

When the processor is executing at supervisor level, all pages are addressable, but, when it is executing at user level, only pages that belong to the user-level are addressable.

When the processor is executing at supervisor level, all pages are readable. Whether a page is writable depends upon the write-protection mode controlled by WP of epsr:

\[
\begin{align*}
WP = 0 & \quad \text{All pages are writable.} \\
WP = 1 & \quad \text{A write to a page whose W bit is not set causes a trap.}
\end{align*}
\]

When the processor is executing at user level, only pages that belong to user level and are marked writable are actually writable; pages that belong to supervisor level are neither readable nor writable from user level.

4.2.4.4 WRITE-THROUGH BIT

The write-through bit controls caching policy. Refer to Chapter 5 for more information.

- **XR** -

The i860 XR microprocessor does not implement a write-through caching policy for the on-chip instruction and data caches; however, the WT (write-through) bit in the second-level page-table entry does determine internal caching policy. If WT is set in a PTE, on-chip data caching from the corresponding page is inhibited. This is logically consistent with write-through, because all writes update main memory. (Note, however, that instruction caching is not inhibited.) If WT is clear, the normal write-back policy is applied to data from the page in the data cache. The WT bit of page directory entries is not referenced by the processor, but is reserved.

- **XP** -

The i860 XP microprocessor implements both write-back and write-through caching policies for the on-chip data cache. If WT is set, the write-through policy is applied to data from the corresponding page. If WT is clear, the normal write-back policy is applied to data from the page.

For four-Mbyte pages, the WT bit of the page directory entry is used. For four-Kbyte pages, only the WT bit of the second-level page table entry is used; the WT bit of the page directory entry is not referenced by the processor, but is reserved.
To control external caches, the PTB output pin reflects either CD or WT depending on the PBM bit of epsr.

4.2.4.5 CACHE DISABLE BIT

If a page’s CD (cache disable) bit is set, data from the page is not placed in the instruction or data caches. Clearing CD permits the processor to place data from the associated page into internal caches.

Only the CD bit of the second-level page-table entry is used. The CD bit of page directory entries is not referenced by the processor, but is reserved.

For four-Mbyte pages, the CD bit of the page directory entry is used. For four-Kbyte pages, only the CD bit of the second-level page table entry is used; the CD bit of the page directory entry is not referenced by the processor, but is reserved.

4.2.4.6 ACCESSED AND DIRTY BITS

The A (accessed) and D (dirty) bits provide data about page usage in both levels of the page tables.

The processor sets the A-bit before a read or write operation to a page. For four-Kbyte pages, it sets the A-bit of both levels of page tables.

The processor tests the dirty bit before a write, and, under certain conditions, causes traps. The trap handler then has the opportunity to maintain appropriate values in the dirty bits. For four-Mbyte pages, the D bit of the page directory entry is used. For four-Kbyte pages, only the D bit of the second-level page table entry is used; the D bit of the page directory entry is not referenced by the processor, but is reserved. The precise algorithm for using these bits is specified in Section 4.2.5.

An operating system that supports paged virtual memory can use the D and A bits to determine what pages to eliminate from physical memory when the demand for memory exceeds the physical memory available. The D and A bits are normally initialized to zero by the operating system. The processor sets the A bit when a page is accessed either by
a read or write operation (except during a locked sequence, when a trap occurs instead). When a data-access fault occurs, the trap handler sets the D bit if an allowable write is being performed, then reexecutes the instruction.

The operating system is responsible for coordinating its updates to the accessed and dirty bits with updates by the CPU and by other processors that may share the page tables. The processor automatically asserts the LOCK# signal while testing and setting the A bit.

4.2.4.7 PAGE TABLES FOR TRAP HANDLERS

- XR -

It is not strictly necessary to ensure that A=1 in trap handler pages, because the i860 XR microprocessor automatically deasserts the LOCK# signal before entering the trap handler. However, for compatibility with the i860 XP microprocessor, it is recommended that A be preset as required by the i860 XP microprocessor.

- XP -

When paging is enabled (ATE=1), software that creates page tables and directories must assure that A=1 always in the PTEs and PDEs for the code pages of the trap handler and the first data page accessed by the handler. Preallocation of these pages is required in case a trap occurs during a lock sequence. Otherwise, recursive traps would be generated, as the A-bit would need to be set by the translation hardware while the lock pin is active, which is a trapping situation in itself.

4.2.4.8 COMBINING PROTECTION OF BOTH LEVELS OF PAGE TABLES

For any four-Kbyte page, the protection attributes of its page directory entry may differ from those of its page table entry. The processor computes the effective protection attributes for a page by examining the protection attributes in both the directory and the page table and choosing the more restrictive of the two.

4.2.5 Address Translation Algorithm

The algorithms below define the translation of each virtual address to a physical address. Let DIR, PAGE, and OFFSET be the fields of the virtual address; let PFA1 and PFA2 be the page frame address fields of the first and second level page tables respectively; DTB is the page directory table base address stored in the dirbase register.

Algorithm for i860 XR microprocessor:

1. Read the PTE (page table entry) at the physical address formed by DTB:DIR:00. Note that the data cache is not accessed during PTE fetches; therefore, the operating system must ensure that the page table is not in the cache.

2. If P in the PTE is zero, generate a data- or instruction-access fault.
3. If \( W \) in the PTE is zero, the operation is a write, and either the \( U \) bit of the PSR is set or \( WP = 1 \), generate a data-access fault.

4. If the \( U \) bit in the PTE is zero and the \( U \) bit in the \( \text{psr} \) is set, generate a data- or instruction-access fault.

5. If \( A \) in the PTE is zero and if the TLB miss occurred while the bus was locked, generate a data- or instruction-access fault. (The trap allows software to set \( A \) to one and restart the sequence. This avoids ambiguity in determining what address corresponds to a locked semaphore for external bus hardware use.)

6. If \( A \) in the PTE is zero and if the TLB miss occurred while the bus was not locked, assert \( \text{LOCK#} \), refetch and check the PTE, set \( A \), and store the PTE, deasserting \( \text{LOCK#} \) during the store.

7. Locate the PTE at the physical address formed by \( \text{PFA1:PAGE:00} \).

8. Perform the \( P, A, W, \) and \( U \) checks as in steps 3 through 6 with the second-level PTE.

9. If \( D \) in the PTE is clear and the operation is a write, generate a data-access fault.

10. Form the physical address as \( \text{PFA2:OFFSET} \).

**Algorithm for i860 XP microprocessor:**

1. Read the PDE (Page Directory Entry) at the physical address formed by \( \text{DTB:DIR:00} \).

2. If \( P \) in the PDE is zero, generate a data- or instruction-access fault.

3. If \( W \) in the PDE is zero, the operation is write, and either the \( U \) bit of the PSR is set or \( WP = 1 \), generate a data-access fault.

4. If the \( U \) bit in the PDE is zero and \( U \) bit in the \( \text{psr} \) is set, generate a data- or instruction-access fault.

5. If \( A \) in the PDE is zero and the TLB miss occurred inside a locked sequence, generate a data or instruction access fault. (The trap allows software to set \( A \) to one and restart the sequence. This helps external bus hardware determine unambiguously what address corresponds to a locked semaphore.)

6. If bit 7 of the PDE is one (four-Mbyte page), and the operation is write, and \( D = 0 \) in the PDE, generate a data-access fault.

7. If \( A = 1 \) in the PDE, continue at step 11. Otherwise, assert \( \text{LOCK#} \).

8. Perform the PDE read as in step 1 and the \( P, W \) and \( U \) bit checks as in steps 2 through 4.
9. Write the PDE with A bit set.

10. Deassert LOCK#.

11. If bit 7 of the PDE is one (four-Mbyte page), form the physical address as PFA1:OFFSET, and exit address translation. In this case, PFA1 is 10 bits and OFFSET is 22 bits.

12. The remaining steps are for four-Kbyte pages. If the A-bit in the PDE was zero before translation began, assert LOCK#.

13. Fetch the PTE at the physical address formed by PFA1:PAGE:00.

14. Perform the P-, W-, U-, and A-bit checks as in steps 2 through 5 with the second-level PTE. If A = zero in the PTE, and the TLB miss occurred inside a locked sequence, generate a data or instruction access fault. LOCK# remains active.

15. If the operation is write, and D in the PTE is zero, generate a data access fault.

16. If the A-bit in the PDE was already active before translation began, and the A-bit in the PTE is already active, go to step 20.

17. If LOCK# is not already active, assert it and refetch the PTE.

18. Perform the U-, W-, and P-bit checks and A-bit setting in the PTE as in steps 8 through 9. Do the locked write update of the PTE to unlock the bus, even if the A-bit in the PTE is already one.

19. Deassert LOCK#.

20. Form the physical address as PFA2:OFFSET. In this case, PFA2 is 20 bits and OFFSET is 12 bits.

During translation, the processor looks only in external memory for page directories and page tables. The data cache is not searched. Therefore, any code that modifies page directories or page tables must keep them out of the cache. The tables should be kept in noncacheable memory or in write-through pages or should be flushed from the cache.

The processor expects page directories and page tables to be in little endian format. The operating system must maintain these tables in little endian format either by setting BE to zero when manipulating the tables or by complementing bit two of the 32-bit address when loading or storing entries.
4.2.6 Address Translation Faults

An address translation fault can be signalled as either an instruction-access fault or a data-access fault. (Refer to Chapters 9 and 10 for more information on this and other faults.) The instruction that causes the fault can be reexecuted by the return-from-trap sequence defined in Chapters 9 and 10.
On-Chip Caches
CHAPTER 5
ON-CHIP CACHES

By holding data, instructions, and address translation on-chip, the caches of the i860 XP microprocessor provide the following advantages:

1. Low chip count for the CPU subsystem.

2. Wide processor-to-cache path: 16 bytes for data, 8 bytes for instructions.

3. Fast access without requiring much additional high-speed design in the system. The fast cache-access circuitry is hidden on chip; the external bus can respond more slowly without significantly degrading performance.

The caches of the i860 XP microprocessor differ from those of the i860 XR microprocessor in size, multiprocessor orientation, and other details. A single version of an operating system can execute interchangeably on either processor by examining the processor type field of psr and acting accordingly.

5.1 ADDRESS TRANSLATION CACHES

— XR —
The i860 XR microprocessor has four-Kbyte pages. A translation look-aside buffer (TLB) caches address translation information from the page tables. The TLB (see Figure 5-1) is a 64-entry, four-way, set associative cache. The TLB functions when paging is enabled. When a page is first accessed, its translation information is saved in the TLB along with other page attributes, such as access rights and cacheability. Every address translation operation looks up the virtual address in the TLB. Only if the necessary paging information is not in the cache must the paging tables in memory be referenced. The TLB employs a random replacement algorithm to choose which of the four ways to replace.

— XP —
The i860 XP microprocessor allows both four-Kbyte and four-Mbyte page sizes, and a separate translation look-aside buffer (TLB) is used to cache address translation information for each page size. The TLB for four-Kbyte pages (Figure 5-1) has 64 entries, and the TLB for four-Mbyte pages (Figure 5-2) has 16 entries. Both are four-way set associative. The TLBs function when paging is enabled. When a page is first accessed, its translation information is saved in the appropriate TLB along with other page attributes, such as access rights and cacheability. Every address translation operation looks up the virtual address simultaneously in both TLBs. Only if the necessary paging information is not in either of the caches must the paging tables in memory be referenced. Both TLBs employ a random replacement algorithm to choose which of the four ways to replace; however, invalid (empty) ways are replaced before valid ways are overwritten.

5-1
Figure 5-1. 4K TLB Organization
Figure 5-2. 4M TLB Organization
If an instruction’s virtual address is found in the instruction cache, the virtual address is not translated, and code access rights are not verified. However, when an instruction’s virtual address is not found in the cache, address translation does occur, and all access rights are verified. The virtual addresses of data are always translated, and access rights are always verified.

i860 microprocessors require simultaneous access to data and instruction caches, but the paging unit can service only one address translation at a time. Data address translation has higher priority in the paging unit than instruction address translation, if both are required at the same time.

Any data or instruction access fault halts address translation at once, and the TLB is not updated. If a directory read causes an access fault, the page table is not read at all.

- **XR** - If the paging unit generates a fault (in setting the D bit for the first write to a nondirty page, for example), the corresponding entry remains in the TLB. Therefore, software needs to invalidate the TLB in response to paging-related data access trap or instruction access trap faults (but not for misalignment or db debugging traps).

- **XP** - If the paging unit generates a fault (in setting the D bit for the first write to a nondirty page, for example), the corresponding entry is deleted from the TLB. Therefore, software does not need to invalidate the TLB entry in response to data access trap or instruction access trap faults.

If TLB replacement is initiated during a locked sequence generated by the lock instruction and if another locked sequence has to be executed to set the A-bit in the page directory or page table entry, the paging unit generates an access fault. This helps external hardware implement “locking by address” by preventing generation of nested lock sequences. (Refer to the lock instruction in Chapter 7.)

### 5.2 INTERNAL INSTRUCTION AND DATA CACHES

The i860 microprocessors have separate data and instruction caches on-chip. Having separate caches for instructions and data allows simultaneous cache look-up. Up to two instructions and 128 bits of data can be accessed simultaneously from these caches. The caches are fully transparent to applications software.

- **XR** - The data cache holds eight Kbytes; the instruction cache holds four Kbytes. A line can be filled from memory with four 8-byte bus cycles. The four cycles are never interrupted by other loads or stores.

- **XP** - The data and instruction caches hold 16 Kbytes each. A line can be filled from memory with a four-transfer burst. Snooping (address monitoring) is designed into both instruction and data caches, to maintain cache consistency in multiprocessor systems.
Each cache uses virtual tags for internal access; there is no provision for snooping. Figure 5-3 shows how the bits of virtual addresses are mapped for caching. Because only virtual tags are used, software that uses aliasing (a situation in which the TLBs associate a single physical address with two or more virtual addresses) must take care not to violate intertask protection.

Any area of memory can be cached, although both software and hardware can disallow certain areas from being cached — software by setting the CD bit in their page table entries; hardware by deasserting the KEN# signal for bus cycles with addresses that fall...
in those areas. (In the i860 XP microprocessor, data reads from the two four-Kbyte pages pointed to by the CCUBASE field of ccr are not cached, either, if the CCU is activated by setting CO of the ccr register. This is independent of the value of KEN#.) When both software and hardware agree that a requested datum is cacheable, the processor reads an entire 32-byte line into the appropriate cache. Cache line fills are generated only for read misses, not for write misses. A store that misses the cache does not copy the missed line into cache from memory, but rather posts the datum in a write buffer, then sends it to the external bus when the bus is available.

Stores that hit the cache utilize it for two cycles (one to check the virtual tags for hit, another to update the cache line). However, the cache pipeline allows successive store hits to operate at one per cycle.

- **XR** -
The processor’s internal write buffers can hold two successive stores, preventing a freeze upon store miss.

- **XP** -
The processor’s internal write buffers can hold three successive stores, preventing a freeze upon store miss.

### 5.2.1 Data Cache

- **XR** -
Figure 5-4 shows the organization of the data cache. The data cache has two M (modified) bits per virtual tag, one for each half-line. If only one half-line is modified, only that half-line is written back to memory. There is no validity bit. To invalidate a virtual tag, it must be filled with a virtual address reserved for that purpose.

- **XP** -
Figure 5-5 shows the organization of the data cache. The data cache has two status bits per physical tag and one validity status bit for the virtual tag. A virtual tag hit is possible only when the validity bit of the virtual tag is set.

![Figure 5-4. Data Cache Organization (80860XR)](image-url)
If an operating system allows aliases, it is possible for a physical line to appear in the cache twice, under different virtual addresses. Such a replication is undesirable, because a write to one cache line would not update the other line in the cache. Aliasing of instructions and read-only data presents no problems.

If necessary, software can implement reliable aliasing for writable, cacheable data by using only one way of the data cache (by flushing the data cache, the setting RC=10 and RB=00, for example). Because only one way is available and because the aliases necessarily have the same set selection bits, all aliases for a given physical address map to a single location in the cache.

Alias support is built into the cache look-up algorithm. Even though a physical line may be aliased, the processor never enters the line twice in the data cache. If a virtual address is not found among the virtual tags in the data cache, a bus cycle is initiated and, at the same time, the physical tags are searched for the physical address (which by this time has been retrieved from the paging unit). For reads, if the physical address is found, the data returned from the bus is ignored, on-chip data is used, and the virtual tag is replaced with the new one. For writes, if a virtual address is not found, the write is issued on the bus, and memory is updated. If the physical address is found, the line in cache is updated, and the virtual tag is replaced with the new one. However, the cache state (M, E, or S) of the physical-address tag does not change when the virtual tag is overwritten.
Note that the BE (big endian) bit of \texttt{epsr} has no influence on data cache behavior. Data items are kept in cache in exactly the same ordering as in external memory. Byte-shifting operations invoked by the BE bit upon loads and stores occur at the input to the register files only.

### 5.2.1.1 DATA CACHE UPDATE POLICIES

To minimize bus traffic, a write-back policy is normally used. The write-back policy (also called copy-back and deferred-write) reduces bus traffic by eliminating many unnecessary writes. Writes to a line in the cache are not immediately forwarded to main memory; instead, they are accumulated in the cache. The modified cache line is written to main memory only when its cache space is needed for other data (or when a flush procedure is executed).

Under a write-through policy, a write request to a line in the cache triggers updates to both cache and main memory.

\textbf{XR} The i860 XR microprocessor does not implement the write-through policy. Setting the WT bit in a page table, disables caching for the page. This is logically consistent with write-through, because all writes update main memory.

\textbf{XP} An address decoder, for example, can select the write-through policy for writes to video RAM, where it is necessary that writes be seen on the video display. The decoder can dynamically change the update policy of the i860 XP microprocessor with each cache line by manipulating the WB/WT\# input pin. Software, by setting the WT page-table bit, can select the write-through policy for specific areas of memory—those that are used for interprocessor message queues, for example. Setting WT overrides the WB/WT\# pin.

A write-once policy combines write-through with write-back. Write-through is employed for the first write to a cache line, while subsequent writes to the same line follow the write-back policy.

\textbf{XR} The i860 XR microprocessor does not implement the write-once policy.

\textbf{XP} Write-once is valuable in multiprocessor systems to maintain cache consistency with the least possible bus traffic. The first write broadcasts to other processor nodes the fact that a line has been modified. Write-once is also used if a second-level cache is attached to the i860 XP microprocessor to maintain consistency between the first- and second-level caches.
5.2.2 Instruction Cache

Figure 5-6 shows the organization of the instruction cache. The instruction cache has one validity bit for each virtual tag. As in the data cache, if an operating system allows aliases, it is possible for a physical line to appear in the instruction cache twice, under different virtual addresses. Such replication in the instruction cache is not problematic, however, because the instruction cache is read-only.

5.2.3 Cache Replacement Algorithm

The data, instruction, and address-translation caches all use similar algorithms to choose which line of a set will be overwritten when a miss causes a line fetch.

A pseudorandom replacement algorithm chooses which line to replace.

The first invalid line in a set of four is replaced (in the order 0, 1, 2, 3). When there are no more invalid lines in a set, a pseudorandom replacement algorithm chooses which valid lines to replace.
The algorithm is controlled by counters inside the chip. RESET initializes these counters to zero, so that the “randomness” is deterministic, and two i860 XR CPUs or two i860 XP CPUs executing the same code on identical boards have exactly the same series of cache hits, misses, and replacements. Setting ITI to invalidate the caches and TLBs also resets the internal counters used for random replacement. This brings the cache-replacement mechanism to a known state without resetting the whole chip.

When the flush instruction is used to write back modified lines in the data cache, the flush routine must alter the RC (replacement control) field of dirbase. Therefore, the LFBSR is not used and replacement is not random. Instead, the block (or “way”) replaced is the one selected by the RB (replacement block) field of dirbase.

### 5.2.4 Cache Consistency Protocol (80860XP Only)

The i860 XP microprocessor implements cache consistency via its use of a MESI (Modified, Exclusive, Shared, Invalid) protocol.

#### 5.2.4.1 DATA CACHE STATES (80860XP ONLY)

Each line of the data cache of the i860 XP microprocessor can be in one of the states defined in Table 5-1. Note that the instruction cache of the i860 XP only implements the “SI” part of the MESI protocol, because the instruction cache is not writable.
The state of a cache line can change as the result of either internal or external activity related to that line. Table 5-2 presents the line state transitions that result from internal activity of the i860 XP microprocessor in the data cache.

External cache-consistency support is provided through inquiry cycles. Inquiry cycles are initiated by other processors in a multiprocessor system to check whether an address is cached in the internal cache of the i860 XP microprocessor. Table 5-3 shows the line state transitions initiated by inquiry cycles.

5.2.4.2 WRITE-ONCE POLICY (80860XP ONLY)

A write-once cache policy can be implemented on the i860 XP microprocessor through use of the WB/WT# input pin. The signal on this pin is sampled in both read and write cycles. A read miss causes a line to enter either S or E after the line fill. If WB/WT# is sampled LOW at the time of NA# or the first BRDY# activation, the line enters S state, forcing the next write hit to this line to show up on the bus. If WB/WT# is sampled HIGH, the line enters E state. In write-through cycles, the state of a line is changed from S to E when WB/WT# is sampled HIGH, so that subsequent writes are not written through to the bus. Thus, if this signal is driven LOW on read cycles and

Table 5-1. MESI Cache Line States (80860XP)

<table>
<thead>
<tr>
<th>Cache Line State:</th>
<th>M Modified</th>
<th>E Exclusive</th>
<th>S Shared</th>
<th>I Invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>This cache line is valid?</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>The memory copy is...</td>
<td>out of date</td>
<td>valid</td>
<td>valid</td>
<td>—</td>
</tr>
<tr>
<td>Copies exist in other caches?</td>
<td>No</td>
<td>No</td>
<td>Maybe</td>
<td>Maybe</td>
</tr>
<tr>
<td>A write to this line...</td>
<td>does not go to bus</td>
<td>does not go to bus</td>
<td>goes to bus and updates the cache</td>
<td>goes directly to bus</td>
</tr>
</tbody>
</table>

NOTE:
* "Write" does not include write-backs due to replacement. Those can only cause an M to I transition.
HIGH on write cycles, a write-once cache policy is implemented. The easiest way to implement write-once (in systems not using the 82495XP cache controller) is to tie this pin to the W/R# output of the processor.

If the WT bit in the page table entry is set, the i860 XP microprocessor ignores the WB/WT# signal for the cycles that hit that page and always performs a write-through. In other words, hardware cannot override software's selection of the write-through policy.

5.2.4.3 LOCKED ACCESSES (80860XP ONLY)

Locked accesses are those data loads and stores that occur after a lock instruction up to and including the first load or store after the corresponding unlock instruction.

On the i860 XP microprocessor, state transitions for locked accesses differ from those in Table 5-2 in ways that guarantee that locked accesses are seen by all processors in the system. Any locked load or store generates both a cache look-up and an external bus cycle, regardless of cache hit or miss.

1. In a locked read:
   a. If the required data is found in the cache in a modified (M) state, further accesses to the cache from subsequent loads or stores are delayed until data is returned from the bus. (The cache may, however, be accessed by an inquiry cycle.) If in the clock period before BRDY# the data is still found modified in the cache, the cached data is used, and the bus data is ignored. If, however, an intervening inquiry write-back changes the line to S or I state, the bus data is used.
   b. If the data is found in an unmodified (E or S) state, the data returned from the bus is used.
   c. If the data is not found in the cache, the data from the bus is used. The data is placed in the cache if it is cacheable and KEN# is also asserted.

2. A locked store is forced through the cache and issued on the bus. No more data accesses occur until the BRDY# for such a store. If the store hits the internal cache, the cache update is done after BRDY# from the bus. Note that the line written by a locked store remains in M state in spite of the write-through to the bus, because the length of the write-through is less than the line size of 32 bytes.
Locked accesses are totally serializing in the sense that:

1. All loads and stores that precede the lock instruction are issued on the bus (if they miss the cache) before the first locked access is issued. The locked access can be issued before the last BRDY# of the prior cycle if NA# is activated in response to the prior cycle.

2. No load or store after the last locked access is issued internally or on the bus until the final BRDY# for all locked accesses.

To maximize performance, instruction fetches during the locked sequence are not serializing. When NA# invokes pipelining, instruction fetches may be issued while locked data fetches or stores remain on the bus.

5.3 INTERNAL CACHE CONSISTENCY

Software must take care not to create inconsistencies such as the following among the internal caches (including the TLBs):

1. Changing the address space while leaving virtual-address tags from the prior space in the instruction or data cache.

2. Changing instructions in memory (or in the data cache) without changing them in the instruction cache.

3. Changing page table information in memory (or in the data cache) without changing the same information in the TLBs.

Under certain circumstances, such as I/O references, instruction modification, page-table updates, or access to shared data in a multiprocessor system, it is necessary to bypass, to invalidate, or to flush the caches. The i860 microprocessors provide the following methods for doing this.

5.3.1 Bypassing Instruction and Data Caches

There are a variety of methods to bypass the caches:

1. If deasserted during cache-miss processing, the KEN# pin disables instruction and data caching of the referenced data.

2. If the CD bit of the associated page table is set, caching of a page is disabled.

3. With the i860 XP microprocessor, if the WT bit of the associated page table is set, caching is not disabled, but writes pass through the cache. (Note that WT does not affect policy for the instruction cache, because the instruction cache is not writable. However, when an instruction from a page having the WT bit of the PTE set is placed in the data cache, the write-through policy applies just as for a data page.)
With the i860 XR microprocessor, if the WT bit of the associated page table is set, data caching is disabled, just as if CD were set. However, WT does not affect instruction caching; the i860 XR microprocessor caches instructions from WT pages.

- XR -
The value of the WT bit or the CD bit is output on the PTB pin for use by external caches.

- XP -
The value of the WT bit is output on the PWT pin and the value of the CD bit is output on the PCD pin for use by external caches.

5.3.2 Invalidating Cache Entries

Storing to the dirbase register with the ITI bit set invalidates each line of the instruction and address-translation caches.

- XR -
Setting ITI does not invalidate the data cache.

- XP -
In the data cache, setting ITI invalidates the virtual tags, but not the physical tags.

5.3.3 Flushing the Data Cache

The data cache is flushed by a software routine that uses the flush instruction. The flush instruction speeds up write-backs. The same effect (writing back modified lines) can be achieved with the load instruction ldi; but this would be more than twice as slow — the load must first do four bus transfers to get new data, then write back the modified line. The flush instruction causes the write-backs without requiring a read from external memory to replace the modified line.

- XR -
The flush procedure replaces the virtual tags with addresses reserved for that purpose, effectively invalidating each cache line.

- XP -
The flush instruction invalidates virtual tags, but not physical tags.

5.3.4 Address Space Consistency

In a multitasking virtual-address system, the operating system may intentionally employ aliasing, where several processes use the same physical memory while accessing it with different virtual addresses. When the operating system switches control from one process to the next, it changes the DTB field of the dirbase to point to a different page directory that defines the new address space. When this happens, all caches must be invalidated: the TLBs, so that the new page directory is read into the TLBs; the data and instruction caches, so that virtual addresses from the new space don’t accidentally match cached virtual addresses from the old space.
ON·CHIP CACHES

The data cache is invalidated by executing the flush procedure. The TLB and instruction cache are invalidated by setting the ITI bit when writing to \texttt{dirbase}.

The caches are invalidated by setting the ITI bit when writing to \texttt{dirbase}. Invalidating the instruction cache invalidates both the physical and the virtual tags, because the instruction cache has one status (valid) bit, which is common to both physical and virtual tags. In the data cache, setting ITI does not invalidate physical tags. However, any modified lines will eventually be written back when their space is required for lines from the new address space or when external agents on the bus express a need for the modified data via inquiry cycles.

Note that the operating system code that flushes the caches must be present during the flushing. Typically this code has the same virtual address for all processes.

**NOTE**

The mapping of the page(s) containing the currently executing instruction, the next six instructions, and any data referenced by these instructions should not be different in the new page tables when the DTB is changed.

Enabling or disabling address translation (via the ATE bit) is similar to changing the DTB, in that the address mapping is changed.

The instruction cache must be invalidated and the data cache must be flushed prior to changing ATE.

The virtual tags in the data and instruction cache must be invalidated prior to changing ATE.

### 5.3.5 Instruction Cache Consistency

When software modifies a page containing instructions (as when a debugger replaces an instruction with the \texttt{trap} instruction to set a breakpoint), the instruction cache can become inconsistent for any of the following reasons:

- Because the data cache uses a write-back policy, changes to cached instruction pages do not immediately update memory.

- Changes by software to instructions do not automatically update the instruction cache.

- Instruction cache misses are not checked in the data cache.
Software must ensure that modified lines containing instructions are written to main memory before the instruction cache tries to read them. There are two methods for this:

1. Flush the data cache using the `flush` instruction. Note that to make the instruction cache consistent with the data cache, the data cache must be flushed before invalidating the instruction cache.

2. Mark all instruction pages as WT (write through) so that modifications to instructions are immediately written to memory. This is the better alternative.

In either case, the instruction cache must be invalidated (by a store to `dirbase` with ITI set) after a code page has been modified, so that the updated instructions will be read from memory.

### 5.3.6 Page Table Consistency

When the operating system modifies page tables or directories, a TLB can become inconsistent with the modifications for any of the following reasons:

- Because the data cache uses a write-back policy, updates to cached page tables do not immediately update memory.
- Changes by software to page tables do not automatically update the TLB.
- The i860 microprocessors search only external memory for page directories and page tables in the translation process. The data cache is not searched. (Data is not transferred from the data cache to the TLBs during TLB replacement cycles.)

Software must ensure that modified lines containing page table entries are written to main memory before the paging unit tries to read them. There are two methods for this:

1. Keep page tables and directories in noncacheable memory or write-through pages.

2. Flush the data cache using the `flush` instruction. Note that to make the TLBs consistent with the data cache, the data cache must be flushed before invalidating the TLBs.

In any case, the TLBs must be invalidated (by a store to `dirbase` with ITI set) after a page table or directory has been modified, so that the updated entries will be read from memory.

The data cache does not need flushing if the program is modifying only the P, U, W, A, or D bits of a PTE (as long as the page frame address is not changed and the PTE itself is not in the data cache). The i860 microprocessors do not check these protection bits on cache line write-back. Thus, a trap handler can service a data access trap for D-bit zero by setting D = 1.

**XR**
Software must then invalidate the TLB.

**XP**
The processor itself invalidates the TLB entry that causes a data access trap.
When setting the P or A bits, there is no need to invalidate or flush any caches, because the processor does not load entries into the TLB that have P=0 or A=0.

Two potential TLB inconsistencies are avoided automatically by the i860 XP microprocessor.

1. If the paging unit issues a write cycle (to set the A bit, for example), this cycle is snooped by the data cache for invalidation.

2. Any TLB entry that causes a DAT or IAT is automatically invalidated.

### 5.3.7 Consistency of Cacheability

Normally, an operating system ensures that the page attributes (CD and WT) of a memory access are consistent with the cache contents. If, however, the operating system fails to maintain consistency and changes the CD or WT bits while related lines are in the cache, the processor gives priority to cache state. For example:

1. If a read or write request is to a noncacheable page (CD = 1), but the data (or code) is found in cache, the request is satisfied by the cache, and no external cycle is issued.

2. On the i860 XP microprocessor, if a store to a write-through page (WT = 1) hits a cache line in E or M state, no write-through cycle is issued; only the cache is updated.

### 5.3.8 Protection Consistency

The ITI bit of dirbase should be set when changing the WP bit of the epsr so that the protection bits of page tables can be reinterpreted as they are reloaded into the TLBs.

The TLBs do not cache the WP bit of the epsr. Therefore, there is no need to invalidate the TLBs when changing the WP bit.

### 5.3.9 Load Pipe Consistency

The pfld (pipelined floating-point load) instruction facilitates transfer of data from memory to registers, and avoids placing data in the data cache. When large amounts of data are used, pfld allows the programmer to keep rarely-used data out of the cache. The i860 microprocessors ensure consistency between cached data and pfld references. They check the data cache and, upon a data cache hit to a modified line, forward data from cache into the three-stage pfld pipeline.
5.3.10 Summary

Table 5-4 summarizes flush and invalidation requirements, assuming that WT is set in the PTEs of instruction and page-table pages.

Table 5-4. Summary of Cache Flushing and Invalidation

<table>
<thead>
<tr>
<th>Action</th>
<th>i860™ XR CPU</th>
<th>i860 XP CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flush Data</td>
<td>Invalidate</td>
</tr>
<tr>
<td></td>
<td>Cache (ITI)</td>
<td>Caches (ITI)</td>
</tr>
<tr>
<td>Setting A</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Setting P</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Clearing P</td>
<td>Yes(^1)</td>
<td>Yes</td>
</tr>
<tr>
<td>Setting D</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Changing protection (U,W)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Setting CD or WT</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Changing PFA in a used(^2) PTE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Changing dirbase DTB</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Changing dirbase ATE</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Changing epsr WP</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Setting ccr DO and CO</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Modifying code</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

NOTES:
1. When marking a page “no longer present,” a flush must be done before the page frame address in the PTE is changed; but the flush can be done after clearing P.
2. “Used” means a PTE that at some past time had P set. (Flush the data cache before making the PTE change; ITI after the change.)
3. Only if data from either of the CCU pages could have been cached.
4. Assuming all instructions and their page directories and page tables are in write-through or noncacheable pages.
Concurrency Control
CHAPTER 6
CONCURRENCY CONTROL

6.1 DETACHED CCU

The i860 XP supports parallel processing, where multiple processors work simultaneously on different parts of the same problem. The Concurrency Control Unit (CCU) controls work sharing among CPUs in multiprocessor systems. The CCU is a VLSI chip that allows multiple processors to work together to execute portions of a single program in parallel. The CCU performs the iteration assignment and synchronization for loop parallelization. Accesses to the CCU for synchronization are much faster than accesses to shared memory semaphores.

To take advantage of the parallel architecture, software must be compiled by parallelizing compilers that generate instructions to access the CCU. The CCU is memory mapped, and its internal registers are accessed via integer memory load and store instructions. However, such instructions cannot run on a system that does not include a CCU. To allow an application compiled for parallel execution to run on any system based on the i860 XP microprocessor, a “Detached Only” CCU (DCCU, also referred to as “internal CCU”) is implemented in the i860 XP microprocessor. The DCCU is a compatible subset of the external CCU, consisting of the minimal set of features required for a single CPU. The DCCU alone increases neither performance nor concurrency, but does allow software designed for parallel processing to run unmodified on a single CPU.

6.2 DCCU INITIALIZATION

After reset, the i860 XP microprocessor DCCU is disabled (the CO and DO bits in the ccr are clear). To enable the DCCU, software must set the CO and DO bits in ccr after initializing CCUBASE to point to the CCU address space.

Before enabling the CCU, the operating system must invalidate the TLB and flush the data cache to make sure that they do not contain data from the pages of the CCU address space. The TLB is invalidated by setting ITI = 1 in the dirbase register. If the two pages at the CCUBASE address may have been cached, the flush instruction must be used once per each line of the data cache to invalidate the physical address of the cache entry. The flush is not needed if page tables or external hardware have prohibited caching of data from the CCUBASE pages.

Neither the external CCU nor the DCCU can be accessed within four instructions after ccr is modified.
6.3 DCCU ADDRESSING

CCU facilities are memory-mapped, manipulated by integer load and store instructions. The DCCU is memory-mapped to a single four-Kbyte user page. When the DCCU is active, all accesses to this page are satisfied by the DCCU, and no external bus cycle is generated. The address space of two adjacent pages beginning on an eight-Kbyte boundary is reserved for the CCU. The first (lower address) page contains locations accessible in user mode (which includes the DCCU registers), and the second page contains locations accessible in supervisor mode (used for external CCU only). The base address of these pages is specified by the CCUBASE field in ccr. Accesses to the second page in DCCU-only mode have no effect on the DCCU, and are treated as normal memory accesses.

When the DCCU is active, accesses to its address page use only the virtual address; no address translation is done. However, the accesses to an external CCU go through normal address translation. The OS should make sure that the page table entries for the CCU pages are set so that no fault occurs during address translation. If an external CCU is used, the two PTEs for the CCU should have CD = 1 (caching disabled) and should have page frame addresses that match the external hardware addresses of the CCU. Accesses to the DCCU that cause a TLB miss do not cause the PTE to be loaded into the TLB.

6.4 DCCU INTERNALS

The DCCU consists of an address decoder, a 32-bit counter (NEWCURR), and a status register (STAT), which has three bits of state information (InLoop, Nested, and Detached). InLoop, Nested and Detached correspond to the same bits of the external CCU STAT register. The Detached bit always reflects the value of the DO bit in ccr.

Several addresses within the DCCU memory page are decoded to cause actions to the NEWCURR, InLoop, and Nested state bits. The CCU address to be accessed is specified by address bits 11–3. The valid CCU addresses are shown in Table 6-1 with their mnemonics. Loads from any other addresses within the DCCU memory page return zero; stores to any other addresses have no effect. Access to the DCCU by any load or store instructions other than ld.x and st.x produce undefined results.

Assemblers should encode address bits 2–0 as zero for accesses in little-endian mode. However, in big-endian mode (epsr BE bit = 1), DCCU accesses should have address bit 2 active. Thus, software for big-endian access to the DCCU must differ from little-endian software. This allows an external CCU to be accessed in both big and little endian modes.

When reading from the DCCU, the access latency is the same as reading data from the data cache — the data is ready for use as a source by the second instruction after the load. The first instruction after the load may use the data, but that instruction will experience a one-clock freeze before the data becomes available.
Table 6-1. CCU Addresses

<table>
<thead>
<tr>
<th>Mnemonic</th>
<th>A11–A8</th>
<th>A7–A4</th>
<th>Little Endian A3–A0</th>
<th>Big Endian A3–A0</th>
</tr>
</thead>
<tbody>
<tr>
<td>cbr_i</td>
<td>0000</td>
<td>0abc</td>
<td>d000</td>
<td>d100</td>
</tr>
<tr>
<td>cget</td>
<td>1111</td>
<td>0110</td>
<td>0000</td>
<td>0100</td>
</tr>
<tr>
<td>cnewcurr</td>
<td>1111</td>
<td>1100</td>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>cstat</td>
<td>1111</td>
<td>1100</td>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>cstatci</td>
<td>1111</td>
<td>1101</td>
<td>0000</td>
<td>0100</td>
</tr>
<tr>
<td>cstatn</td>
<td>1111</td>
<td>1101</td>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>cclm</td>
<td>1111</td>
<td>1110</td>
<td>1000</td>
<td>1100</td>
</tr>
<tr>
<td>cver</td>
<td>1111</td>
<td>1111</td>
<td>1000</td>
<td>1100</td>
</tr>
</tbody>
</table>

NOTE: Variable \( i \) is a four-bit index formed by A6–A3. Let its binary form be represented by the symbols \( abcd \).

6.5 DCCU PROGRAMMING

Compilers employ the CCU by emitting code sequences that access the register locations via the load and store instructions of the CPU. For example, the code sequences `cstart` and `crepeat` tell the CCU to perform scheduling functions. One processor, called the lead processor, begins executing the serial code leading to a parallel loop. The lead processor reaches the `cstart` code sequence at the beginning of the parallel section. This code sequence causes the lead processor to broadcast the program counter, the frame pointer, and the number of iterations in the loop to the other processors. All processors that are ready to start processing are also assigned an iteration number. In this way, each processor starts off knowing the total number of iterations to be executed, the starting program state, and the iteration to be processed. Other important information that does not change dynamically (for example, the number of processors that are working on the loop) is stored in shared memory pages.

When a processor finishes an iteration, it executes the `crepeat` code sequence that the compiler generates at the end of the loop code. If another iteration remains to be performed, the processor branches back to the top of the loop, receives a new iteration number, and begins processing.

Eventually, one of the processors will execute the last iteration of the loop. A processor can recognize this condition, because it was notified in the `cstart` sequence of the total number of iterations to be performed. That processor begins executing the serial code beyond the end of the loop, and becomes the new lead processor for the next loop.

Other processors will find that there are no more iterations to be performed. Each of these processors waits until the new lead processor signals it with the next `cstart` code sequence to begin parallel execution again.
Another pair of code sequences, `cadvance` and `cawait`, control task synchronization. Together, they implement event-count synchronization using the broadcast registers contained in the CCU. They allow parallel execution of code that otherwise could not be executed in parallel because of data dependencies. The compiler assigns a broadcast register to use as an event count for each dependency in a loop. The `cadvance` sequence increments the event count. The `cawait` sequence causes the process to wait until the event count reaches a given count, usually the current loop count. With these controls, a given loop iteration can wait until lower-numbered iterations on which it depends have passed the point of dependency.

When the `ccr` is configured for “internal CCU only,” load and store instructions within these high-level code sequences access the locations of the DCCU instead of the locations of an external CCU. The action that results from loading and storing each of the DCCU locations is described below. It is assumed that the register `isrc2` contains the value of CCUBASE in the upper 20 bits, and zeros in the lower 12 bits. The effects listed for these accesses assume that the `ccr` is configured with `CO = DO = 1`. When the `ccr` is configured for the external CCU (`CO = DO = 0`), the effects are determined by the external CCU hardware.

**Load from Broadcast Register**

```assembly
lid.I %cbr.i (isrc2), idest
idest ← 0xffffffff
```

The four-bit index `i` in `cbr.i`, formed by A6–A3, ranges between 0 and 15 (`cbr.0, cbr.1, ..., cbr.15`). Loads from any of these 16 DCCU registers place all ones into the specified register `idest`. Thus, a `cawait` operation is always satisfied, because it makes the processor wait until the number of the current iteration is less than or equal to `cbr.i`.

**Store to Broadcast Register**

```assembly
st.I isrc1ni, %cbr.i (isrc2)
IF (i = 0)
THEN NEWCURR ← 0
InLoop ← 1
FI
```

A store to register `l%cbr.0` clears the 32 bit counter and sets the InLoop bit. This action begins a loop.

Stores to the other fifteen broadcast register locations of the DCCU have no effect. Such a store causes a `cadvance` operation to become a no-op.

**Load New Iteration Count**

```assembly
lid.I %cget (isrc2), idest
NEWCURR ← NEWCURR + 1
idest ← NEWCURR
```
A load from `cget` causes the counter to increment and the results to be placed in the specified register. This is used to start the next iteration of a loop.

```
Id.I 1%cnewcurr (isrc2), idest
  idest ← NEWCURR
```

A load from `cnewcurr` loads the `idest` with the contents of the counter.

```
st.I isrc1ni, l%cnewcurr (isrc2)
  NEWCURR ← isrc1ni
```

A store to `cnewcurr` causes the contents of the register `isrc1` to be loaded into the 32 bit counter.

```
Id.I l%cstat (isrc2), idest
  idest ← STAT
```

A load from `cstat` causes the contents of the STAT register to be loaded into the specified register `idest`. Refer to Chapter 3 for the register format.

```
st.I isrc1ni, l%cstat(isrc2)
  InLoop ← bit 0 of isrc1ni
  Nested ← bit 1 of isrc1ni
```

A store to `cstat`, `cstatn`, or `cstatci` puts bits 0 and 1 of the register designated by `isrc1` into the two state bits, InLoop and Nested. Stores to `cstat`, `cstatn`, and `cstatci` all have the same effect.

```
Id.I l%cstatci (isrc2), idest
  idest ← STAT
  IF (Nested = 0)
    THEN InLoop ← 0
  FI
```

This is similar to the previous `Id.I l%cstat` except that the InLoop bit is cleared if Nested is cleared. This is done when all iterations of a concurrent loop are completed.

```
Id.I l%cstatn (isrc2), idest
  idest ← STAT
  Nested ← InLoop
```

...
This is similar to the load from `estat` except that the contents of `InLoop` is loaded into `Nested`. This is used before starting a new loop, to cause the CCU to switch to nested mode if the processor is already in a concurrent loop.

```
<table>
<thead>
<tr>
<th>st.l isrc1ni, l%cclm (isrc2)</th>
<th>Clear Broadcast Registers</th>
</tr>
</thead>
<tbody>
<tr>
<td>(no effect)</td>
<td></td>
</tr>
</tbody>
</table>
```

A store to `l%cclm` has no effect on the DCCU. This operation is normally used before entering a loop to clear those broadcast registers that are used as synchronization counters. With the DCCU, no response is necessary. (Refer to the load and store operations on broadcast registers.)

```
<table>
<thead>
<tr>
<th>ld.l l%cver (isrc2), idest</th>
<th>Load Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>idest ← 0</td>
<td></td>
</tr>
</tbody>
</table>
```

The version and stepping numbers are returned as zero.

A store to `l%cget` and a load from `l%cclm` have undefined results.

**Programming Notes**

All DCCU accesses can cause the same data access traps as other `ld.x` and `st.x` operations (protection, breakpoint on read or write, page not present, misalignment).

The effect of addressing the DCCU with any of the instructions `pfd`, `fd`, or `fst` is undefined. Addressing the DCCU with `ldio`, `stio`, or `pst` has no effect.
Core Instructions
CHAPTER 7
CORE INSTRUCTIONS

Core instructions include loads and stores of the integer, floating-point, and control registers; arithmetic and logical operations on the 32-bit integer registers; control transfers; I/O; and system control functions. All these instructions are executed by the core unit.

The comments regarding optimum performance that appear in the subsections Programming Notes are recommendations only. If these recommendations are not followed, the processor automatically waits the necessary number of clocks to satisfy internal hardware requirements.
7.1 LOAD INTEGER

\[
\text{ld.x} \ isrc1(isrc2), \ idest \\
\quad \text{idest} \leftarrow \text{mem.x} \ (isrc1 + isrc2)
\]

The load integer instruction transfers an 8-, 16-, or 32-bit value from memory to the integer registers. The \text{isrc1} can be either a 16-bit immediate address offset or an index register. Loads of 8- or 16-bit values from memory place them in the low-order bits of the destination registers and sign-extend them to 32-bit values in the destination registers.

**Traps**

If the operand is misaligned, a data-access trap results.

**Programming Notes**

For best performance, observe the following guidelines:

1. The destination of a load should not be referenced as a source operand by the next instruction.

2. A load instruction should not directly follow a store that is expected to hit in the data cache.

Even though immediate address offsets are limited to 16 bits, loads using a 32-bit address offset may be implemented by the following sequence (\text{r31} is recommended for all such addressing calculations):

\[
\text{orh} \quad \text{ha\%ADDRESS}, \ r0, \ r31 \\
\text{ld.1} \quad \text{i\%ADDRESS}(r31), \ idest
\]

The \text{i\%} operator takes the low-order 16 bits of the address. Note that the processor uses signed addition when it adds \text{i\%ADDRESS} to \text{r31}. If bit 15 is set, this has the effect of subtracting from \text{r31}. Therefore, when bit 15 of \text{i\%ADDRESS} is set, the high-order part of the address must be derived by adding one to the high-order 16 bits, so that the net result is correct. This is precisely what the \text{ha\%} operator does.

The assembler must align the immediate address offsets used in loads to the same boundary as the effective address, because the lower bits of the immediate offset are used to encode operand length information.
## 7.2 STORE INTEGER

<table>
<thead>
<tr>
<th>st.x isrc1ni, #const(isrc2)</th>
<th>Store Integer</th>
</tr>
</thead>
<tbody>
<tr>
<td>mem.x (isrc2 + #const) ← isrc1ni</td>
<td></td>
</tr>
</tbody>
</table>

.x = .b (8 bits), .s (16 bits), or .l (32 bits)

The store instruction transfers an 8-, 16-, or 32-bit value from the integer registers to memory. Stores do not allow an index register in the effective-address calculation, because isrc1ni is used to specify the register to be stored. The #const is a signed, 16-bit, immediate address offset. An absolute address may be formed by using r0 for isrc2. Stores of 8- or 16-bit values store the low-order 8 or 16 bits of the register.

### Traps

If the operand is misaligned, a data-access trap results.

### Programming Notes

For best performance, a load instruction should not directly follow a store that is expected to hit in the data cache.

Even though immediate address offsets are limited to 16 bits, a store using a 32-bit immediate address offset may be implemented by the following sequence (r31 is recommended for all such addressing calculations):

```
orh ha%ADDRESS, r0, r31
st.i isrc1ni, 1%ADDRESS(r31)
```

The 1% operator takes the low-order 16 bits of the address. Note that the processor uses signed addition when it adds 1%ADDRESS to r31. If bit 15 is set, this has the effect of subtracting from r31. Therefore, when bit 15 of 1%ADDRESS is set, the high-order part of the address must be derived by adding one to the high-order 16 bits, so that the net result is correct. This is precisely what the ha% operator does.

The assembler must align the immediate address offsets used in stores to the same boundary as the effective address, because the lower bits of the immediate offset are used to encode operand length information.
7.3 TRANSFER INTEGER TO F-P REGISTER

The `ixfr` instruction transfers a bit pattern from the 32-bit integer register `isrc1ni` to the 32-bit floating-point register `fdest`. Assemblers and compilers should encode `fsrc2` as `f0`.

**Programming Notes**

For best performance, the destination of an `ixfr` should not be referenced as a source operand in the next two instructions.
7.4 LOAD FLOATING-POINT

Floating-point loads transfer 32-, 64-, or 128-bit values from memory to the floating-point registers. These may be floating-point values or integers. An autoincrement option supports constant-stride vector addressing. If this option is specified, the processor stores the effective address into isrc2.

Floating-point loads may be either pipelined or not. Data that is expected to be used several times before being replaced in the cache should be loaded with the nonpipelined fld instruction. The fld instruction checks the data cache. If the required data is in the cache, no bus cycle is issued. On a cache miss, fld accesses the data via the bus, and places the data in the cache. The fld instruction does not advance the load pipeline and does not interact with outstanding pfld instructions.

The load pipeline has three stages. A pfld returns the data from the address calculated by the third previous pfld, thereby allowing three loads to be outstanding on the external bus. The pfld instruction, is optimized for use with uncached data; it does not place the data in the data cache after a cache miss. When the data is already in the cache, pfld reads the data from the cache only if it has been modified. A pfld should be used when the data is expected to be used only once in the near future.

Traps

If the operand is misaligned, a data-access trap results. No trap occurs when the data loaded is not a valid floating-point number. Executing pfld.q on the i860 XR microprocessor causes an instruction trap.

Programming Notes

In the i860 XR microprocessor, a pfld cannot load a 128-bit operand.
For the autoincrementing form of the instruction, the register coded as isrc1 must not be the same register as isrc2.

For best performance, observe the following guidelines:

1. The destination of an fld or pfld should not be referenced as a source operand in the next two instructions.

2. An fld instruction should not directly follow a store instruction that is expected to hit in the data cache. There is no performance impact for a pfld following a store instruction.

3. A string of more than three successive pfld instructions causes internal delays due to the fact that the bandwidth of the processor bus is one pfld per two cycles.

The assembler must align the immediate address offsets used in loads to the same boundary as the effective address, because the lower bits of the immediate offset are used to encode operand length information.

To take greatest advantage of the NENE# pin and the faster access to paged DRAM that it provides, programmers should organize pfld instructions and their operands so that successive memory accesses have a high probability of hitting the same DRAM page.
7.5 STORE FLOATING-POINT

Floating-point stores transfer 32-, 64-, or 128-bit values from the floating-point registers to memory. These may be floating-point values or integers. Floating-point stores allow \textit{isrc\textsubscript{1}} to be used as an index register. An autoincrement option supports constant-stride vector addressing. If this option is specified, the processor stores the effective address into \textit{isrc\textsubscript{2}}.

**Traps**

If the operand is misaligned, a data-access trap results.

**Programming Notes**

For the autoincrementing form of the instruction, the register coded as \textit{isrc\textsubscript{1}} must not be the same register as \textit{isrc\textsubscript{2}}.

For best performance, observe the following guidelines:

1. An \texttt{ld} or \texttt{fld} instruction should not directly follow a store instruction that is expected to hit in the data cache. There is no performance impact for a \texttt{pfld} following a store instruction.

2. The \texttt{fdest} of an \texttt{fst.y} instruction should not reference the destination of the next instruction if that instruction is a pipelined floating-point operation.

The assembler must align the immediate address offsets used in stores to the same boundary as the effective address, because the lower bits of the immediate offset are used to encode operand length information.
7.6 PIXEL STORE

The pixel store instruction selectively updates the pixels in a 64-bit memory location. The pixel size is determined by the PS field in the psr. The pixels to be updated are selected by the low-order bits of the PM field in the psr. The low-order bit of PM corresponds to the low-order pixel of the 64-bit source operand of pst.d. The number of low-order bits of PM that are actually used is the number of pixels that fit into 64-bits, which depends upon PS. If a bit of PM is set, then pst.d stores the corresponding pixel.

This instruction is typically used in conjunction with the fzchks or fzchkl instructions to implement Z-buffer hidden-surface elimination. When used this way, a pixel is updated only when it represents a point that is closer to the viewer than the closest point painted so far at that particular pixel location. Refer to Chapter 8 for more about fzchks and fzchkl.

Traps

If the operand is misaligned, a data-access trap results.

Programming Notes

For the autoincrementing form of the instruction, the register coded as isrc1 must not be the same register as isrc2.

For best performance, observe the following guidelines:

1. An ld or fld instruction should not directly follow a store instruction that is expected to hit in the data cache. There is no performance impact for a pfld following a store instruction.

2. The fdest of a pst.y instruction should not reference the destination of the next instruction if that instruction is a pipelined floating-point operation.

Even if all bits of PM are zero, bus cycles are still issued; however, no byte-enable signals are asserted.
7.7 INTEGER ADD AND SUBTRACT

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>addu isrc1, isrc2, idest</strong></td>
<td>Add Unsigned</td>
</tr>
<tr>
<td>idest ← isrc1 + isrc2</td>
<td></td>
</tr>
<tr>
<td>OF ← bit 31 carry</td>
<td></td>
</tr>
<tr>
<td>CC ← bit 31 carry</td>
<td></td>
</tr>
<tr>
<td><strong>adds isrc1, isrc2, idest</strong></td>
<td>Add Signed</td>
</tr>
<tr>
<td>idest ← isrc1 + isrc2</td>
<td></td>
</tr>
<tr>
<td>OF ← (bit 31 carry ≠ bit 30 carry)</td>
<td></td>
</tr>
<tr>
<td>Using signed comparison,</td>
<td></td>
</tr>
<tr>
<td>CC set if isrc2 + isrc1 &lt; 0</td>
<td></td>
</tr>
<tr>
<td>CC clear if isrc2 + isrc1 ≥ 0</td>
<td></td>
</tr>
<tr>
<td><strong>subu isrc1, isrc2, idest</strong></td>
<td>Subtract Unsigned</td>
</tr>
<tr>
<td>idest ← isrc1 - isrc2</td>
<td></td>
</tr>
<tr>
<td>OF ← NOT (bit 31 carry)</td>
<td></td>
</tr>
<tr>
<td>CC ← bit 31 carry</td>
<td></td>
</tr>
<tr>
<td>(i.e., using unsigned comparison,</td>
<td></td>
</tr>
<tr>
<td>CC set if isrc2 ≤ isrc1</td>
<td></td>
</tr>
<tr>
<td>CC clear if isrc2 &gt; isrc1)</td>
<td></td>
</tr>
<tr>
<td><strong>subs isrc1, isrc2, idest</strong></td>
<td>Subtract Signed</td>
</tr>
<tr>
<td>idest ← isrc1 - isrc2</td>
<td></td>
</tr>
<tr>
<td>OF ← (bit 31 carry ≠ bit 30 carry)</td>
<td></td>
</tr>
<tr>
<td>Using signed comparison,</td>
<td></td>
</tr>
<tr>
<td>CC set if isrc2 &gt; isrc1</td>
<td></td>
</tr>
<tr>
<td>CC clear if isrc2 ≤ isrc1</td>
<td></td>
</tr>
</tbody>
</table>

In addition to their normal arithmetic functions, the add and subtract instructions are also used to implement comparisons. For this use, r0 is specified as the destination, so that the result is effectively discarded. Equal and not-equal comparisons are implemented with the xor instruction (refer to the section on logical instructions).

Add and subtract ordinal (unsigned) can be used to implement multiple-precision arithmetic.

**Flags Affected**

CC and OF as defined above.

**Programming Notes**

For optimum performance, a conditional branch should not directly follow an add or subtract instruction.

Refer to Chapter 12 for an example of how to handle the sign of 8- and 16-bit integers when manipulating them with 32-bit instructions.

An instruction of the form **subs –1, isrc2, idest** yields the one's complement of isrc2.
When `isrc1` is immediate, the immediate value is sign-extended to 32-bits even for the unsigned instructions `addu` and `subu`.

These instructions enable convenient encoding of a literal operand in a subtraction, regardless of whether the literal is the subtrahend or the minuend. For example:

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signed</td>
<td></td>
</tr>
<tr>
<td>$r6 = 2 - r5$</td>
<td>$subs 2, r5, r6$</td>
</tr>
<tr>
<td>$r6 = r5 - 2$</td>
<td>$add 2, r5, r6$</td>
</tr>
<tr>
<td>Unsigned</td>
<td></td>
</tr>
<tr>
<td>$r6 = 2 - r5$</td>
<td>$subu 2, r5, r6$</td>
</tr>
<tr>
<td>$r6 = r5 - 2$</td>
<td>$addu 2, r5, r6$</td>
</tr>
</tbody>
</table>

Note that the only difference between the signed and the unsigned forms is in the setting of the condition code CC and the overflow flag OF.

The various forms of comparison between variables and constants can be encoded as follows:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Encoding</th>
<th>Branch When True</th>
</tr>
</thead>
<tbody>
<tr>
<td>$var \leq const$</td>
<td>$subs$ const, var, $subu$ const, var</td>
<td>$bnc$</td>
</tr>
<tr>
<td>$var &lt; const$</td>
<td>$adds$ -const, var, $addu$ -const, var$</td>
<td>$bc$</td>
</tr>
<tr>
<td>$var \geq const$</td>
<td>$adds$ -const, var, $addu$ -const, var$</td>
<td>$bnc$</td>
</tr>
<tr>
<td>$var &gt; const$</td>
<td>$subs$ const, var, $subu$ const, var</td>
<td>$bc$</td>
</tr>
</tbody>
</table>

**NOTE:** *Valid only when const > 0*

The arithmetic instructions are recommended for moving a small integer constant to an integer register, because they move and sign-extend in one instruction. They do, however, affect the condition code. The following assembler pseudo-operation utilizes the `adds` instruction. The `const32` represents a signed constant expression in assembly language whose value is in the range: $0xFFFF8000 \leq const32 < 0x8000$.

**mov const32, idest**

Assembler pseudo-operation, equivalent to:

`adds l%const32, r0, idest`

**Small Constant-to-Register Move**
7.8 SHIFT INSTRUCTIONS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>shl</code></td>
<td>Shift Left</td>
</tr>
<tr>
<td><code>shr</code></td>
<td>Shift Right</td>
</tr>
<tr>
<td><code>shra</code></td>
<td>Shift Right Arithmetic</td>
</tr>
<tr>
<td><code>shrd</code></td>
<td>Shift Right Double</td>
</tr>
</tbody>
</table>

The arithmetic shift does not change the sign bit; rather, it propagates the sign bit to the right `iscr1` bits.

Shift counts are taken modulo 32. A `shrd` right-shifts a 64-bit value with `iscr1` being the high-order 32 bits and `iscr2` the low-order 32 bits. The shift count for `shrd` is taken from the shift count of the last `shr` instruction, which is saved in the SC field of the `psr`. Shift-left is identical for integers and ordinals.

Programming Notes

The shift instructions are recommended for the integer register-to-register move and for no-operations, because they do not affect the condition code. The `shrd` instruction is used as the floating-point no-op, because not only does it not affect the condition code, but it does not change the floating-point pipeline, either. The processor interprets the D-bit of `shrd` as if it were a floating-point instruction. The following assembler pseudo-operations utilize the shift instructions:

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>mov</code></td>
<td>Register-to-Register Move</td>
</tr>
<tr>
<td><code>nop</code></td>
<td>Core No-Operation</td>
</tr>
<tr>
<td><code>fnop</code></td>
<td>Floating-Point No-Operation</td>
</tr>
</tbody>
</table>

Rotate is implemented by:

```
shr COUNT, r0, r0 // Only loads COUNT into SC of PSR
shrd op, op, op // Uses SC for shift count
```
7.9 SOFTWARE TRAPS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>trap isrc1ni, isrc2, idest</td>
<td>Generate trap with IT set in psr</td>
</tr>
<tr>
<td>intovr</td>
<td>Software Trap on Integer Overflow</td>
</tr>
<tr>
<td>IF OF in epsr = 1&lt;br&gt;THEN generate trap with IT set in psr&lt;br&gt;FI</td>
<td></td>
</tr>
</tbody>
</table>

These instructions generate the instruction trap, as described in Chapters 9 and 10.

The trap instruction can be used to implement supervisor calls and code breakpoints. The idest should be zero, because its contents are undefined after the operation. The isrc1ni and isrc2 fields can be used to encode the type of trap.

The intovr instruction generates an instruction trap if the OF bit (overflow flag) of epsr is set. It is used to test for integer overflow after the instructions adds, addu, subs, and subu. Assemblers and compilers should encode isrc1, isrc2, and idest as zero.

Programming Notes

The trap and intovr instructions must not be included in a locked sequence.
### 7.10 LOGICAL INSTRUCTIONS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>and</strong> isrc1, isrc2, idest</td>
<td>Logical AND</td>
</tr>
<tr>
<td>idest ← isrc1 AND isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>andh</strong> #const, isrc2, idest</td>
<td>Logical AND High</td>
</tr>
<tr>
<td>idest ← (#const shifted left 16 bits) AND isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>andnot</strong> isrc1, isrc2, idest</td>
<td>Logical AND NOT</td>
</tr>
<tr>
<td>idest ← (NOT isrc1) AND isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>andnoth</strong> #const, isrc2, idest</td>
<td>Logical AND NOT High</td>
</tr>
<tr>
<td>idest ← (NOT (#const shifted left 16 bits)) AND isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>or</strong> isrc1, isrc2, idest</td>
<td>Logical OR</td>
</tr>
<tr>
<td>idest ← isrc1 OR isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>orh</strong> #const, isrc2, idest</td>
<td>Logical OR High</td>
</tr>
<tr>
<td>idest ← (#const shifted left 16 bits) OR isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>xor</strong> isrc1, isrc2, idest</td>
<td>Logical XOR</td>
</tr>
<tr>
<td>idest ← isrc1 XOR isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
<tr>
<td><strong>xorh</strong> #const, isrc2, idest</td>
<td>Logical XOR High</td>
</tr>
<tr>
<td>idest ← (#const shifted left 16 bits) XOR isrc2</td>
<td></td>
</tr>
<tr>
<td>CC set if result is zero, cleared otherwise</td>
<td></td>
</tr>
</tbody>
</table>

The operation is performed bitwise on all 32 bits of isrc1 and isrc2. When isrc1 is an immediate constant, it is zero-extended to 32 bits.

The “h” variant signifies “high” and forms one operand by using the immediate constant as the high-order 16 bits and zeros as the low-order 16 bits. The resulting 32-bit value is then used to operate on the isrc2 operand.

**Flags Affected**

CC is set if the result is zero, cleared otherwise.

**Programming Notes**

Bit operations can be implemented with logical operations by setting up isrc1 as an immediate constant that contains a one in the bit position to be operated on and zeros elsewhere.
The logical instructions are recommended for moving a 32-bit integer constant to an integer register. Note, however, that they do affect the condition code. The following assembler pseudo-operation utilizes the or and orh instruction. The \texttt{const32} represents a signed constant expression in assembly language whose value is in one of these ranges: \( \texttt{const32} < 0xFFFF8000, \texttt{const32} \geq 0x8000 \).

\begin{verbatim}
mov const32, idest
Assembler pseudo-operation, equivalent to:
orh h%const32, r0, idest
or l%const32, idest, idest
\end{verbatim}
Control transfers can branch to any location within the address space. However, if a relative branch offset, when added to the address of the control-transfer instruction plus four, produces an address that is beyond the 32-bit addressing range of the processor, the results are **undefined**.

Many of the control-transfer instructions are *delayed* transfers. They are delayed in the sense that the processor executes one additional instruction following the control-transfer instruction before actually transferring control. During the time used to execute the additional instruction, the processor refills the instruction pipeline by fetching instructions from the new instruction address. This avoids breaks in the instruction execution pipeline. It is generally possible to find an appropriate instruction to execute after the delayed control-transfer instruction even if it is merely the first instruction of the procedure to which control is passed.

**Programming Notes**

The sequential instruction following a delayed control-transfer instruction must not be another control-transfer instruction, nor a *trap* instruction, nor the target of a control-transfer instruction.
<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>br lbroff</strong></td>
<td>Execute one more sequential instruction. Continue execution at brx(lbroff).</td>
</tr>
<tr>
<td><strong>bc lbroff</strong></td>
<td>Branch on CC</td>
</tr>
<tr>
<td>IF CC = 1 THEN continue execution at brx(lbroff) FI</td>
<td></td>
</tr>
<tr>
<td><strong>bc.t lbroff</strong></td>
<td>Branch on CC, Taken</td>
</tr>
<tr>
<td>IF CC = 1 THEN execute one more sequential instruction continue execution at brx(lbroff) ELSE skip next sequential instruction FI</td>
<td></td>
</tr>
<tr>
<td><strong>bnc lbroff</strong></td>
<td>Branch on Not CC</td>
</tr>
<tr>
<td>IF CC = 0 THEN continue execution at brx(lbroff) FI</td>
<td></td>
</tr>
<tr>
<td><strong>bnc.t lbroff</strong></td>
<td>Branch on Not CC, Taken</td>
</tr>
<tr>
<td>IF CC = 0 THEN execute one more sequential instruction continue execution at brx(lbroff) ELSE skip next sequential instruction FI</td>
<td></td>
</tr>
<tr>
<td><strong>bte isrc1s, isrc2, sbroff</strong></td>
<td>Branch if Equal</td>
</tr>
<tr>
<td>IF isrc1s = isrc2 THEN continue execution at brx(sbroff) FI</td>
<td></td>
</tr>
<tr>
<td><strong>btne isrc1s, isrc2, sbroff</strong></td>
<td>Branch If Not Equal</td>
</tr>
<tr>
<td>IF isrc1s ≠ isrc2 THEN continue execution at brx(sbroff) FI</td>
<td></td>
</tr>
<tr>
<td><strong>bla isrc1ni, isrc2, sbroff</strong></td>
<td>Branch on LCC and Add</td>
</tr>
<tr>
<td>LCC_temp clear if isrc2 + isrc1ni &lt; 0 (signed) LCC_temp set if isrc2 + isrc1ni ≥ 0 (signed) isrc2 ← isrc1ni + isrc2 Execute one more sequential instruction IF LCC THEN LCC ← LCC_temp continue execution at brx(sbroff) ELSE LCC ← LCC_temp FI</td>
<td></td>
</tr>
</tbody>
</table>

The instructions **bc.t** and **bnc.t** are delayed forms of **bc** and **bnc**. The delayed branch instructions **bc.t** and **bnc.t** should be used when the branch is taken more frequently than not; for example, at the end of a loop. The nondelayed branch instructions **bc**, **bnc**, **bte**, **btne**, and **bla** should be used when the branch is not taken more frequently than not; for example, inside a loop.
and btne should be used when branch is taken less frequently than not; for example, in certain search routines.

If a trap occurs on a bla instruction or the next instruction, LCC is not updated. The trap handler resumes execution with the bla instruction, so the LCC setting is not lost. The i860 XP microprocessor sets the AI bit of epsr when a trap occurs on bla.

Programming Notes

The bla instruction is useful for implementing loop counters, where isrc2 is the loop counter and isrl is set to -1. In such a loop implementation, a bla instruction may be performed before the loop is entered to initialize the LCC bit of the psr. The target of this bla should be the sequential instruction after the next, so that the target instruction is executed regardless of the setting of LCC. Another bla instruction placed as the next to last instruction of the loop tests for loop completion and update the loop counter. The total number of iterations is the value of isrc2 before the first bla instruction, plus one. Example 7-1 illustrates this use of bla.

Programmers should avoid calling subroutines from within a bla loop, because a subroutine may also use bla and change the value of LCC.

For the bla instruction, the register coded as isrl must not be the same register as isrc2.

```
// Example of bla usage

// Write zeros to an array of 64 single-precision numbers
// Starting address of array is already in r4

fmov.dd    r0,  f0;  f2   // f3, f2 <-- 0
adds       r0,  r5;  r5   // r5 <-- loop increment
mov        15,  r6;  r6   // r6 <-- loop count -1
bla        r5,  r6,  CLEAR_LOOP // One time to initialize LCC
addu      -16,  r4;  r4   // Start one group lower to
           // allow for autoincrement

CLEAR_LOOP:
  bla        r5,  r6,  CLEAR_LOOP // Loop for the 16 times
  fst.q      f0,  16(r4)+++  // Write and autoincrement
           // to next group
```

Example 7-1. Example of bla Usage
Return from a subroutine is implemented by branching to the return address with the indirect branch instruction bri.

Indirect branches are also used to resume execution from a trap handler (refer to Chapters 9 and 10). The need for this type of branch is indicated by set trap bits in the psr at the time bri is executed. In this case, the instruction following the bri must be a load or move that restores isrc1ni to the value it had before the trap occurred.

**Programming Notes**

When using bri to return from a trap handler, programmers should take care to prevent traps from occurring on that or on the next sequential instruction. IM should be zero (interrupts disabled).
Due to contention for the \texttt{psr} register, the following sequence is illegal if any trap bits are set when the \texttt{bri} instruction is executed:

\begin{verbatim}
bri any_address
st.c src1, psr
\end{verbatim}

The register \texttt{isrcIni} of the \texttt{calli} instruction must not be \texttt{r1}.
CONTROL REGISTER ACCESS

Csrc2 specifies a control register that is transferred to or from a general-purpose register. The function of each control register is defined in Chapter 3. As shown below, some registers or parts of registers are write-protected when the U-bit in the psr is set. A store to those registers or bits is ignored when the processor is in user mode. The encoding of isrc2 is defined by Table 7-1.

Programming Notes

In single-instruction mode, using a ld.c instruction to read the fir anytime except the first time after a trap saves in idest the address of the ld.c instruction; in dual-instruction mode, the address of its floating-point companion (address of the ld.c – 4) is saved.

After a scalar floating-point operation, an st.c to fsr should not change the value of RR, RM, or FZ until the point at which result exceptions are reported. (Refer to Chapters 9 and 10 for more details.)

Only a trap handler should use the instruction st.c to set the trap bits (IT, IN, IAT, DAT, FT) of the psr.

Table 7-1. Control Register Encoding for Assemblers

<table>
<thead>
<tr>
<th>Register</th>
<th>Src2 Code</th>
<th>User-Mode Write-Protected?</th>
</tr>
</thead>
<tbody>
<tr>
<td>fir</td>
<td>0</td>
<td>N/A^1</td>
</tr>
<tr>
<td>psr</td>
<td>1</td>
<td>Yes^2</td>
</tr>
<tr>
<td>dirbase</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>db</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td>fsr</td>
<td>4</td>
<td>No</td>
</tr>
<tr>
<td>epsr</td>
<td>5</td>
<td>Yes^3</td>
</tr>
<tr>
<td>bear</td>
<td>6</td>
<td>N/A^4</td>
</tr>
<tr>
<td>ccr</td>
<td>7</td>
<td>Yes</td>
</tr>
<tr>
<td>p0</td>
<td>8</td>
<td>Yes</td>
</tr>
<tr>
<td>p1</td>
<td>9</td>
<td>Yes</td>
</tr>
<tr>
<td>p2</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>p3</td>
<td>11</td>
<td>Yes</td>
</tr>
</tbody>
</table>

NOTES:
1. The fir and bear registers cannot be written by the st.c instruction.
2. Only the psr bits BR, BW, PIM, IM, PU, U, IT, IN, IAT, DAT, FT, DS, DIM, and KNF are write-protected.
3. The processor type, stepping number, and DCS cannot be changed from either user or supervisor level.
4. Available only with i860™ XP CPU. Using these encodings with the i860 XR CPU produces undefined results.
7.13 CACHE FLUSH

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>flush #const(isrc2)</code></td>
<td>Write back modified data from the data-cache line residing at the cache location addressed by (<code>#const + isrc2</code>).</td>
</tr>
<tr>
<td><code>flush #const(isrc2) + +</code></td>
<td>(Normal) (Auto increment)</td>
</tr>
</tbody>
</table>

For 80860XR, the contents of the line are undefined, and the tag is set to (`#const + isrc2`); for 80860XP, the virtual tag and physical tag of the line are invalidated.

IF autoincrement
THEN `isrc2 ← #const + isrc2`
FI

The `flush` instruction is used to force modified data from the data cache to external memory. The address `#const + isrc2` must be aligned on a 16-byte boundary. Any of the 32-byte lines in a cache set can be addressed `#const + isrc2`. The particular line (or “way”) that is forced to memory is controlled by the RB field of `dirbase`. In user mode, execution of `flush` is suppressed; use it only in supervisor mode. Because the register designated by `idest` is undefined after `flush`, assemblers should encode `idest` as zero.

Example 7-2 shows how to use the `flush` instruction.

- XR -

To invalidate the virtual tags, the addresses used by the `flush` instruction refer to a reserved four-Kbyte memory area that is not used to store data. These addresses must be valid and writable in both the old and the new task’s space.

- XP -

The processor invalidate virtual tags by clearing their V-bit. The physical tag state is set to I (invalid). For compatibility with the i860 XR CPU, it is recommended that the addresses used by `flush` be chosen from the same reserved four-Kbyte memory area.

Making one pass for each way ensures that all cache lines containing modified data are written back to memory. Each pass references every 32nd byte of the reserved area with the `flush` instruction. Before the first pass, the RC field in `dirbase` is set to two and RB is set to zero. This causes data-cache misses to flush line zero of each set. Before the each subsequent pass, RB is increased by one, causing the next line of each set to be flushed.
// CACHE FLUSH ROUTINE -- Common to 80860XR and 80860XP
// Rr, Rs, Rt, Ru, Rv, Rw, Rx, Ry represent integer registers
// Constant definitions for control registers masks:
// DIRB_rb = 0xc00;  DIRB_rc = 0x300

.data
flush_area::   // Using method of your choice, reserve
    .byte (4096) 0   // 4 Kbytes of writable memory

.text
flush::
    mov r1, Rr     // Save return address
    ld.c dirbase,Rr // Save dirbase
    andnot 0x0f00, Ru, Ru // Clear RC, RB fields
    adds -1, r0, Rx // Loop decrement
    mov flush_area-32, Rt // Starting flush address-32
  // Get ready for first flush pass
  or 0x800, Ru, Rs // Set RC = 2, RB = 0
  call D_FLUSH
  st.c Rs, dirbase // dirbase <-- RC = 2, RB = 0
  // Get ready for second flush pass
  or 0x900, Ru, Rs // Set RC = 2, RB = 1
  call D_FLUSH
  st.c Rs, dirbase // dirbase <-- RC = 2, RB = 1
  // Check data cache size.  // EPSR (21:18) is DCS (3..0)
  ld.c epsr, Rs // 0001=8K, 0010=16K
  shr 19, Rs, Rs // Rs <= DCS (3..1). Bit 0 discarded
  and 0x07, Rs, Rs // Isolate DCS (3..1)
  bc RESTORE_DIRBASE // Taken if data cache is 8K or less
  // This data cache is > 8K. Flush more cache ways.
  // Get ready for third flush pass
  or 0xa00, Ru, Rs // Set RC = 2, RB = 2
  call D_FLUSH
  st.c Rs, dirbase // dirbase <-- RC = 2, RB = 2
  // Get ready for fourth flush pass
  or 0xb00, Ru, Rs // Set RC = 2 and RB = 3
  call D_FLUSH
  st.c Rs, dirbase // dirbase <-- RC = 2, RB = 2

RESTORE_DIRBASE:
  // Change DTB, ATE or ITI fields in Rr here, if necessary...
  st.c Rv, dirbase // Restore original dirbase
  nop;nop;nop;nop;nop;nop // Required to drain instruction 0
  // Return from flush
  b ri Rr
  nop

D_FLUSH:
    mov 127, Ry     // Reset loop counter
    bla Rx, Ry, D_FLUSH_LOOP // One time to initialize LCC
    mov Rt, Rw     // Original flush address

D_FLUSH_LOOP:
    bla Rx, Ry, D_FLUSH_LOOP // Loop on next instruction 128 times
    flush 32(Rw)++  // Flush and autoincrement
    b ri r1 // Return after next instruction
    nop

Example 7-2. Cache Flush Procedure
CORE INSTRUCTIONS

- **XR** -

Note that the processor may direct actual write cycles to the page reserved for flush addresses. Each line of the data cache has two M (modified) bits, one for each half line. Although both half-lines are written back if both are modified, the flush instruction clears only the M-bit of the half line that corresponds to the target address. (If A4 = 0, the M-bit for the lower 16 bytes is cleared; otherwise, the M-bit for the higher 16 bytes is cleared.) The procedure in Example 7-2 clears only the lower M-bit. Because the other M-bit remains set, the processor may later perform 16-byte write-backs to the reserved page.

- **XP** -

Unlike the i860 XR microprocessor, the flush instruction of the i860 XP microprocessor invalidates the entire line by writing back modified data and invalidating both its virtual and its physical tag.
7.14 BUS LOCK

<table>
<thead>
<tr>
<th>lock</th>
<th>Begin Interlocked Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Causes the next data load or store that appears on the bus to assert the LOCK# signal, directing the external system to lock that location by preventing locked reads, locked writes, and unlocked writes to it from other processors. External interrupts are disabled from the first instruction after the lock until the location is unlocked.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>unlock</th>
<th>End Interlocked Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The next load or store (regardless of whether it hits in the cache) deasserts the LOCK# signal, directing the external system to unlock the location. Interrupts are enabled.</td>
</tr>
</tbody>
</table>

These instructions allow programs running in either user or supervisor mode to perform atomic read-modify-write sequences in multiprocessor and multithread systems. The lock protocol requires the following sequence of activities:

1. **lock**

2. Any load or store instruction that appears on the bus. For compatibility with future processor generations, this should be a load. With the 80860XR, software in a multiprocessing system should ensure that the first load or store instruction after a lock references noncacheable memory or a memory location not yet cached. If the load or store instruction hits the cache, the sequence is legal, but the bus of the 80860XR is not locked. For the 80860XP, the first load or store does not have to miss the cache; it (as well as all subsequent loads and stores in the locked sequence) are forced to the bus.

3. **unlock**

4. Any load or store instruction (regardless of whether it misses the cache). For compatibility with future processor generations, this should be a store.

There may be other instructions between any of these steps. The bus is locked after step 2, and remains locked until step 4. Step 4 must follow step 1 by 30 instructions or less; otherwise, an instruction trap occurs. The interlocked sequence must not branch outside of the 30 sequential instructions following the lock instruction. If the processor encounters another lock instruction before unlocking the bus or an unlock with no preceding lock, that instruction is ignored.

If a trap occurs after step 1 but before or during step 4, the processor sets the IL (interlock) bit of epsr. This is likely to happen, for example, during TLB miss processing, when the A-bit of the page table entry is not set. (Refer to Chapter 4.)

The sequence must be restartable from the lock instruction in case a trap occurs. Simple read-modify-write sequences are automatically restartable. For sequences with more than one store, the software must ensure that no traps occur after the first non-reexecutable store. To ensure that no instruction-access fault occurs, the instructions
that are not restartable should not span a page boundary. To ensure that no unrecoverable data access fault occurs, locations to be modified should first be read then written with unmodified data, so that any data access traps are triggered before modified data is written.

When multiple memory locations are accessed during a locked sequence, the system only needs to guarantee that the first location is locked against locked reads, locked writes, and unlocked writes by other processors. High-performance multiprocessor hardware systems can implement a fine-grained lock, during which other processors can use the bus for access to other memory locations. Simpler systems may implement more inclusive locking, even preventing other processors from using the system bus, but software should not count on such an inclusive lock. For each shared data structure, software must establish a single location that is the first location referenced by any locked sequence that requires that data. For example, the head of a doubly linked list should be referenced before accessing items in the middle of the list.

Between locked sequences, at least one cycle of LOCK# pin deactivation is guaranteed by the behavior of unlock.

If the load or store instruction of step 2 accesses a previously unaccessed page (A=0), the bus is locked briefly while the A bit is set, unlocked, then locked again to satisfy the lock instruction and start the locked sequence.

Example 7-3 shows how lock and unlock can be used in a variety of interlocked operations.

```assembly
// LOCKED TEST AND SET
// Value to put in semaphore is in r23
lock          //
ld.b semaphore, r22 // Put current value of semaphore in r22
unlock        //
st.b r23, semaphore //
// The prior value of the semaphore in r22 can now be tested.

// LOCKED LOAD-ALU-STORE
lock          //
ld.l word, r22 // Can be any ALU operation
addu 1, r22, r22
unlock        //
st.l r22, word //

// LOCKED COMPARE AND SWAP
// Swaps r23 with word in memory, if word = r21
lock          //
ld.l word, r22 //
ble r22, r21, L1 //
mov r22, r23 // Executed only if not equal
L1: unlock //
st.l r23, word //
```

Example 7-3. Examples of lock and unlock Usage
**Programming Notes**

During the lock protocol, a transition to or from dual-instruction mode is not permitted.

The `trap` and `inovr` instructions must not be included within the lock protocol.
7.15 INPUT AND OUTPUT (80860XP ONLY)

<table>
<thead>
<tr>
<th>Idio.x isrc2, idest</th>
<th>Load I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>idest ← port.x (isrc2)</td>
<td></td>
</tr>
<tr>
<td>Stio.x isrc1ni, isrc2</td>
<td>Store I/O</td>
</tr>
<tr>
<td>port.x (isrc2) ← isrc1ni</td>
<td></td>
</tr>
</tbody>
</table>

.x = .b (8 bits), .s (16 bits), or .l (32 bits)

Not available with the i860 XR CPU

The **Idio** instruction transfers an 8-, 16- or 32-bit value from the I/O space to the integer registers. Eight- and 16-bit loads are sign-extended to 32 bits. **isrc1** must be zero.

The **Stio** instruction transfers an 8-, 16- or 32-bit value from an integer register to the I/O space.

No address translation is done for **Idio** and **Stio**, and the virtual address is driven directly to the external address bus. Data at the same address in the data cache is not accessed by **Idio** or **Stio**.

The **Idio** and **Stio** instructions are suppressed in user mode.

**Traps**

The address in **isrc2** must be aligned to match the operand size; otherwise, the i860 XP microprocessor generates a misalignment data access trap. Address translation exceptions do not occur, because the address is not translated. Breakpoint traps occur as in **Id.x** and **St.x** instructions.

Using **Idio** or **Stio** on the i860 XR microprocessor causes an instruction fault.
7.16 LOAD INTERRUPT (80860XP ONLY)

<table>
<thead>
<tr>
<th></th>
<th>Load Interrupt Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldint.x isrc2, idest</td>
<td>Generate a bus cycle with M/IO# = 0, W/R# = 0, and D/C# = 0.</td>
</tr>
<tr>
<td></td>
<td>idest ← int_vector.x (isrc2)</td>
</tr>
</tbody>
</table>

.x = .b (8 bits), .s (16 bits), or .I (32 bits)

Not available with the i860 XR CPU

The ldint instruction performs an 8-, 16-, or 32-bit interrupt acknowledge cycle using the address in isrc2. The interrupt vector (a datum from the external bus) is returned to idest. Eight- and 16-bit values are sign-extended to 32 bits. Src1 should be zero. The address in isrc2 is not translated, the data cache is not searched, and the bus cycle is not burstable. In user mode, the ldint instruction is treated as a no-op.

The ldint instruction can be used to emulate the interrupt acknowledge sequence of the Intel486 and Intel386 microprocessors, using the instruction sequence shown in Example 7-4. The Intel486 and Intel386 microprocessors generate two INTA cycles as a response to an external interrupt and insert four idle clocks in between. In order to generate a compatible interrupt acknowledge sequence, i860 XP microprocessor code must prevent an instruction-cache miss between the two INTA cycles. This is done by aligning the first ldint instruction on a 32-byte boundary.

For compatibility with INTA of the Intel486 CPU, the isrc2 of the first ldint instruction should be a register containing the value 8, and the isrc2 of the second ldint should be r0. The use of lock also matches the Intel486 CPU.

The ldint instruction can be executed only in supervisor mode; it is suppressed in user mode.

Traps

The addresses in src2 must be aligned to match the operand size; otherwise, the i860 XP microprocessor generates a misalignment data access trap. Address translation exceptions do not occur, because the address is not translated. Data access traps for breakpoints can occur.

Using ldint on the i860 XR microprocessor causes an instruction fault.

```plaintext
// The following lock instruction must be on a 32-byte boundary:
lock          // Lock the bus
ldint.b src2, rdest    // First INTA cycle. src2 contains 8.  
or rdest, r0, rdest    // Wait for completion
unlock         // Unlock the bus after the next ldint
nop             // Insert 2 + <number of NOPs> idle
nop             // Clocks for 8259A recovery.
ldint.b r0, rdest    // Second INTA cycle
```

Example 7-4. Interrupt Acknowledge Sequence
7.17 SPECIAL CYCLES (80860XP ONLY)

The `scyc` instruction generates special bus cycles that signal internal events to external devices over the bus. The value of `isrc2` is placed on the address bus and specifies the type of special cycle, as Table 7-2 defines. `isrc1` must be encoded as zero. The special cycles are compatible with the corresponding cycles of the Intel486 microprocessor.

The external cache invalidate cycle (INVD instruction of the Intel486 CPU) tells an external cache controller to invalidate its cache, without writing back to memory any modified lines. The external cache write-back cycle (WBINVD instruction of the Intel486 CPU) tells an external cache controller to write back all dirty lines and then invalidate the cache.

The behavior of external caches depends on the design of the external bus decoder; for example, the decoder may choose to make the INVD cycle flush modified data from the external cache to memory, and not invalidate the cache (a “synchronize” operation).

The `scyc` instruction can be executed only in supervisor mode; it is suppressed in user mode.

**Traps**

Data alignment traps can occur on `scyc`; so, if `scyc.s` or `scyc.l` are used, the contents of `isrc2` must be aligned to the operand length. Data breakpoint traps can occur on the `isrc2` value. The operands of `scyc` do not undergo address translation; therefore, address translation exceptions do not occur.

Using `scyc` on the i860 XR microprocessor causes an instruction fault.

### Table 7-2. Encoding of Special Bus Cycles

<table>
<thead>
<tr>
<th><code>isrc2</code></th>
<th>Special Bus Cycle</th>
<th>Corresponding Intel486™ Microprocessor Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Shutdown</td>
<td>Shutdown</td>
</tr>
<tr>
<td>1</td>
<td>Ext. Cache Invalidate</td>
<td>INV Instruction</td>
</tr>
<tr>
<td>2</td>
<td>Halt</td>
<td>HLT Instruction</td>
</tr>
<tr>
<td>3</td>
<td>Ext. Cache Write Back</td>
<td>WBINVD Instruction</td>
</tr>
</tbody>
</table>

**NOTE:** All other encodings are reserved.
### 7.18 ASSEMBLER PSEUDO-OPERATIONS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
<th>Assembly Operation</th>
<th>Equivalent Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>mov const32, idest</code></td>
<td>Small Constant-to-Register Move</td>
<td></td>
<td><code>adds l%const32, r0, idest</code></td>
</tr>
<tr>
<td></td>
<td><strong>... where $0x{FFFF}8000 \leq const32 &lt; 0x8000</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>mov const32, idest</code></td>
<td>Large Constant-to-Register Move</td>
<td></td>
<td><code>or l%const32, idest, idest</code></td>
</tr>
<tr>
<td></td>
<td><strong>... where $const32 &lt; 0x{FFFF}8000$ or $const32 \geq 0x8000$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><code>mov isrc2, idest</code></td>
<td>Register-to-Register Move</td>
<td></td>
<td><code>shl r0, isrc2, idest</code></td>
</tr>
<tr>
<td><code>nop</code></td>
<td>Core No-Operation</td>
<td></td>
<td><code>shl r0, r0, r0</code></td>
</tr>
<tr>
<td><code>fnop</code></td>
<td>Floating-Point No-Operation</td>
<td></td>
<td><code>shrd r0, r0, r0</code></td>
</tr>
</tbody>
</table>

These assembly-language instructions are provided for programmer convenience and for their self-documenting value. They do not represent actual i860 microprocessor instructions; instead, they are implemented by the i860 microprocessor instructions or instruction sequences shown.

The `const32` represents a signed constant expression in assembly language.
Floating-Point Instructions
CHAPTER 8
FLOATING-POINT INSTRUCTIONS

The floating-point section of i860 microprocessors comprises the floating-point registers and three processing units:

1. The floating-point multiplier
2. The floating-point adder
3. The graphics unit

This section executes not only floating-point operations but also 32- and 64-bit integer operations and graphics operations that utilize the 64-bit internal data path of the floating-point section.

8.1 PIPELINED AND SCALAR OPERATIONS

The architecture of the floating-point unit uses parallelism to increase the rate at which operations can be started. One type of parallelism used is called “pipelining.” The pipelined architecture treats each operation as a series of more primitive operations (called “stages”) that execute in parallel. Consider the floating-point adder unit as an example. Let \( A \) represent the operation of the adder. Let the stages be represented by \( A_1, A_2, \) and \( A_3 \). The stages are designed such that \( A_{i+1} \) for one adder instruction can execute in parallel with \( A_i \) for the next adder instruction. Furthermore, each \( A_i \) can be executed in just one clock. The pipelining within the multiplier and graphics units can be described similarly, except that the number of stages and the number of clocks per stage may be different.

Figure 8-1 illustrates three-stage pipelining as found in the floating-point adder (and in the floating-point multiplier for single-precision). Each stage of the pipeline holds intermediate results and also (when introduced into the first stage by software) holds status information pertaining to those results. The figure assumes that the instruction stream consists of a series of consecutive floating-point instructions (in this case, the single-precision add instruction \texttt{pfadd.ss}), all of one type (i.e., all adder instructions or all single-precision multiplier instructions). Each time a pipelined operation is performed using the pipeline in question, the status of the last stage becomes available in \texttt{fsr}, the result of the last stage of the pipeline is stored in the destination register \texttt{fdest}, the pipeline is advanced one stage, and the input operands \texttt{fsrcl} and \texttt{fsrcl} are transferred to the first stage of the pipeline.

In i860 microprocessors, the number of pipeline stages ranges from one to three. A pipelined instruction with a three-stage pipeline writes to its \texttt{fdest} the result of the third prior instruction. A pipelined instruction with a two-stage pipeline writes to its \texttt{fdest} the result of the second prior operation. A pipelined operation with a one-stage pipeline stores the result of the prior operation.
There are four floating-point pipelines: one for the multiplier, one for the adder, one for the graphics unit, and one for the pipelined floating-point load pfld. The adder pipeline has three stages. The number of stages in the multiplier pipeline depends on the precision of the source operands in the pipeline: two stages for double precision or three stages for single precision. The graphics unit has one stage for all precisions. The load pipeline has three stages for all precisions.

Changing the FZ (flush zero), RM (rounding mode), or RR (result register) bits of fsr while there are results in either the multiplier or adder pipeline produces effects that are not defined.

8.1.1 Scalar Mode

In addition to the pipelined execution mode described above, i860 microprocessors also can execute floating-point and graphics instructions in “scalar” mode. Most floating-point and graphics instructions have both pipelined and scalar variants, distinguished by a bit in the instruction encoding. In scalar mode, the unit does not start a new operation until the previous operation is completed. The scalar operation passes through all stages of its pipeline before a new operation is introduced, and the result is stored automatically. Scalar mode is used when the next operation depends on results from the previous few floating-point operations (or when the compiler or programmer does not want to deal with pipelining).
8.1.2 Pipelining Status Information

Result status information in the fsr consists of the AA, AI, AO, AU, and AE bits for the adder, the MA, MI, MO, and MU bits for the multiplier, and the LRP0 and LRP1 bits (LRP bit on the 80860XR) for the load pipeline. This information arrives at the fsr via the pipeline in one of two ways:

1. It is calculated by the last stage of the pipeline. This is the normal case.

2. It is propagated from the first stage of the pipeline. This method is used when restoring the state of the pipeline after a preemption. When a stc instruction updates the fsr and the U bit being written into the fsr is set, the store updates result status bits in the first stage of both the adder and multiplier pipelines. When software changes the result-status bits of the first stage of a particular unit (multiplier or adder), the updated result-status bits are propagated one stage for each pipelined floating-point operation for that unit. In this case, each stage of the adder and multiplier pipelines holds its own copy of the relevant bits of the fsr. When they reach the last stage, they override the normal result-status bits computed from the last-stage result.

At the next floating-point instruction (or at certain core instructions), after the result reaches the last stage, the processor traps if any of the status bits of the fsr indicate exceptions. Note that, in this case, the instruction that creates the exceptional condition is not the instruction at which the trap is reported.

8.1.3 Precision in the Pipelines

In pipelined mode, when a floating-point operation is initiated, the result of an earlier pipelined floating-point operation is returned. The result precision of the current instruction applies to the operation being initiated. The precision of the value stored in fdest is that which was specified by the instruction that initiated that operation.

If fdest is the same register as fsrcl or fsr2, the value being stored in fdest is used as the input operand. In this case, the precision of fdest must be the same as the source precision.

The multiplier pipeline has two stages when the source operands are double-precision and three stages when they are single. This means that a pipelined multiplier operation stores the result of the second previous multiplier operation for double-precision inputs and third previous for single-precision inputs (except when mixing precisions). The two-stage pipeline executes at two clocks per stage; the three-stage pipeline executes at one clock per stage.
### 8.1.4 Transition between Scalar and Pipelined Operations

When a scalar operation is executed in the adder, multiplier, or graphics unit, it passes through all stages of the pipeline; therefore, any unstored results in the affected pipeline are lost. To avoid losing information, the last pipelined operations before a scalar operation should be dummy pipelined operations that drain unstored results from the affected pipeline.

After a scalar operation, the values of all pipeline stages of the affected unit (except the last) are undefined. No spurious result-exception traps result when the undefined values are subsequently stored by pipelined operations; however, the values should not be referenced as source operands.

Note that the \texttt{pfld} pipeline is not affected by scalar \texttt{fld} and \texttt{ld} instructions.

For best performance a scalar operation should not immediately precede a pipelined operation whose \texttt{fdest} is nonzero.

### 8.2 MULTIPLIER INSTRUCTIONS

The multiplier unit of the floating-point section performs not only the standard floating-point multiply operation but also provides reciprocal operations that can be used to implement floating-point division and square roots, and provides a special type of multiply that assists in integer multiply sequences. The multiply instructions can be pipelined.

**Programming Notes**

Complications arise with sequences of pipelined multiplier operations with mixed single- and double-precision inputs because the pipeline length is different for the two precisions. The complications can be avoided by not mixing the two precisions, i.e., by draining out all single-precision operations with dummy single-precision operations before starting double-precision operations, and \textit{vice versa}. For the adventuresome, the rules for mixing precisions follow:

- **Single to Double Transitions.** When a pipelined multiplier operation with double-precision inputs is executed and the previous multiplier operation was pipelined with single-precision inputs, the third previous (last stage) result is stored, and the previous operation (first stage) is advanced to the second stage (now the last stage). The second previous operation (old second stage) is discarded. The next pipelined multiplier operation stores the single-precision result.

- **Double to Single Transitions.** When a pipelined multiplier operation with single-precision inputs is executed and the previous multiplier operation was pipelined with double-precision inputs, the result of the second previous multiplier operation advances to the second stage, the result of the previous multiplier operation advances to the second stage, and a single- or double-precision zero is placed in the last stage of the pipeline. The next pipelined multiplier operation stores zero instead of the result of the prior operation, and the MRP bit of \texttt{fsr} for that next operation is undefined.
8.2.1 Floating-Point Multiply

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>fmul.p fsrc1, fsrc2, fdest</code></td>
<td>Floating-Point Multiply</td>
</tr>
<tr>
<td><code>fdest ← fsrc1 × fsrc2</code></td>
<td></td>
</tr>
<tr>
<td><code>pfmul.p fsrc1, fsrc2, fdest</code></td>
<td>Pipelined Floating-Point Multiply</td>
</tr>
<tr>
<td><code>fdest ← last stage multiplier result</code></td>
<td></td>
</tr>
<tr>
<td><code>Advance M pipeline one stage</code></td>
<td></td>
</tr>
<tr>
<td><code>M pipeline first stage ← fsrc1 × fsrc2</code></td>
<td></td>
</tr>
<tr>
<td><code>pfmul3.dd fsrc1, fsrc2, fdest</code></td>
<td>Three-Stage Pipelined Multiply</td>
</tr>
<tr>
<td><code>fdest ← last stage multiplier result</code></td>
<td></td>
</tr>
<tr>
<td><code>Advance 3-stage M pipeline one stage</code></td>
<td></td>
</tr>
<tr>
<td><code>M pipeline first stage ← fsrc1 × fsrc2</code></td>
<td></td>
</tr>
</tbody>
</table>

These instructions perform a standard multiply operation.

**Programming Notes**

`fsrc1` must not be the same as `fdest` for pipelined operations. For best performance when the prior operation is scalar, `fsrc1` should not be the same as the `fdest` of the prior operation.

The `pfmul3.dd` instruction is only for use by exception handlers in restoring pipeline contents (refer to “Pipeline Preemption” in Chapters 9 and 10). It should not be mixed in instruction sequences with other pipelined multiplier instructions.
8.2.2 Floating-Point Multiply Low

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmlow.dd</td>
<td>Multiplies the mantissas of its floating-point operands. It operates only on double-precision operands.</td>
</tr>
<tr>
<td>fsrc1, fsrc2, fdest</td>
<td>fdest ← low-order 53 bits of (fsrc1 mantissa × fsrc2 mantissa)</td>
</tr>
<tr>
<td></td>
<td>fdest bit 53 ← most significant bit of (fsrc1 mantissa × fsrc2 mantissa)</td>
</tr>
</tbody>
</table>

The `fmlow` instruction multiplies the mantissas of its floating-point operands. It operates only on double-precision operands.

A mantissa is a 53-bit binary integer of the form 1.f, where f is the 52-bit fractional part of a floating-point operand. Multiplying two 53-bit mantissas produces a 106-bit true result, which can be partitioned into the form ij.gh, where i and j are single bits, g is 51 bits, and h is 53 bits. As Figure 8-2 shows, the values j.g are not returned by `fmlow`; these values, in normalized form, form part of the result that would be returned by an `fmul.dd` operation on the same operands. With `fmlow`, bits 0-52 of fdest receive h. (In an `fmul.dd` operation these bits of the true result would be lost.) Bit 53 of fdest receives i, which is the amount by which the exponent would be increased in an `fmul.dd` operation as the first step of normalization. The high-order 10 bits of fdest are undefined.

An `fmlow` instruction can perform 32-bit integer multiplies. The two 32-bit operands should be placed in the low-order parts of fsrc1 and fsrc2. The value returned in the low-order 53 bits of fdest is the same as that of the low-order 53 bits of an integer multiply.

The `fmlow` instruction does not update the result-status bits of fsr and does not cause source or result exceptions. (However, its execution may trigger a trap to report a result exception caused by a prior floating-point instruction.)
Figure 8-2. FMLOW Operation
8.2.3 Floating-Point Reciprocals

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>frcp.p src2, dest</code></td>
<td>Floating-Point Reciprocal</td>
</tr>
<tr>
<td><code>dest ← 1 / src2</code> with absolute mantissa error &lt; $2^{-7}$</td>
<td></td>
</tr>
<tr>
<td><code>frsqr.p src2, dest</code></td>
<td>Floating-Point Reciprocal Square Root</td>
</tr>
<tr>
<td><code>dest ← 1 / \sqrt{src2}</code> with absolute mantissa error &lt; $2^{-7}$</td>
<td></td>
</tr>
</tbody>
</table>

The `frcp` and `frsqr` instructions are intended to be used with algorithms such as the Newton-Raphson approximation to compute divide and square root. Assemblers and compilers must encode `fsrcl` as `f0`. A Newton-Raphson approximation may produce a result that is different from the IEEE standard in the two least significant bits of the mantissa. A library routine supplied by Intel may be used to calculate the correct IEEE-standard rounded result.

**Traps**

`frcp` causes a source-exception trap if `src2` is zero. `frsqr` causes a source-exception trap if `src2 ≤ 0`.

### 8.3 ADDER INSTRUCTIONS

The adder unit of the floating-point section provides floating-point addition, subtraction, and comparison, as well as conversion from floating-point to integer formats.
8.3.1 Floating-Point Add and Subtract

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>fadd.p</code></td>
<td>Floating-Point Add</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fsrc2</code>, <code>fdest</code></td>
<td><code>fdest ← fsrc1 + fsrc2</code></td>
</tr>
<tr>
<td><code>pfadd.p</code></td>
<td>Pipelined Floating-Point Add</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fsrc2</code>, <code>fdest</code></td>
<td><code>fdest ← last stage adder result</code></td>
</tr>
<tr>
<td></td>
<td>Advance A pipeline one stage</td>
</tr>
<tr>
<td></td>
<td>A pipeline first stage ← <code>fsrc1 + fsrc2</code></td>
</tr>
<tr>
<td><code>fsub.p</code></td>
<td>Floating-Point Subtract</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fsrc2</code>, <code>fdest</code></td>
<td><code>fdest ← fsrc1 - fsrc2</code></td>
</tr>
<tr>
<td><code>pfsub.p</code></td>
<td>Pipelined Floating-Point Subtract</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fsrc2</code>, <code>fdest</code></td>
<td><code>fdest ← last stage adder result</code></td>
</tr>
<tr>
<td></td>
<td>Advance A pipeline one stage</td>
</tr>
<tr>
<td></td>
<td>A pipeline first stage ← <code>fsrc1 - fsrc2</code></td>
</tr>
<tr>
<td><code>famov.r</code></td>
<td>Floating-Point Adder Move</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fdest</code></td>
<td><code>fdest ← fsrc1</code></td>
</tr>
<tr>
<td><code>pfamov.r</code></td>
<td>Pipelined Floating-Point Adder Move</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fdest</code></td>
<td><code>fdest ← last stage adder result</code></td>
</tr>
<tr>
<td></td>
<td>Advance A pipeline one stage</td>
</tr>
<tr>
<td></td>
<td>A pipeline first stage ← <code>fsrc1</code></td>
</tr>
</tbody>
</table>

These instructions perform standard addition and subtraction operations.

The `famov` and `pfamov` instructions send `fsrc1` through the floating-point adder, preserving the value of −0 (minus zero) when `fsrc1` is −0. (Note that `(p)fadd.p` `fsrc1`, `f0`, `fdest` may round −0 to +0, depending on the RM bits of `fsr`.) The `pfamov` instruction is used by the trap handler to restore pipeline states. `Fsrc2` for `(p)famov` must be encoded as `f0` by assemblers and compilers.

**Programming Notes**

In order to allow conversion from double precision to single precision, an `famov` or `pfamov` instruction may have double-precision inputs and a single-precision output. In assembly language, this conversion is specified using the `fmov` or `pfmov` pseudo-operation with the `.ds` suffix.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>fmov.ds</code></td>
<td>Convert Double to Single</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fdest</code></td>
<td>Equivalent to <code>famov.ds</code> <code>fsrc1</code>, <code>f0</code>, <code>fdest</code></td>
</tr>
<tr>
<td><code>pfmov.ds</code></td>
<td>Pipelined Convert Double to Single</td>
</tr>
<tr>
<td><code>fsrc1</code>, <code>fdest</code></td>
<td>Equivalent to <code>pfamov.ds</code> <code>fsrc1</code>, <code>f0</code>, <code>fdest</code></td>
</tr>
</tbody>
</table>
Conversion from single to double is accomplished by `famov.sd` or `pfamov.sd`. In assembly language, this conversion is specified by the `fmov` or `pfmov` pseudo-operation with the `.sd` suffix.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>fmov.sd ssrc1, fdest</code></td>
<td>Convert Single to Double</td>
</tr>
<tr>
<td>Equivalent to <code>famov.sd ssrc1, fdest</code></td>
<td></td>
</tr>
<tr>
<td><code>pfmov.sd ssrc1, fdest</code></td>
<td>Pipelined Convert Single to Double</td>
</tr>
<tr>
<td>Equivalent to <code>pfamov.sd ssrc1, fdest</code></td>
<td></td>
</tr>
</tbody>
</table>
### 8.3.2 Floating-Point Compares

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>pfgt.p</strong></td>
<td>Floating-Point Greater-Than Compare</td>
</tr>
<tr>
<td><strong>pfle.p</strong></td>
<td>Floating-Point Less-Than or Equal Compare</td>
</tr>
<tr>
<td><strong>pfeq.p</strong></td>
<td>Floating-Point Equal Compare</td>
</tr>
</tbody>
</table>

#### pfgt.p

- **pfgt.p** `fsrc1, fsrc2, fdest` (Assembler clears R-bit of instruction)
- `fdest ←` last stage adder result
- CC set if `fsrc1 > fsrc2`, else cleared
- Advance A pipeline one stage
- A pipeline first stage is undefined, but no result exception occurs

#### pfle.p

- **pfle.p** `fsrc1, fsrc2, fdest` (Assembler sets R-bit of instruction.)
- `fdest ←` last stage adder result
- CC cleared if `fsrc1 ≤ fsrc2`, else set
- Advance A pipeline one stage
- A pipeline first stage is undefined, but no result exception occurs

#### pfeq.p

- **pfeq.p** `fsrc1, fsrc2, fdest`
- `fdest ←` last stage adder result
- CC set if `fsrc1 = fsrc2`, else cleared
- Advance A pipeline one stage
- A pipeline first stage is undefined, but no result exception occurs

There are no corresponding scalar versions of the floating-point compare instructions. The pipelined instructions can be used either within a sequence of pipelined instructions or within a sequence of nonpipelined (scalar) instructions.

**pfgt.p** should be used for `A > B` and `A < B` comparisons. **pfle.p** should be used for `A ≥ B` and `A ≤ B` comparisons. **pfeq.p** should be used for `A = B` and `A ≠ B` comparisons. The mnemonics **pfle.p** and **pfgt.p** refer to the same opcode; the only difference in instruction coding is the setting of the R-bit.

#### Traps

Compares never cause result exceptions when the result is stored. They do trap on invalid input operands.

#### Programming Notes

The only difference between **pfgt.p** and **pfle.p** is the encoding of the R bit of the instruction and the way in which the trap handler treats unordered compares. The R bit normally indicates result precision, but in the case of these instructions it is not used for that purpose. The trap handler can examine the R bit to help determine whether an unordered compare should set or clear CC to conform with the IEEE standard for unordered compares. For **pfgt.p** and **pfeq.p**, it should clear CC; for **pfle.p**, it should set CC.

For best performance, a **bc** or **bne** instruction should not directly follow a **pfgt** or **pfeq** instruction. Be sure, however, that intervening instructions do not change CC.
8.3.3 Floating-Point to Integer Conversion

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>fix.v fsrl, fdest</code></td>
<td>Floating-Point to Integer Conversion</td>
</tr>
<tr>
<td></td>
<td><code>fdest</code> ← 64-bit value with low-order 32 bits equal to integer part of <code>fsrl</code> rounded</td>
</tr>
<tr>
<td><code>pfix.v fsrl, fdest</code></td>
<td>Pipelined Floating-Point to Integer Conversion</td>
</tr>
<tr>
<td></td>
<td><code>fdest</code> ← last stage adder result</td>
</tr>
<tr>
<td></td>
<td>Advance A pipeline one stage</td>
</tr>
<tr>
<td></td>
<td>A pipeline first stage ← 64-bit value with low-order 32 bits equal to integer part of <code>fsrl</code> rounded</td>
</tr>
<tr>
<td><code>ftrunc.v fsrl, fdest</code></td>
<td>Floating-Point to Integer Truncation</td>
</tr>
<tr>
<td></td>
<td><code>fdest</code> ← 64-bit value with low-order 32 bits equal to integer part of <code>fsrl</code></td>
</tr>
<tr>
<td><code>pftrunc.v fsrl, fdest</code></td>
<td>Pipelined Floating-Point to Integer Truncation</td>
</tr>
<tr>
<td></td>
<td><code>fdest</code> ← last stage adder result</td>
</tr>
<tr>
<td></td>
<td>Advance A pipeline one stage</td>
</tr>
<tr>
<td></td>
<td>A pipeline first stage ← 64-bit value with low-order 32 bits equal to integer part of <code>fsrl</code> rounded</td>
</tr>
</tbody>
</table>

The instructions `fix`, `pfix`, `ftrunc`, and `pftrunc` must specify double-precision results. The low-order 32 bits of the result contain the integer part of `fsrl` represented in two's-complement form. The high-order 32 bits of the result are undefined. For `fix` and `pfix`, the integer is selected according to the rounding mode specified by RM in the `fsr`. The instructions `ftrunc` and `pftrunc` are identical to `fix` and `pfix`, except that RM is not consulted; rounding is always toward zero. Assembler and compilers should encode `fsrl` as `f0`.

Traps

The instructions `fix`, `pfix`, `ftrunc`, and `pftrunc` signal overflow (AO bit of `fsr` set) if the integer part of `fsrl` is bigger than what can be represented as a 32-bit two's-complement integer. Underflow and inexact are never signaled.

Adder overflow can occur due either to a true floating-point operation (for example, `pfadd.p` or `pfeq.p`) or to an integer conversion operation (`fix.v`, `pfix.v`, `ftrunc.v`, `pftrunc.v`). For a true floating-point operation, the exponent of the result will be all ones. For an integer conversion operation, the exponent of the result will be less than all ones. When adder overflow occurs, the trap handler can distinguish between the two cases by examining the exponent of the result.
### 8.4 DUAL OPERATION INSTRUCTIONS

The instructions `pfam`, `pfsm`, `pfmam`, and `pfmsm` initiate both an adder (A-unit) operation and a multiplier (M-unit) operation. The source precision specified by `.p` applies to the source operands of the multiplication. The result precision normally specified by `.p` controls in this case both the precision of the source operands of the addition or subtraction and the precision of all the results.

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Precision of Source of Multiplication</th>
<th>Precision of Source of Add or Subtract and Result of all Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>.ss</td>
<td>single</td>
<td>single</td>
</tr>
<tr>
<td>.sd</td>
<td>single</td>
<td>double</td>
</tr>
<tr>
<td>.dd</td>
<td>double</td>
<td>double</td>
</tr>
</tbody>
</table>

The instructions `pfmam` and `pfmsm` are identical to `pfam` and `pfsm` except that `pfmam` and `pfmsm` transfer the last stage result of the multiplier to `fdest`.
Six operands are required, but the instruction format can specify only three operands; therefore, there are special provisions for specifying the operands. These special provisions consist of:

- Three special registers (KR, KI, and T), that can store values from one dual-operation instruction and supply them as inputs to subsequent dual-operation instructions.
  - The constant registers KR and KI can store the value of \( fsrcl \) and subsequently supply that value to the M-pipeline in place of \( fsrcl \).
  - The transfer register T can store the last-stage result of the multiplier pipeline and subsequently supply that value to the adder pipeline in place of \( fsrcl \).
- A four-bit data-path control field in the opcode (DPC) that specifies the operands and loading of the special registers.
  1. Operand-1 of the multiplier can be KR, KI, or \( fsrcl \).
  2. Operand-2 of the multiplier can be \( fsrc2 \), the last-stage result of the multiplier pipeline, or the last-stage result of the adder pipeline.
  3. Operand-1 of the adder can be \( fsrcl \), the T-register, the last-stage result of the multiplier pipeline, or the last-stage result of the adder pipeline.
  4. Operand-2 of the adder can be \( fsrc2 \), the last-stage result of the multiplier pipeline, or the last-stage result of the adder pipeline.

Figure 8-3 shows all the possible data paths surrounding the adder and multiplier. Table 8-1 shows how the various encodings of DPC select different data paths. Figure 8-4 illustrates the actual data path for each dual-operation instruction.

Note that the mnemonics pfam.p, pfsm.p, pfmam.p, and pfmsm.p are never used as such in the assembly language; these mnemonics are used by this manual to designate classes of related instructions. Each value of DPC has a unique mnemonic associated with it. An initial "m" distinguishes the pfmam.p, and pfmsm.p classes from the pfam.p, and pfsm.p classes. Figure 8-5 explains how the rest of these mnemonics are derived.

**Programming Notes**

When \( fsrcl \) goes to M-unit \( op1 \) or to KR or KI, \( fsrcl \) must not be the same as \( fdest \). For best performance when the prior operation is scalar and the M-unit \( op1 \) is \( fsrcl \), \( fsrcl \) should not be the same as the \( fdest \) of the prior operation.

Dual-operation instructions that feed the adder result back into the multiplier or adder do so regardless of the register specified as \( fdest \). In particular, even though \( fdest \) is \( f0 \) or \( f1 \), the value fed back is not zero, but rather the actual multiplier output.

When dual-operation instructions are used with single-precision operands, all 64 bits of the T, KR, and KI registers are updated, but the values stored there are not converted to double-precision format. (The exponent bias is not adjusted for double precision.)
Instead, zeros are inserted as pads in exponent bits 10..8 and as the fraction's least significant 29 bits (bits 28..0). All 64 bits of the T, KR, and KI registers can be initialized to zero with this sequence of instructions:

```
  r2apt.ss f0, f0, f0
  r2apt.ss f0, f0, f0
  r2apt.ss f0, f0, f0
  i2apt.ss f0, f0, f0
```

Single-precision values are stored in these 64-bit registers in a format that does not conform to the standard for double-precision numbers; therefore, leaving a single-precision value in T, KR, or KI can cause unexpected results if a later double-precision operation refers to one of these registers. Likewise, valid double-precision values left in T, KR, or KI can cause unexpected results if a later single-precision operation uses one of these registers. A trap may occur in some of these cases. Even if a trap does not occur, the bit patterns of one precision will represent a different value in the other precision. Therefore, programs that use dual-operation instructions should clear T, KR, and KI before switching precisions.

**Figure 8-3. Dual-Operation Data Paths**

![Diagram of Dual-Operation Data Paths](image)
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## Table 8-1. DPC Encoding

<table>
<thead>
<tr>
<th>DPC</th>
<th>PFAM Mnemonic</th>
<th>PFAM Mnemonic</th>
<th>PFSM Mnemonic</th>
<th>PFSM Mnemonic</th>
<th>M-Unit op1</th>
<th>M-Unit op2</th>
<th>A-Unit op1</th>
<th>A-Unit op2</th>
<th>T Load</th>
<th>K Load*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>r2p1</td>
<td>r2s1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0001</td>
<td>r2pt</td>
<td>r2st</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0010</td>
<td>r2ap1</td>
<td>r2as1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>A result</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0011</td>
<td>r2apt</td>
<td>r2ast</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0100</td>
<td>i2p1</td>
<td>i2s1</td>
<td>KI</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0101</td>
<td>i2pt</td>
<td>i2st</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0110</td>
<td>i2ap1</td>
<td>i2as1</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0111</td>
<td>i2apt</td>
<td>i2ast</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>rat1p2</td>
<td>rat1s2</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1001</td>
<td>m12apm</td>
<td>m12asm</td>
<td>src1</td>
<td>A result</td>
<td>src1</td>
<td>src2</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1010</td>
<td>ra1p2</td>
<td>ra1s2</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>A result</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1011</td>
<td>m12tpa</td>
<td>m12ttsa</td>
<td>src1</td>
<td>A result</td>
<td>src1</td>
<td>T</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td>iat1p2</td>
<td>iat1s2</td>
<td>KI</td>
<td>A result</td>
<td>src1</td>
<td>src2</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1101</td>
<td>m12tpm</td>
<td>m12tsm</td>
<td>src1</td>
<td>A result</td>
<td>src1</td>
<td>T</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1110</td>
<td>ia1p2</td>
<td>ia1s2</td>
<td>KI</td>
<td>A result</td>
<td>src1</td>
<td>T</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1111</td>
<td>m12tpa</td>
<td>m12ttsa</td>
<td>src1</td>
<td>T</td>
<td>A result</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### DPC 8-16

<table>
<thead>
<tr>
<th>DPC</th>
<th>PFMAM Mnemonic</th>
<th>PFMSM Mnemonic</th>
<th>M-Unit op1</th>
<th>M-Unit op2</th>
<th>A-Unit op1</th>
<th>A-Unit op2</th>
<th>T Load</th>
<th>K Load*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>mr2p1</td>
<td>mr2s1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>0001</td>
<td>mr2pt</td>
<td>mr2st</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>0010</td>
<td>mr2mp1</td>
<td>mr2ms1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>0011</td>
<td>mr2mpt</td>
<td>mr2ms2</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>0100</td>
<td>mi2p1</td>
<td>mi2s1</td>
<td>KI</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>0101</td>
<td>mi2pt</td>
<td>mi2st</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>0110</td>
<td>mi2mp1</td>
<td>mi2ms1</td>
<td>KI</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>0111</td>
<td>mi2mpt</td>
<td>mi2ms2</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>1000</td>
<td>mrmt1p2</td>
<td>mrmt1s2</td>
<td>KR</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>1001</td>
<td>mm12mpm</td>
<td>mm12msm</td>
<td>src1</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1010</td>
<td>mm12m2p</td>
<td>mm12ms2</td>
<td>KR</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1011</td>
<td>mm12ttmp</td>
<td>mm12tttsm</td>
<td>src1</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1100</td>
<td>mimt1p2</td>
<td>mimt1s2</td>
<td>KI</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>1101</td>
<td>mm12tpm</td>
<td>mm12tsm</td>
<td>src1</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1110</td>
<td>mim1p2</td>
<td>mim1s2</td>
<td>KI</td>
<td>M result</td>
<td>src1</td>
<td>src2</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1111</td>
<td>Intel Reserved</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:**
* If K-load is set, KR is loaded when operand-1 of the multiplier is KR; KI is loaded when operand-1 of the multiplier is KI.
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8.5 GRAPHICS UNIT

The graphics unit operates on 32- and 64-bit integers stored in the floating-point register file. This unit supports long-integer arithmetic and 3-D graphics drawing algorithms. Operations are provided for pixel shading and for hidden surface elimination using a Z-buffer.

Programming Notes

In a pipelined graphics operation, if \( fdest \) is not \( f0 \), then \( fdest \) must not be the same as \( fsrc1 \) or \( fsrc2 \).

For best performance, the result of a scalar operation should not be a source operand in the next instruction, unless the next instruction is a multiplier or adder operation.
8.5.1 Long-Integer Arithmetic

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fisub.w fsr1, fsr2, fdest</td>
<td>Long-Integer Subtract</td>
</tr>
<tr>
<td>pfisub.w fsr1, fsr2, fdest</td>
<td>Pipelined Long-Integer Subtract</td>
</tr>
<tr>
<td>fiadd.w fsr1, fsr2, fdest</td>
<td>Long-Integer Add</td>
</tr>
<tr>
<td>pfadd.w fsr1, fsr2, fdest</td>
<td>Pipelined Long-Integer Add</td>
</tr>
</tbody>
</table>

The fisub and fiadd instructions implement arithmetic on integers up to 64 bits wide. Such integers are loaded into the same registers that are normally used for floating-point operations. These instructions do not set CC nor do they cause floating-point traps due to overflow.

Programming Notes

In assembly language, fiadd and pfadd are used to implement the fmov.ss, fmov.dd, pfmov.ss, and pfmov.dd pseudo instructions.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fmov.ss fsr1, fdest</td>
<td>Single Move</td>
</tr>
<tr>
<td>pfmov.ss fsr1, fdest</td>
<td>Pipelined Single Move</td>
</tr>
<tr>
<td>fmov.dd fsr1, fdest</td>
<td>Double Move</td>
</tr>
<tr>
<td>pfmov.dd fsr1, fdest</td>
<td>Pipelined Double Move</td>
</tr>
</tbody>
</table>

8.5.2 3-D Graphics Operations

i860 microprocessors support high-performance 3-D graphics applications by supplying operations that assist in the following common graphics functions:

1. Hidden surface elimination.
2. Distance interpolation.
3. 3-D shading using intensity interpolation.
The interpolation operations of i860 microprocessors support graphics applications in which the set of points on the surface of a solid object is represented by polygons. The distances from the viewer and color intensities of the vertices of the polygon are known, but the distances and intensities of other points must be calculated by interpolation between the known values.

Certain fields of the psr are used by the graphics instructions, as illustrated in Figure 8-6.

The merge instructions are those that utilize the 64-bit MERGE register. The purpose of the MERGE register is to accumulate (or merge) the results of multiple-addition operations that use as operands the color-intensity values from pixels or distance values from a Z-buffer. The accumulated results can then be stored in one 64-bit operation.

Two multiple-addition instructions and an OR instruction use the MERGE register. The addition instructions are designed to add interpolation values to each color-intensity field in an array of pixels or to each distance value in a Z-buffer.

8.5.2.1 Z-BUFFER CHECK INSTRUCTIONS

A Z-buffer aids hidden-surface elimination by associating with a pixel a value that represents the distance of that pixel from the viewer. When painting a point at a specific pixel location, three-dimensional drawing algorithms calculate the distance of the point from the viewer. If the point is farther from the viewer than the point that is already represented by the pixel, the pixel is not updated. i860 microprocessors support distance values that are either 16-bits or 32-bits wide. The size of the Z-buffer values is independent of the pixel size. Z-buffer element size is controlled by whether the 16-bit instruction \texttt{fzchks} or the 32-bit instruction \texttt{fzchkl} is used; pixel size is controlled by the PS field of the psr.

![Figure 8-6. PSR Fields for Graphics Operations](image-url)
All operands `fsrc1`, `fsrc2`, and `fdest` designate 64-bit register pairs.
Consider PM as an array of eight bits `PM(7)...PM(0)`, where `PM(0)` is the
least-significant bit.

### fzchks `fsrc1`, `fsrc2`, `fdest`

**16-Bit Z-Buffer Check**

Consider operands as arrays of four 16-bit fields `fsrc1(3)..<fsrc1(0)`,
`fsrc2(3)<.fsrc2(0)`, and `fdest(3).fdest(0)` where zero denotes the
least-significant field.

PM ← PM shifted right by 4 bits
FOR `i = 0` to `3`
DO
    PM [i + 4] ← `fsrc2(i)` ≤ `fsrc1(i)` (unsigned)
    `fdest(i)` ← smaller of `fsrc2(i)` and `fsrc1(i)`
OD
MERGE ← 0

### pfzchks `fsrc1`, `fsrc2`, `fdest`

**Pipelined 16-Bit Z-Buffer Check**

Consider operands as arrays of four 16-bit fields `fsrc1(3)..<fsrc1(0)`,
`fsrc2(3)<.fsrc2(0)`, and `fdest(3).fdest(0)` where zero denotes the
least-significant field.

PM ← PM shifted right by 4 bits
FOR `i = 0` to `3`
DO
    PM [i + 4] ← `fsrc2(i)` ≤ `fsrc1(i)` (unsigned)
    `fdest(i)` ← last-stage graphics-unit result
    last-stage graphics-unit result(i) ← smaller of `fsrc2(i)` and `fsrc1(i)`
OD
MERGE ← 0

### fzchkl `fsrc1`, `fsrc2`, `fdest`

**32-Bit Z-Buffer Check**

Consider operands as arrays of two 32-bit fields `fsrc1(1)..<fsrc1(0)`,
`fsrc2(1)<.fsrc2(0)`, and `fdest(1).fdest(0)` where zero denotes the
least-significant field.

PM ← PM shifted right by 2 bits
FOR `i = 0` to `1`
DO
    PM [i + 6]← `fsrc2(i)` ≤ `fsrc1(i)` (unsigned)
    `fdest(i)` ← smaller of `fsrc2(i)` and `fsrc1(i)`
OD
MERGE ← 0

### pfzchkl `fsrc1`, `fsrc2`, `fdest`

**Pipelined 32-Bit Z-Buffer Check**

Consider operands as arrays of two 32-bit fields `fsrc1(1)..<fsrc1(0)`,
`fsrc2(1)<.fsrc2(0)`, and `fdest(1).fdest(0)` where zero denotes the
least-significant field.

PM ← PM shifted right by 2 bits
FOR `i = 0` to `1`
DO
    PM [i + 6]← `fsrc2(i)` ≤ `fsrc1(i)` (unsigned)
    `fdest(i)` ← last-stage graphics-unit result
    last-stage graphics-unit result ← smaller of `fsrc2(i)` and `fsrc1(i)`
OD
MERGE ← 0
The instructions `fzchks` and `fzchkl` perform multiple unsigned-integer (ordinal) comparisons. The inputs to the instructions `fzchks` and `fzchkl` are normally taken from two arrays of values, each of which typically represents the distance of a point from the viewer. One array contains distances that correspond to points that are to be drawn; the other contains distances that correspond to points that have already been drawn (a Z-buffer). The instructions compare the distances of the points to be drawn against the values in the Z-buffer and set bits of PM to indicate which distances are smaller than those in the Z-buffer. Previously calculated bits in PM are shifted right so that consecutive `fzchks` or `fzchkl` instructions accumulate their results in PM. Subsequent `pst.d` instructions use the bits of PM to determine which pixels to update.
FLOATING-POINT INSTRUCTIONS

8.5.2.2 PIXEL ADD

\[
\text{faddp } \text{fsrc1, fsrc2, fdest} \quad \text{Add with Pixel Merge}
\]

\[
fdest \leftarrow \text{fsrc1} + \text{fsrc2} \text{ (using integer arithmetic; 8-byte operands and destination)}
\]

Shift, then load MERGE register from \( \text{fsrc1} + \text{fsrc2} \) as defined in Table 8-2

\[
\text{pfaddp } \text{fsrc1, fsrc2, fdest} \quad \text{Pipelined Add with Pixel Merge}
\]

\[
fdest \leftarrow \text{last-stage graphics-unit result}
\]

last-stage graphics-unit result \( \leftarrow \text{fsrc1} + \text{fsrc2} \text{ (using integer arithmetic;}
\]

8-byte operands and destination)

Shift, then load MERGE register from \( \text{fsrc1} + \text{fsrc2} \) as defined in Table 8-2

The \text{faddp} instruction implements interpolation of color intensities. The 8- and 16-bit pixel formats use 16-bit intensity interpolation. Being a 64-bit instruction, \text{faddp} does four 16-bit interpolations at a time. The 32-bit pixel formats use 32-bit intensity interpolation; consequently, \text{faddp} performs them two at a time. By itself \text{faddp} implements linear interpolation; combined with \text{fiadd}, nonlinear interpolation can be achieved.

Figure 8-7 illustrates \text{faddp} when PS is set for 8-bit pixels. Each operand can be treated as four fixed-point numbers, each with an 8-bit integer portion and an 8-bit fractional portion. Each fixed-point sum is rounded to 8 integer bits by truncation when it is loaded into the MERGE register. With each \text{faddp} instruction, the MERGE register is shifted right by 8 bits. Two \text{faddp} instructions should be executed consecutively, one to interpolate for even-numbered pixels, the next to interpolate for odd-numbered pixels. The shifting of the MERGE register has the effect of merging the results of the two \text{faddp} instructions.

Figure 8-8 illustrates \text{faddp} when PS is set for 16-bit pixels. Each operand can be treated as four fixed-point numbers, each with a 6-bit integer portion and a 10-bit fractional portion. Each fixed-point sum is rounded to 6 bits by truncation when it is loaded into the MERGE register. With each \text{faddp}, the MERGE register is shifted right by 6 bits. Normally, three \text{faddp} instructions are executed consecutively, one for each color represented in a pixel. The shifting of MERGE causes the results of consecutive \text{faddp} instructions to be accumulated in the MERGE register. Note that each one of the first set of 6-bit values loaded into MERGE is further truncated to 4-bits when it is shifted to the extreme right of the 16-bit pixel.

Figure 8-9 illustrates \text{faddp} when PS is set for 32-bit pixels. Each operand can be treated as two fixed-point numbers, each with an 8-bit integer portion and a 24-bit fractional portion. Each fixed-point sum is rounded to 8 bits by truncation when it is loaded into

<table>
<thead>
<tr>
<th>Pixel Size (from PS)</th>
<th>Fields Loaded from Result into MERGE</th>
<th>Right Shift Amount (Field Size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>63..56, 47..40, 31..24, 15..8</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>63..58, 47..42, 31..26, 15..10</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>63..56, 31..24</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 8-2. FADDP MERGE Update
Figure 8-7. FADDP with 8-Bit Pixels

Figure 8-8. FADDP with 16-Bit Pixels
the MERGE register. With each faddp, the MERGE register is shifted right by 8 bits. Normally, three faddp instructions are executed consecutively, one for each color represented in a pixel. The shifting of MERGE causes the results of consecutive faddp instructions to be accumulated in the MERGE register.

Programming Notes

When interpolating with a negative slope, one pixel’s most-significant bit may carry into the least-significant bit of the fraction of the neighboring pixel on the left. The carry is due to the fact that faddp instruction does not treat pixels individually; instead, it adds their operands exactly as fladd.dd does—in one 64-bit operation. (The only difference between fladd.dd and faddp is the effect on the MERGE register.) Interpolation algorithms should compensate for the carry.
8.5.2.3 Z-BUFFER ADD

\[
\text{faddz } fsrc1, fsrc2, fdest \\
\text{Shift MERGE right 16, then load fields 31..16 and 63..48 from } fsrc1 + fsrc2
\]

\[
\text{pfaddz } fsrc1, fsrc2, fdest \\
\text{Shift MERGE right 16, then load fields 31..16 and 63..48 from } fsrc1 + fsrc2
\]

The \text{faddz} instruction implements linear interpolation of distance values such as those that form a Z-buffer. With \text{faddz}, 16-bit Z-buffers can use 32-bit distance interpolation, as Figure 8-10 illustrates. Each operand can be treated as two fixed-point numbers, each with a 16-bit integer portion and a 16-bit fractional portion. Each fixed-point sum is rounded to 16 bits by truncation when it is loaded into the MERGE register. With each \text{faddz}, the MERGE register is shifted right by 16 bits. Normally, two \text{faddz} instructions are executed consecutively. The shifting of MERGE causes the results of consecutive \text{faddz} instructions to be accumulated in the MERGE register.

32-bit Z-buffers can use 32-bit or 64-bit distance interpolation. For 32-bit interpolation, no merge instructions are required. Instead, two 32-bit adds can be performed simultaneously by the 64-bit add instruction.

Figure 8-10. FADDZ with 16-Bit Z-Buffer
For 32-bit Z-buffers, 64-bit distance interpolation is implemented (as Figure 8-11 shows) with two 64-bit \texttt{fiadd} instructions. The merging is implemented with the 32-bit move \texttt{fmov.ss fsrc1, fdest}.

**Programming Notes**

When interpolating with a negative slope, one pixel's most-significant bit may carry into the least-significant bit of the fraction of the neighboring pixel on the left. The carry is due to the fact that the \texttt{faddz} instruction does not treat pixels individually; instead, it adds their operands exactly as \texttt{fiadd.dd} does—in one 64-bit operation. (The only difference between \texttt{fiadd.dd} and \texttt{faddz} is the effect on the MERGE register.) Interpolation algorithms should compensate for the carry.
8.5.2.4 OR WITH MERGE REGISTER

<table>
<thead>
<tr>
<th>form</th>
<th>fsrc1, fdest</th>
<th>OR with MERGE Register</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fdest ← fsrc1 OR MERGE (64 bits)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MERGE ← 0</td>
<td></td>
</tr>
<tr>
<td>pform</td>
<td>fsrc1, fdest</td>
<td>Pipelined OR with MERGE Register</td>
</tr>
<tr>
<td></td>
<td>fdest ← last-stage graphics-unit result</td>
<td></td>
</tr>
<tr>
<td></td>
<td>last-stage graphics-unit result ← fsrc1 OR MERGE (64 bits)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MERGE ← 0</td>
<td></td>
</tr>
</tbody>
</table>

For intensity interpolation, the form instruction fetches the partially completed pixels from the MERGE register, sets any additional bits that may be needed in the pixels (e.g., texture values), and loads the result into a floating-point register. Fsrc1 (when a register) and fdest are floating-point register pairs; the fsrc2 field of the instruction should contain zero.

For distance interpolation or for intensity interpolation that does not require further modification of the value in the MERGE register, the fsrc1 operand of form may be f0, thereby causing the instruction to simply load the contents of the MERGE register into a floating-point register.
8.5.3 Transfer F-P to Integer Register

<table>
<thead>
<tr>
<th>fxf r ssrc1, idest</th>
<th>Transfer F-P to Integer Register</th>
</tr>
</thead>
<tbody>
<tr>
<td>idest ← ssrc1</td>
<td></td>
</tr>
</tbody>
</table>

The bit pattern in the 32-bit floating-point register ssrc1 is stored into the 32-bit integer register idest. Assemblers and compilers should encode ssrc2 as 10.

**Programming Notes**

This scalar instruction is performed by the graphics unit. When it is executed, the result in the graphics-unit pipeline is lost. However, executing this instruction does not impact performance, even if the next instruction is a pipelined operation whose fdest is nonzero (refer to Section 8.1).

For best performance, idest should not be referenced in the next instruction, and ssrc1 should not reference the result of the prior instruction if the prior instruction is scalar.

8.6 DUAL-INSTRUCTION MODE

i860 microprocessors can execute a floating-point and a core instruction in parallel. Such parallel execution is called **dual-instruction mode**. When executing in dual-instruction mode, the instruction sequence consists of 64-bit aligned instruction pairs with a floating-point instruction in the lower 32 bits and a core instruction in the upper 32 bits.

Programmers specify dual-instruction mode either by including in the mnemonic of a floating-point instruction a d. prefix or by using the Assembler directives .dual ... .enddual. Both of the specifications cause the D-bit of floating-point instructions to be set. If the processor is executing in single-instruction mode and encounters a floating-point instruction with the D-bit set, one more 32-bit instruction is executed before dual-mode execution begins. If the processor is executing in dual-instruction mode and a floating-point instruction is encountered with a clear D-bit, then one more pair of instructions is executed before resuming single-instruction mode. Figure 8-12 illustrates two variations of this sequence of events: one for extended sequences of dual-instructions and one for a single instruction pair.

When a 64-bit dual-instruction pair sequentially follows a delayed branch instruction in dual-instruction mode, both 32-bit instructions are executed.

The recommended floating-point NOP for dual-instruction mode is shrd r0,r0,r0, because this instruction does not affect the states of the floating-point pipelines. Even though this is a core instruction, bit 9 is interpreted as the dual-instruction mode control bit. In assembly language, this instruction is specified as fnop or d.fnop. Traps are not reported on fnop. Because it is a core instruction, d.fnop cannot be used to initiate entry into dual-instruction mode.
8.6.1 Core and Floating-Point Instruction Interaction

1. If one of the branch-on-condition instructions bc or bnc is paired with a floating-point compare, the branch tests the value of the condition code prior to the compare.

2. If an ixfr, fld, or pfld loads the same register as a source operand in the floating-point instruction, the floating-point instruction references the register value before the load updates it.

3. An fst or pst that stores a register that is the destination register of the companion pipelined floating-point operation will store the result of the companion operation.
4. When the core instruction sets CC and the floating-point instruction is `pfgt`, `pfle`, or `pfeq`, CC is set according to the result of the `pfgt`, `pfle`, or `pfeq`.

5. When a `trap` instruction causes a trap in dual-instruction mode, the floating-point instruction has neither completed execution nor has updated the FT bit or any result status bits. This is not a problem when the `trap` is inserted by a debugger, because the `trap` is replaced by the original instruction, and the dual-mode pair is reexecuted. However, when the `trap` is programmed, the trap handler must avoid reexecuting the `trap` by returning to user code at the address in `fir + 8`. In this case, the trap handler must emulate the floating-point instruction before returning to the user code. Emulation of the instruction must include all side-effects (for example, the effect of its D-bit, effect on the pipelines, and effect on FT and result-status bits), just as if the instruction had been executed by the processor in the original context.

6. In dual-instruction mode, when the `intovr` instruction causes a trap (or when an IT trap occurs on the i860 XR microprocessor due to `ldio`, `stio`, `scyc`, `ldint`, or `pfld.q`), the floating-point companion instruction has completely finished execution before the trap is taken.

### 8.6.2 Dual-Instruction Mode Restrictions

1. The result of placing a core instruction in the low-order 32 bits or a floating-point instruction in the high-order 32 bits is not defined (except for `shrd r0, r0, r0` which is interpreted as `fnop`).

2. A floating-point instruction that has the D-bit set must be aligned on a 64-bit boundary (i.e., the three least-significant bits of its address must be zero). This applies as well to the initial 32-bit floating-point instruction that triggers the transition into dual-instruction mode, but does not apply to the following instruction.

3. When the floating-point operation is scalar and the core operation is `fst` or `pst`, the store should not reference the result register of the floating-point operation. When the core operation is `pst`, the floating-point instruction cannot be `(p)fczcks` or `(p)fczhkl`.

4. When the core instruction of a dual-mode pair is a control-transfer operation and the previous instruction had the D-bit set, the floating-point instruction must also have the D-bit set. In other words, an exit from dual-instruction mode cannot be initiated (first instruction pair without D-bit set) when the core instruction is a control-transfer instruction.

5. When the core operation is a `ld.c` or `st.c`, the floating-point operation must be `d.fnop`. 
6. When the floating-point operation is fxfr, the core instruction cannot be ld, ldio, ldint, ld.c, st, stio, st.c, call, calli, lxfr, or any instruction that updates an integer register (including autoincrement indexing). Furthermore, the core instruction cannot be a fld, fst, pst, or pfld that uses as isrc1 or isrc2 the same register as the idest of the fxfr. Additionally, in dual-instruction mode, fxfr may not be used in a branch delay slot if its destination register is referenced by the preceding branch instruction.

7. A bri must not be executed in dual-instruction mode if any trap bits are set.

8. When the core operation is bc.t or bnc.t, the floating-point operation cannot be pfeq or pfgt. The floating-point operation in the sequentially following instruction pair cannot be pfeq or pfgt, either.

9. A transition to or from dual-instruction mode cannot be initiated on the instruction following a bri.

10. An ixfr, fld, or pfld cannot update the same register as the companion floating-point instruction unless the destination is f0 or f1. No overlap of register destinations is permitted; for example, the following instructions must not be paired:

```
// Illegal case 1
  d.fmul.ss f9, f10, f5
  fld.q address, f4  ; Overlaps f5

// Illegal case 2
  d.fmul.ss f0, f0, f3
  fld.q address, f0  ; Overlaps f3

// Illegal case 3
  d.fmul.ss f9, f10, f11
  fld.l address, f5
  d.pfadd.ss fx, fx, f4;  ; Overlaps f5, if last stage
                         ; result is double-precision
```

11. During the lock protocol, a transition to or from dual-instruction mode is not permitted.
Traps and Interrupts (80860XR)
CHAPTER 9
TRAPS AND INTERRUPTS (80860XR)

Traps are caused either by exceptional conditions detected in programs or by external interrupts. Traps cause interruption of normal program flow to execute a special program known as a trap handler. Traps are divided into the types shown in Table 9-1.

9.1 TRAP HANDLER INVOCATION

This section applies to traps other than reset. When a trap occurs, execution of the current instruction is aborted. The instruction is restartable as described in Section 9.1.3. The processor takes the following steps while transferring control to the trap handler:

1. Copies U (user mode) of the psr into PU (previous U).
2. Copies IM (interrupt mode) into PIM (previous IM).
3. Sets U to zero (supervisor mode).

<table>
<thead>
<tr>
<th>Type</th>
<th>Indication</th>
<th>Caused by</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>psr</td>
<td>epsr</td>
</tr>
<tr>
<td>Instruction Fault</td>
<td>IT</td>
<td>OF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IL</td>
</tr>
<tr>
<td>Floating-Point Fault</td>
<td>FT</td>
<td>SE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AO, MO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AU, MU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al, MI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instruction Access Fault</td>
<td>IAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Access Fault</td>
<td>DAT*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interrupt</td>
<td>IN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reset</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: *These cases can be distinguished by examining the operand addresses.
4. Sets IM to zero (interrupts disabled). This guards against further interrupts until the 
    trap information can be saved.

5. If the processor is in dual instruction mode, it sets DIM; otherwise DIM is cleared.

6. DS is set under either of the following conditions:
   • The processor is in single-instruction mode and the next instruction will be exe-
     cuted in dual-instruction mode.
   • The processor is in dual-instruction mode and the next instruction will be exe-
     cuted in single-instruction mode.

7. The appropriate trap type bits in psr and epsr are set (IT, IN, IAT, DAT, FT, IL, 
    OF). Several bits may be set if the corresponding trap conditions occur 
    simultaneously.

8. An address is placed in the fault instruction register (fir) to help locate the trapped 
    instruction. In single-instruction mode, the address in fir is the address of the 
    trapped instruction itself. In dual-instruction mode, the address in fir is that of the 
    floating-point half of the dual instruction. If an instruction- or data-access fault 
    occurred, the associated core instruction is the high-order half of the dual instruc-
    tion (fir + 4). In dual-instruction mode, when a data-access fault occurs in the 
    absence of other trap conditions, the floating-point half of the dual instruction will 
    already have been executed.

9. Clears the BL bit of dirbase and deasserts LOCK#.

The processor begins executing the trap handler by transferring execution to virtual 
address 0xFFFFF00. The trap handler begins execution in single-instruction mode. To 
determine the cause or causes of the trap, the trap handler must examine the trap-type 
bits in psr (IT, IN, IAT, DAT, FT) and epsr (IL) as well as the instruction addressed 
by fir.

9.1.1 Saving State

To support nesting of traps, the trap handler must save the current state before another 
trap occurs. An interrupt stack can be implemented in software (refer to the section on 
stack implementation in Chapter 11). Interrupts can then be reenabled by clearing the 
trap-type bits and setting IM to the value of PIM. The branch-indirect instruction is 
sensitive to the trap-type bits; therefore, clearing the trap-type bits allows normal indi-
rect branches to be performed within the trap handler.

The items that make up the current state may include any of the following:

1. The fir.

2. The psr.
3. The `epsr`

4. The `fsr`

5. The `dirbase` register.

6. The MERGE register.


8. Any of the four pipelines (refer to Section 9.8).

9. The floating-point and integer register files.

While the floating-point registers are being saved, the FTE bit of the `fsr` must be temporarily cleared, so that no floating-point traps are triggered. FTE must be restored to its original value before returning from the trap handler.

### 9.1.2 Inside the Trap Handler

While most activities of trap handlers are application dependent (and, therefore, are beyond the scope of this manual), programmers should be aware of the following requirements that are imposed by the i860 microprocessor architecture:

1. For all types of traps, the trap handler must check the IL bit of `epsr` to determine if a locked sequence is being interrupted.

2. The trap handler must execute `ld.c fir, rdest` once for each trap. Failure to do so prevents `fir` from receiving the address of the next trap.

3. When the interrupted program is in dual-instruction mode, KNF may be set upon entry to the trap handler. The handler must clear KNF (after saving its former value) before it executes a floating-point instruction; otherwise, that floating-point instruction would be killed.

### 9.1.3 Returning from the Trap Handler

Returning from a trap handler involves the following steps.

1. Restoring the pipeline states, including the `fsr`, KR, KI, T, and MERGE registers, where necessary.

2. Subtracting `srcl` from `src2`, when a data-access fault occurred on an autoincrementing load/store instruction and a floating-point trap did not also occur.

3. Determining where to resume execution by inspecting the instruction at `fir - 4`. The details for this determination are given in Section 9.1.3.1.
4. Restoring the integer and floating-point register files (except for the register that holds the resumption address).

5. Updating the \texttt{psr} with the value to be used after return. It may be necessary to set the KNF bit in the \texttt{psr}. The requirements for KNF are given in Section 9.1.3.2. The trap handler must ensure that no trap occurs between the \texttt{st.c} to the \texttt{psr} and the indirect branch that exits the trap handler.

6. Executing an indirect branch to the resumption address, making sure that at least one of the trap bits is set in the \texttt{psr}. Neither the indirect branch nor the following instruction may be executed in dual-instruction mode.

7. Restoring the register that holds the resumption address. (This is executed before the delayed indirect branch is completed.)

Once restoration of the initial state has begun, the trap handler must ensure that no trap occurs before returning to the interrupted procedure.

\textbf{9.1.3.1 DETERMINING WHERE TO RESUME}

To determine where to resume execution upon leaving the trap handler, the trap handler should normally examine the instruction at \texttt{fir} - 4 to determine whether the instruction at that address is a delayed control-transfer instruction (i.e., one that executes the next sequential instruction on branch taken). However, examining \texttt{fir} - 4 may cause a page fault. If the location in \texttt{fir} is at the beginning of a page, then \texttt{fir} - 4 is in the prior page. If the prior page is not present, then examining \texttt{fir} - 4 will cause a page fault. In this case, however, the instruction at \texttt{fir} - 4 could not have been a delayed control-transfer instruction, and it is not necessary to examine \texttt{fir} - 4. Note that, when determining whether the prior page is present, it is necessary to inspect the P (present) bit in both the page table and its page directory entry.

If the instruction at \texttt{fir} - 4 is not a delayed control-transfer instruction, then execution normally resumes at the address in \texttt{fir}. However, if the trap was caused by a \texttt{trap} instruction, execution should resume at the address in \texttt{fir} + 4 in single-instruction mode or at the address in \texttt{fir} + 8 in dual-instruction mode.

If, on the other hand, the instruction at \texttt{fir} - 4 is a delayed control-transfer instruction, execution normally resumes at \texttt{fir} - 4 so that the control-transfer instruction (which did not finish because of the trap) is also reexecuted. If the instruction at \texttt{fir} - 4 is a \texttt{bla} instruction, then \texttt{src1} should be subtracted from \texttt{src2} before reexecuting the \texttt{bla}.

The one variance from this strategy occurs when the instruction at \texttt{fir} - 4 is a conditional delayed branch (\texttt{bc.t} or \texttt{bnc.t}), the instruction at \texttt{fir} is a \texttt{pfgt}, \texttt{pfle}, or \texttt{pfeq}, and a source exception has occurred. To implement the IEEE standard for unordered compares, the trap handler may need to change the value of CC. In this case it cannot resume at \texttt{fir} - 4, because the new value of CC might cause an incorrect branch. Instead, the trap handler must interpret the conditional branch instruction and resume at its target.
If the processor was in dual-instruction mode and execution is to resume at \( \text{fir} - 4 \), the trap handler should set DS and clear DIM in the \( \text{psr} \) before resuming execution of the interrupted procedure. Clearing DIM prevents the floating-point instruction associated with the control-transfer instruction at \( \text{fir} - 4 \) from being reexecuted. Setting DS forces the processor back to dual-instruction mode after executing the control-transfer instruction.

Every code section should begin with a \text{nop} instruction so that \( \text{fir} - 4 \) is defined even in case a trap occurs on the first real instruction of the code section. Furthermore, this \text{nop} should not be the target of any branch or call.

### 9.1.3.2 Setting KNF

The trap handler should set the KNF bit of \( \text{psr} \) if the trapped instruction is a floating-point instruction that should not be reexecuted; otherwise, KNF is left unchanged. Floating-point instructions should not be reexecuted under either of the following conditions:

- The trap was caused in dual-instruction mode by a data-access fault or an \text{intovr} instruction and there are no other trap conditions. In this case, the floating-point instruction has already been executed.
- The trap was caused by a source exception on any floating-point instruction (except when a \text{pfgt}, \text{pfle}, or \text{pfeq} follows a conditional branch, as already explained in Section 9.1.3.1). The trap handler determines the result that corresponds to the exceptional inputs; therefore, the instruction should not be reexecuted.

### 9.2 Instruction Fault

This fault is caused by any of the following conditions. In all cases the processor sets the IT bit before entering the trap handler.

1. By the \text{trap} instruction. Note that when \text{trap} is executed in dual-instruction mode, the floating-point companion of the \text{trap} instruction is not executed before the trap is taken. This is not a problem when the \text{trap} is inserted by a debugger, because the \text{trap} is replaced by the original instruction, and the dual-mode pair is reexecuted. However, when the \text{trap} is programmed, the trap handler must avoid reexecuting the \text{trap} instruction by returning to user code at the address in \( \text{f} + 8 \). In this case, the trap handler must emulate the companion floating-point instruction before returning to the user code. Emulation of the instruction must include all side-effects (for example, the effect of its D-bit, effect on the pipelines, and effect on FT and result-status bits), just as if the instruction had been executed by the processor in the original context.

2. By the \text{intovr} instruction. The trap occurs only if OF in \( \text{e} \) is set when \text{intovr} is executed. The trap handler should clear OF before returning. Refer to the \text{intovr} instruction in Chapter 7. When \text{intovr} causes a trap in dual-instruction mode, the floating-point companion of the \text{intovr} instruction has completely finished execution before the trap is taken.


3. By violation of the lock/unlock protocol explained in Chapter 7. In this case, IL is also set, and the instruction pointed to by fir may or may not have been executed.

4. By executing an instruction implemented only in the i860 XP microprocessor. Execution of ldio, stio, scyc, ldint, or pfld.q on the i860 XR microprocessor causes an instruction trap.

The trap and intovr instructions must not be used within a locked sequence.

To distinguish between cases 1 and 2, the trap handler must examine the instruction addressed by fir.

9.3 FLOATING-POINT FAULT

The floating-point faults of i860 microprocessors support the floating-point exceptions defined by the IEEE standard as well as some other useful classes of exceptions. The i860 microprocessors divide these into two classes:

1. **Source exceptions.** This class includes:
   - All the invalid operations defined by the IEEE standard (including operations on signaling NaNs).
   - Division by zero.
   - Operations on quiet NaNs, denormals and infinities. (These data types are implemented by software.)

2. **Result exceptions.** This class includes the overflow, underflow, and inexact exceptions defined by the IEEE standard.

Software supplied by Intel provides the IEEE standard default handling for all these exceptions.

Floating-point faults are reported only on floating-point instructions, and on pst, fst, fld, pfld, and ixfr.

No floating-point fault occurs when pst, fst, fld, pfld, or ixfr transfers an operand that is not a valid floating-point value.

9.3.1 Source Exception Faults

When used as inputs to the floating-point adder or multiplier, all exceptional operands (including infinities, denormalized numbers and NaNs) cause a floating-point fault and set SE in the fsr. Source exceptions are reported on the instruction that initiates the operation. For pipelined operations, the pipeline is not advanced. The trap handler can reference both source operands and the operation by decoding the instruction specified by fir.
In the case of dual operations, the trap handler has to determine which special registers
the source operands are stored in and inspect all four source operands to see if one or
both operations need to be fixed up. It can then compute the appropriate result and
store the result in \textit{fdest}, in the case of a scalar operation, or replace the appropriate
first-stage result, in the case of a pipelined operation.

Note that, in the following sequence, inappropriate use of the FTE bit of the \textit{fsr} can
produce an invalid operand that does not cause a source exception:

1. Floating-point traps are masked by clearing the FTE bit.

2. A dual-operation instruction causes underflow or overflow leaving an invalid result
in the T register.

3. Floating-point traps are enabled by setting the FTE bit.

4. The invalid result in the T register is used as an operand of a subsequent instruction.

Even though the result of an operation would normally cause a source exception, it can
be inserted into the pipeline as follows:

1. Disable traps by clearing FTE.

2. Perform a pipelined add of the value with zero or a multiply by one.

3. Set the result-status bits of \textit{fsr} to “normal” by loading \textit{fsr} with the U-bit set and
zeros in the appropriate unit’s result-status bits. The other unit’s status must be set
to the saved status for the first pipeline stage.

4. Reenable traps by setting FTE.

5. Set KNF in the \textit{psr} to avoid reexecuting the instruction.

The trap handler should ignore the SE bit for faults on \textit{fld, pfld, fst, pst,} and \textit{ixfr}
instructions when in single-instruction mode or when in dual-instruction mode and the companion
instruction is not a multiplier or adder operation. The SE value is undefined in
this case.

The trap handler should process result exceptions as described below and reexecute the
instruction before processing source exceptions.
9.3.2 Result Exception Faults

The class of result exceptions includes any of the following conditions:

- **Overflow.** The absolute value of the rounded true result would exceed the largest finite number in the destination format.

- **Underflow (when FZ is clear).** The absolute value of the rounded true result would be smaller than the smallest finite number in the destination format.

- **Inexact result (when TI is set).** The result is not exactly representable in the destination format. For example, the fraction 1/3 cannot be precisely represented in binary form. This exception occurs frequently and indicates that some (generally acceptable) accuracy has been lost.

The point at which a result exception is reported depends upon whether it is caused by a pipelined operation:

- **Scalar (nonpipelined) operations.** Result exceptions are reported on the next floating-point, fst.x, or pst.x (and sometimes fld, pfld, ixfr) instruction after the scalar operation. When a trap occurs, the last stage of the affected unit contains the result of the scalar operation. The result is also written to the register indicated by the RR field of the psr.

- **Pipelined operations.** Result exceptions are reported when the result is in the last stage and the next floating-point, fst.x or pst.x (and sometimes fld, pfld, ixfr) instruction is executed. When a trap occurs, the pipeline is not advanced, and the last-stage results (that caused the trap) remain unchanged.

To define the cases in which the instructions fld, pfld, and ixfr report exceptions, let \( A \) be any floating-point instruction that causes a result exception, and let \( B \) be fld, pfld, or ixfr, the next floating-point instruction executed after \( A \) after any number of intervening non-floating-point instructions.

- If the \( fdest \) of \( B \) overlaps with the \( fdest \) of \( A \), then \( B \) always traps.

- If the \( fdest \) of \( B \) does not overlap with the \( fdest \) of \( A \), then:
  - If \( A \) finishes executing before \( B \) executes, then \( B \) traps.
  - If \( A \) does not finish executing before \( B \) executes, then \( B \) does not trap.

To calculate the time for \( A \) to execute, refer to the instruction timings listed in Appendix C.

When no trap occurs (either because FTE is clear or because no exception occurred), the pipeline is advanced normally by the new floating-point operation. The result-status bits of the affected unit are undefined until the point that result exceptions are reported. At this point, the last-stage result-status bits (bits 29..22 and 16..9 of the fsr) reflect the values in the last stages of both the adder and multiplier. For example, if the last-stage result in the multiplier has overflowed and a pfadd is started, a trap occurs and MO is set.
For scalar operations, the RR bits of \texttt{fsr} specify the register in which the result was stored. RR is updated when the scalar instruction is initiated. The trap, however, occurs on a subsequent instruction. Programmers must prevent intervening stores to \texttt{fsr} from modifying the RR bits. Prevention may take one of the following forms:

- Before any store to \texttt{fsr} when a result exception may be pending, execute a dummy floating-point operation to trigger the result-exception trap.
- Always read from \texttt{fsr} before storing to it, and mask updates so that the RR, RM, and FZ bits are not changed.

For pipelined operations, RR is cleared; the result is in the pipeline of the appropriate unit.

For both scalar and pipelined modes, if a result exception occurs, the trap handler must calculate the desired result. In either mode, the result supplied by the CPU has the same mantissa as the true result and has an exponent which is the low-order bits of the true result. The trap handler can inspect the supplied result, calculate the result appropriate for that instruction (a NaN or an infinity, for example), and store the calculated result. The trap handler must store the calculated result in the register specified by RR (if nonzero) or (if RR = 0) must load the calculated result into the last stage of the pipeline in place of the saved result.

Adder overflow can occur due either to a true floating-point operation (for example, pfadd.p or pfeq.p) or to an integer conversion operation (fix.v, pfix.v, ftrunc.v, pftrunc.v). For a true floating-point operation, the exponent of the result will be all ones. For an integer conversion operation, the exponent of the result will be less than all ones. When adder overflow occurs, the trap handler can distinguish between the two cases by examining the exponent of the result.

Result exceptions may be reported for both the adder and multiplier units at the same time. In this case, the trap handler should fix up the last stage of both pipelines.

### 9.4 INSTRUCTION-ACCESS FAULT

This trap occurs during address translation for instruction fetches in any of these cases:

- The address fetched is in a page whose P (present) bit in the page directory or page table is clear (not present).
- The address fetched is in a supervisor mode page, but the processor is in user mode.
- The address fetched is in a page whose PTE has A = 0, and the access occurs during a locked sequence (i.e., between lock and unlock).

Note that several instructions are fetched at one time, either due to instruction prefetching or to instruction caching. Therefore, a trap handler can change from supervisor to user mode and continue to execute instructions fetched from a supervisor page. An instruction access trap will occur only when the next group of instructions is fetched from a supervisor page (up to eight instructions later). If, in the meantime, the handler
branches to a user page, no instruction access trap will occur. No protection violation results, because the processor does not permit data accesses to supervisor pages while running in user mode.

9.5 **DATA-ACCESS FAULT**

This trap results from an abnormal condition detected during data operand fetch or store. Such an exception can be due only to one of the following causes:

- An attempt is being made to write to a page whose D-bit is clear.
- A memory operand is misaligned (is not located at an address that is a multiple of the length of the data).
- The address stored in the db (data breakpoint) register is equal to one of the addresses spanned by the operand.
- The operand is in a not-present page.
- A memory access is being attempted in violation of the memory protection scheme defined in Chapter 4.
- A-bit is zero during address translation within a locked sequence.

When a data-access trap occurs and the next instruction is a pipelined floating-point instruction, the destination register of the pipelined floating-point instruction may be partially updated. This condition only affects debuggers, not applications software. A debugger should somehow indicate that the contents of that register are invalid. Correct execution will occur when the trap handler resumes execution after handling the data-access trap, because the pipelined floating-point instruction will then correctly update its destination register.

9.6 **INTERRUPT TRAP**

An interrupt is an event that is signaled from an external source. If the processor is executing with interrupts enabled (IM set in the psr), the processor sets the interrupt bit IN in the psr, and generates an interrupt trap. Vectored interrupts are implemented by interrupt controllers and software.

9.7 **RESET TRAP**

When the i860 XR microprocessor is reset, execution begins in single-instruction mode at virtual address 0xFFFFFFFF0. This is the same address as for other traps. The reset trap can be distinguished from other traps by the fact that no psr trap bits are set.

Table 9-2 shows the initial settings of all registers and caches.

Software must ensure that the data cache is flushed (refer to Chapter 5) and control registers are properly initialized before performing operations that depend on the values of the cache or registers. The fir must be initialized with an ld.c fir, r0 instruction.
Table 9-2. Register and Cache Values after Reset (80860XR)

<table>
<thead>
<tr>
<th>Registers</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer Registers</td>
<td>Undefined</td>
</tr>
<tr>
<td>Floating-Point Registers</td>
<td>U, IM, BR, BW, FT, DAT, IAT, IN, IT = 0; others are undefined</td>
</tr>
<tr>
<td>psr</td>
<td>U, IL, WP, PBM, BE = 0; Processor Type, Stepping</td>
</tr>
<tr>
<td>epsr</td>
<td>Number, DCS are read only; others are undefined</td>
</tr>
<tr>
<td>db</td>
<td>Undefined</td>
</tr>
<tr>
<td>dirbase</td>
<td>DPS, BL, ATE = 0; others are undefined</td>
</tr>
<tr>
<td>fir</td>
<td>Undefined</td>
</tr>
<tr>
<td>fsr</td>
<td>Undefined</td>
</tr>
<tr>
<td>KR, KI, T, MERGE</td>
<td>Undefined</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Caches</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction Cache</td>
<td>All entries invalid</td>
</tr>
<tr>
<td>Data Cache</td>
<td>Undefined, All modified bits = 0.</td>
</tr>
<tr>
<td>TLB</td>
<td>All entries invalid</td>
</tr>
</tbody>
</table>

Reset code must initialize the floating-point pipeline states and the KR, KI, and T registers to zero, using dummy pipelined instructions. Floating-point traps must be disabled to ensure that no spurious floating-point traps are generated.

After a RESET the i860 XR microprocessor starts execution at supervisor level (U = 0). Before branching to the first user-level instruction, the RESET trap handler or subsequent initialization code has to set PU and a trap bit so that an indirect branch instruction will copy PU to U, thereby changing to user level. (Refer to the brl instruction in Chapter 7.)

9.8 PIPELINE PREEMPTION

Each of the four pipelines (adder, multiplier, load, graphics) contains state information. The pipeline state must be saved when a process is preempted or when a trap handler performs pipelined operations using the same pipeline. The state must be restored when resuming the interrupted code.

9.8.1 Floating-Point Pipelines

The floating-point pipeline state consists of the following items:

1. The current contents of the floating-point status register fsr (including the third-stage result status).

2. Unstored results from the first, second, and third stages. The number of stages that exist in the multiplier pipeline depends on the sizes of the operands that occupy the pipeline. The MRP bit of fsr helps determine how many stages are in the multiplier pipeline.
3. The result-status bits for the first two stages.


While the floating-point pipelines are being saved and restored, the FTE bit of the fsr must be temporarily cleared, so that no floating-point traps are triggered. FTE must be restored to its original value before returning from the trap handler.

9.8.2 Load Pipeline

The pipeline state for pfld instructions can be saved by performing three pfld instructions to a dummy address. Thus, the pipeline is advanced three stages, causing the last three real operands to be stored from the pipeline into registers that are then saved in some memory area. The size of each saved value is indicated by the value of the LRP bit of the fsr. Note that, when changing between big and little endian modes, the load pipeline must be saved before changing the BE bit.

The load pipeline can be restored performing three pfld instructions using the memory addresses of the saved values. The pipeline will then contain the same three values it held before the preemption.

9.8.3 Graphics Pipeline

The graphics pipeline has only one stage. To flush the pipeline, execute a pfiadd f0, f0, fdest. The only other state information for the graphics unit resides in the PM bits of psr, the IRP bit of the fsr, and in the MERGE register. Store the MERGE register with a form instruction. Restore the MERGE register by using faddz instructions.
CHAPTER 10
TRAPS AND INTERRUPTS (80860XP)

Traps are caused by exceptional conditions detected in programs or by external interrupts. Traps cause interruption of normal program flow to execute a special program known as a trap handler. Traps are divided into the types shown in Table 10-1.

10.1 TRAP HANDLER INVOCATION

This section applies to traps other than reset. When a trap occurs, execution of the current instruction is aborted. Except for bus and parity errors, the instruction is restartable as described in Section 10.1.4. The processor takes the following steps while transferring control to the trap handler:

1. Copies U (user mode) of the psr into PU (previous U).
2. Copies IM (interrupt mode) into PIM (previous IM).
3. Sets U to zero (supervisor mode).

<table>
<thead>
<tr>
<th>Table 10-1. Types of Traps (80860XP)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>Instruction Fault</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Floating-Point Fault</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Instruction Access Fault</td>
</tr>
<tr>
<td>Data Access Fault</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>P arity Error Fault</td>
</tr>
<tr>
<td>Bus Error Fault</td>
</tr>
<tr>
<td>Interrupt</td>
</tr>
<tr>
<td>Reset</td>
</tr>
</tbody>
</table>

*These cases can be distinguished by examining the operand addresses.
4. Sets IM to zero (interrupts disabled). This guards against further interrupts until the trap information can be saved.

5. If the processor is in dual instruction mode, it sets DIM; otherwise DIM is cleared.

6. DS is set under either of the following conditions:
   - The processor is in single-instruction mode and the next instruction will be executed in dual-instruction mode.
   - The processor is in dual-instruction mode and the next instruction will be executed in single-instruction mode.
   Otherwise, it is cleared.

7. The appropriate trap type bits in \texttt{psr} and \texttt{epsr} are set (IT, IN, IAT, DAT, FT, IL, OF, PI, AI, DI, PT, BEF, PEF, BS). Several bits may be set if the corresponding trap conditions occur simultaneously. If PEF or BEF is set, the processor places the bus address in \texttt{bear}.

8. An address is placed in the fault instruction register (\texttt{fir}) to help locate the trapped instruction. In single-instruction mode, the address in \texttt{fir} is the address of the trapped instruction itself. In dual-instruction mode, the address in \texttt{fir} is that of the floating-point half of the dual instruction. If an instruction- or data-access fault occurred, the associated core instruction is the high-order half of the dual instruction (\texttt{fir} + 4). In dual-instruction mode, when a data-access fault occurs in the absence of other trap conditions, the floating-point half of the dual instruction will already have been executed.

The processor begins executing the trap handler by transferring execution to virtual address \texttt{0xFFFFFFFF0}. The trap handler begins execution in single-instruction mode. To determine the cause or causes of the trap, the trap handler must examine the trap-type bits in \texttt{psr} (IT, IN, IAT, DAT, FT) and \texttt{epsr} (IL, PI, PT, BEF, PEF) as well as the instruction addressed by \texttt{fir}.

### 10.1.1 Saving State

To support nesting of traps, the trap handler must save the current state before another trap occurs. An interrupt stack can be implemented in software (refer to the section on stack implementation in Chapter 11). Interrupts can then be reenabled by clearing the trap-type bits and setting IM to the value of PIM. The branch-indirect instruction is sensitive to the trap-type bits; therefore, clearing the trap-type bits allows normal indirect branches to be performed within the trap handler.

The items that make up the current state may include any of the following:

1. The \texttt{fir}.
2. The \texttt{psr}.
3. The **epsr**.
4. The **fsr**.
5. The **dirbase** register.
6. The **MERGE** register.
8. Any of the four pipelines (refer to Section 10.10).
9. The floating-point and integer register files.
10. The privileged registers **p0**, **p1**, **p2**, **p3**.
11. **bear**
12. **ccr**

Items not used by the system or not altered by the trap handler need not be saved. Refer also to Section 10.10.4 for a mechanism that the i860 XP microprocessor provides to help avoid unnecessarily saving the pipelines.

While the floating-point registers are being saved, the FTE bit of the **fsr** must be temporarily cleared, so that no floating-point traps are triggered. FTE must be restored to its original value before returning from the trap handler.

**10.1.2 Inside the Trap Handler**

While most activities of trap handlers are application dependent (and, therefore, are beyond the scope of this manual), programmers should be aware of the following requirements that are imposed by the i860 microprocessor architecture:

1. For all types of traps, the trap handler must check the IL bit of **epsr** to determine if a locked sequence is being interrupted. If so, the trap handler must execute a load or store operation to unlock the bus (no **unlock** instruction is required), and must restart at the beginning of the locked sequence instead of at the trapping instruction. (Refer to the **lock** instruction in Chapter 7.)

2. The trap handler must execute **ld.c fir, rdest** once for each trap. Failure to do so prevents **fir** from receiving the address of the next trap.

3. When the interrupted program is in dual-instruction mode, KNF may be set upon entry to the trap handler. The handler must clear KNF (after saving its former value) before executing a floating-point instruction; otherwise, that floating-point instruction would be killed.
10.1.3 Fatal Errors

When a bus error trap (BEF bit of epsr set) or parity error trap (PEF bit of epsr set) occurs, the interrupted instruction is not restartable. The BS bit of epsr indicates whether the trap occurred while in supervisor mode, in which case the operating system should reboot, or in user mode, in which the operating system should discontinue the interrupted task.

10.1.4 Returning from the Trap Handler

If the trap is not due to a bus or parity error and no locked sequence was interrupted, the interrupted program is restartable. Returning from a trap handler involves the following steps.

1. Restoring the pipeline states, including the fsr, KR, KI, T, and MERGE registers, where necessary.

2. Subtracting src1 from src2, when a data-access fault occurred on an autoincrementing load/store instruction and a floating-point trap did not also occur. The AI bit of epsr indicates when an autoincrementing instruction causes a data-access trap; the handler must determine whether a floating-point trap occurred.

3. Determining where to resume execution by inspecting the DI bit of epsr and possibly the instruction at fir – 4. The details for this determination are given in Section 10.1.4.1.

4. Restoring the integer and floating-point register files (except for the register that holds the resumption address).

5. Updating the psr with the value to be used after return. It may be necessary to set the KNF bit in the psr. The requirements for KNF are given in Section 10.1.4.2. The trap handler must ensure that no trap occurs between the st.c to the psr and the indirect branch that exits the trap handler.

6. Executing an indirect branch to the resumption address, making sure that at least one of the trap bits is set in the psr. Neither the indirect branch nor the following instruction may be executed in dual-instruction mode.

7. Restoring the register that holds the resumption address. (This is executed before the delayed indirect branch is completed.)

Once restoration of the initial state has begun, the trap handler must ensure that no trap occurs before returning to the interrupted procedure.
10.1.4.1 DETERMINING WHERE TO RESUME

To determine where to resume execution upon leaving the trap handler, the trap handler should first examine the DI bit of epsr. DI lets the trap handler avoid unnecessary interpretation of the instruction at fir − 4.

If DI is clear, the instruction at fir − 4 is not a delayed control-transfer instruction, and execution normally resumes at the address in fir. However, if the trap was caused by a trap instruction, execution should resume at the address fir + 4 in single-instruction mode or at the address fir + 8 in dual-instruction mode.

If DI is set, the instruction at fir − 4 is a delayed control-transfer instruction (i.e., one that executes the next sequential instruction on branch taken), and the trap handler must interpret that instruction to distinguish among these cases:

1. The instruction at fir − 4 is a conditional delayed branch (bc.t or bnc.t), the instruction at fir is a pfgt, pfle, or pfeq, and a source exception has occurred. To implement the IEEE standard for unordered compares, the trap handler may need to change the value of CC. In this case it cannot resume at fir − 4, because the new value of CC might cause an incorrect branch. Instead, the trap handler must interpret the conditional branch instruction and resume at its target.

2. All other cases. Execution resumes at fir − 4 so that the control-transfer instruction (which did not finish because of the trap) is also reexecuted. If the instruction at fir − 4 is a bla instruction, then src1 should be subtracted from src2 before reexecuting the bla.

If the processor was in dual-instruction mode and execution is to resume at fir − 4, the trap handler should set DS and clear DIM in the psr before resuming execution of the interrupted procedure. Clearing DIM prevents the floating-point instruction associated with the control-transfer instruction at fir − 4 from being reexecuted. Setting DS forces the processor back to dual-instruction mode after executing the control-transfer instruction.

10.1.4.2 SETTING KNF

The trap handler should set the KNF bit of psr if the trapped instruction is a floating-point instruction that should not be reexecuted; otherwise, KNF is left unchanged. Floating-point instructions should not be reexecuted under either of the following conditions:

- The trap was caused in dual-instruction mode by a data-access fault or an intovr instruction and there are no other trap conditions. In this case, the floating-point instruction has already been executed.
- The trap was caused by a source exception on any floating-point instruction (except when a pfgt, pfle, or pfeq follows a conditional branch, as already explained in Section 10.1.4.1). The trap handler determines the result that corresponds to the exceptional inputs; therefore, the instruction should not be reexecuted.
10.2 INSTRUCTION FAULT

This fault is caused by any of the following conditions. In all cases the processor sets the IT bit before entering the trap handler.

1. By the trap instruction. Note that when trap is executed in dual-instruction mode, the floating-point companion of the trap instruction is not executed before the trap is taken. This is not a problem when the trap is inserted by a debugger, because the trap is replaced by the original instruction, and the dual-mode pair is reexecuted. However, when the trap is programmed, the trap handler must avoid reexecuting the trap instruction by returning to user code at the address in fir + 8. In this case, the trap handler must emulate the companion floating-point instruction before returning to the user code. Emulation of the instruction must include all side-effects (for example, the effect of its D-bit, effect on the pipelines, and effect on FT and result-status bits), just as if the instruction had been executed by the processor in the original context.

2. By the intovr instruction. The trap occurs only if OF in epsr is set when intovr is executed. The trap handler should clear OF before returning. Refer to the intovr instruction in Chapter 7. When intovr causes a trap in dual-instruction mode, the floating-point companion of the intovr instruction has completely finished execution before the trap is taken.

3. By violation of the lock/unlock protocol explained in Chapter 7. In this case, IL is also set, and the instruction pointed to by fir may or may not have been executed.

4. By execution of an instruction that uses a pipeline when the PT bit of epsr is set.

The trap and intovr instructions must not be used within a locked sequence.

To distinguish between cases 1 and 2, the trap handler must examine the instruction addressed by fir.

10.3 FLOATING-POINT FAULT

The floating-point faults of i860 microprocessors support the floating-point exceptions defined by the IEEE standard as well as some other useful classes of exceptions. The i860 microprocessors divide these into two classes:

1. Source exceptions. This class includes:
   - All the invalid operations defined by the IEEE standard (including operations on signaling NaNs).
   - Division by zero.
   - Operations on quiet NaNs, denormals and infinities. (These data types are implemented by software.)
2. **Result exceptions.** This class includes the overflow, underflow, and inexact exceptions defined by the IEEE standard.

Software supplied by Intel provides the IEEE standard default handling for all these exceptions.

Floating-point faults are reported only on floating-point instructions, and on `pst`, `fst`, `fld`, `pfld`, and `ixfr`.

No floating-point fault occurs when `pst`, `fst`, `fld`, `pfld`, or `ixfr` transfers an operand that is not a valid floating-point value.

### 10.3.1 Source Exception Faults

When used as inputs to the floating-point adder or multiplier, all exceptional operands (including infinities, denormalized numbers and NaNs) cause a floating-point fault and set SE in the `fsr`. Source exceptions are reported on the instruction that initiates the operation. For pipelined operations, the pipeline is not advanced. The trap handler can reference both source operands and the operation by decoding the instruction specified by `fir`.

In the case of dual operations, the trap handler has to determine which special registers the source operands are stored in and inspect all four source operands to see if one or both operations need to be fixed up. It can then compute the appropriate result and store the result in `fdest`, in the case of a scalar operation, or replace the appropriate first-stage result, in the case of a pipelined operation.

Note that, in the following sequence, inappropriate use of the FTE bit of the `fsr` can produce an invalid operand that does not cause a source exception:

1. Floating-point traps are masked by clearing the FTE bit.

2. An dual-operation instruction causes underflow or overflow leaving an invalid result in the T register.

3. Floating-point traps are enabled by setting the FTE bit.

4. The invalid result in the T register is used as an operand of a subsequent instruction.

Even though the result of an operation would normally cause a source exception, it can be inserted into the pipeline as follows:

1. Disable traps by clearing FTE.

2. Perform a pipelined add of the value with zero or a multiply by one.
3. Set the result-status bits of fsr to "normal" by loading fsr with the U-bit set and zeros in the appropriate unit’s result-status bits. The other unit’s status must be set to the saved status for the first pipeline stage.

4. Reenable traps by setting FTE.

5. Set KNF in the psr to avoid reexecuting the instruction.

The trap handler should ignore the SE bit for faults on fld, pfld, fst, pst, and ixfr instructions when in single-instruction mode or when in dual-instruction mode and the companion instruction is not a multiplier or adder operation. The SE value is undefined in this case.

The trap handler should process result exceptions as described below and reexecute the instruction before processing source exceptions.

### 10.3.2 Result Exception Faults

The result exceptions include:

- **Overflow.** The absolute value of the rounded true result would exceed the largest finite number in the destination format.

- **Underflow (when FZ is clear).** The absolute value of the rounded true result would be smaller than the smallest finite number in the destination format.

- **Inexact result (when TI is set).** The result is not exactly representable in the destination format. For example, the fraction 1/3 cannot be precisely represented in binary form. This exception occurs frequently and indicates that some (generally acceptable) accuracy has been lost.

The point at which a result exception is reported depends upon whether it is caused by a pipelined operation:

- **Scalar (nonpipelined) operations.** Result exceptions are reported on the next floating-point, fst.x, or pst.x (and sometimes fld, pfld, and ixfr) instruction after the scalar operation. When a trap occurs, the last stage of the affected unit contains the result of the scalar operation. The result is also written to the register indicated by the RR field of the psr.

- **Pipelined operations.** Result exceptions are reported when the result is in the last stage and the next floating-point, fst.x or pst.x (and sometimes fld, pfld, and ixfr) instruction is executed. When a trap occurs, the pipeline is not advanced, and the last-stage results (that caused the trap) remain unchanged.
To define the cases in which the instructions `fld`, `pfld`, and `ixfr` report exceptions, let \( A \) be any floating-point instruction that causes a result exception, and let \( B \) be `fld`, `pfld`, or `ixfr`, the next floating-point instruction executed after \( A \) after any number of intervening non-floating-point instructions.

- If the `fdest` of \( B \) overlaps with the `fdest` of \( A \), then \( B \) always traps.
- If the `fdest` of \( B \) does not overlap with the `fdest` of \( A \), then:
  - If \( A \) finishes executing before \( B \) executes, then \( B \) traps.
  - If \( A \) does not finish executing before \( B \) executes, then \( B \) does not trap.

To calculate the time for \( A \) to execute, refer to the instruction timings listed in Appendix C.

When no trap occurs (either because FTE is clear or because no exception occurred), the pipeline is advanced normally by the new floating-point operation. The result-status bits of the affected unit are undefined until the point that result exceptions are reported. At this point, the last-stage result-status bits (bits 29..22 and 16..9 of the `fsr`) reflect the values in the last stages of both the adder and multiplier. For example, if the last-stage result in the multiplier has overflowed and a `pfadd` is started, a trap occurs and MO is set.

For scalar operations, the RR bits of `fsr` report in which register the result was stored. RR is updated when the scalar instruction is initiated. The result exception trap, however, occurs on a subsequent instruction. Programmers must prevent intervening stores to `fsr` from modifying the RR bits. Prevention may take one of the following forms:

- Before any store to `fsr` when a result exception may be pending, execute a dummy floating-point operation to trigger the result-exception trap.
- Always read from `fsr` before storing to it, and mask updates so that the RR, RM, and FZ bits are not changed.

For pipelined operations, RR is cleared; the result is in the pipeline of the appropriate unit.

For both scalar and pipelined modes, if a result exception occurs, the trap handler must calculate the desired result. In either mode, the result supplied by the CPU has the same mantissa as the true result and has an exponent which is the low-order bits of the true result. The trap handler can inspect the supplied result, calculate the result appropriate for that instruction (a NaN or an infinity, for example), and store the calculated result. If RR is nonzero, the trap handler must store the calculated result in the register specified by RR; if RR is zero, it must load the calculated result into the last stage of the pipeline in place of the saved result.

Adder overflow can occur due either to a true floating-point operation (for example, `pfadd.p` or `pfeq.p`) or to an integer conversion operation (`fix.v`, `pfix.v`, `ftrunc.v`, `pftrunc.v`). For a true floating-point operation, the exponent of the result will be all ones. For an integer conversion operation, the exponent of the result will be less than all ones. When adder overflow occurs, the trap handler can distinguish between the two cases by examining the exponent of the result.
Result exceptions may be reported for both the adder and multiplier units at the same time. In this case, the trap handler should fix up the last stage of both pipelines.

### 10.4 INSTRUCTION-ACCESS FAULT

This trap occurs during address translation for instruction fetches in any of these cases:
- The address fetched is in a page whose P (present) bit in the page directory or page table is clear (not present).
- The address fetched is in a supervisor mode page, but the processor is in user mode.
- The address fetched is in a page whose PTE has A = 0, and the access occurs during a locked sequence (i.e., between lock and unlock).

Note that several instructions are fetched at one time, either due to instruction prefetching or to instruction caching. Therefore, a trap handler can change from supervisor to user mode and continue to execute instructions fetched from a supervisor page. An instruction access trap will occur only when the next group of instructions is fetched from a supervisor page (up to eight instructions later). If, in the meantime, the handler branches to a user page, no instruction access trap will occur. No protection violation results, because the processor does not permit data accesses to supervisor pages while running in user mode.

### 10.5 DATA-ACCESS FAULT

This trap results from an abnormal condition detected during data operand fetch or store. Such an exception can be due only to one of the following causes:
- An attempt is being made to write to a page whose D-bit is clear.
- A memory operand is misaligned (is not located at an address that is a multiple of the length of the data).
- The address stored in the db (data breakpoint) register is equal to one of the addresses spanned by the operand.
- The operand is in a not-present page.
- A memory access is being attempted in violation of the memory protection scheme defined in Chapter 4.
- A-bit is zero during address translation within a locked sequence.

When a data-access trap occurs and the next instruction is a pipelined floating-point instruction, the destination register of the pipelined floating-point instruction may be partially updated. This condition only affects debuggers, not applications software. A debugger should somehow indicate that the contents of that register are invalid. Correct execution will occur when the trap handler resumes execution after handling the data-access trap, because the pipelined floating-point instruction will then correctly update its destination register.
10.6 PARITY ERROR TRAP

If the PEN# pin is active and the bus unit detects a parity error during a bus read operation, the processor sets PEF and generates a trap. Further parity error traps are masked as soon as PEF is set. To reenable such traps, software must clear PEF and unfreeze BEAR by executing \texttt{ld.c bear, rdest}.

BS (bus or parity error trap in supervisor mode) is set by the i860 XP microprocessor when a parity error occurs while the processor is in supervisor mode. The operating system can use this bit to decide, for example, whether to abort the process (user mode) or reboot the system (supervisor mode).

10.7 BUS ERROR TRAP

When external hardware asserts the BERR pin, the processor sets BEF (bus error flag) and traps. Further BERR traps are masked as soon as BEF is set by hardware. To reenable such traps, software must clear BEF and unfreeze BEAR by executing \texttt{ld.c bear, rdest}.

BS (bus or parity error trap in supervisor mode) is set by the i860 XP microprocessor when a bus error occurs while the processor is in supervisor mode. The operating system can use this bit to decide, for example, whether to abort the process (user mode) or reboot the system (supervisor mode).

10.8 INTERRUPT TRAP

An interrupt is an event that is signaled from an external source. If the processor is executing with interrupts enabled (IM set in the \texttt{psr}), the processor sets the interrupt bit IN in the \texttt{psr} and generates an interrupt trap. Vectored interrupts are implemented by interrupt controllers and software.

10.9 RESET TRAP

When the i860 XP microprocessor is reset, execution begins in single-instruction mode at virtual address 0xFFFFFFFF00. This is the same address as for other traps. The reset trap can be distinguished from other traps by the fact that no \texttt{psr} trap bits are set.

Table 10-2 shows the initial settings of all registers and caches.

Software must ensure that control registers are properly initialized before performing operations that depend on the values of the registers. The \texttt{fir} must be initialized with a \texttt{ld.c fir, r0} instruction. The \texttt{bear} must be initialized with a \texttt{ld.c bear, r0} instruction.

Reset code must initialize the floating-point pipeline states and the KR, KI, and T registers to zero, using dummy pipelined instructions. Floating-point traps must be disabled to ensure that no spurious floating-point traps are generated.
Table 10-2. Register and Cache Values after Reset (80860XP)

<table>
<thead>
<tr>
<th>Registers</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer Registers</td>
<td>Undefined</td>
</tr>
<tr>
<td>Floating-Point Registers</td>
<td></td>
</tr>
<tr>
<td>psr</td>
<td>U, IM, BR, BW, FT, DAT, IAT, IN, IT = 0; others are undefined</td>
</tr>
<tr>
<td>epsr</td>
<td>IL, WP, PBM, BE, PT = 0; BEF, PEF = 1; Processor Type, Stepping Number, DCS, SO are read only; others are undefined</td>
</tr>
<tr>
<td>db</td>
<td>Undefined</td>
</tr>
<tr>
<td>dirbase</td>
<td>DPS, BL, LB, ATE = 0; others are undefined</td>
</tr>
<tr>
<td>fir</td>
<td>Undefined</td>
</tr>
<tr>
<td>fsr</td>
<td>Undefined</td>
</tr>
<tr>
<td>bear</td>
<td>Undefined</td>
</tr>
<tr>
<td>p3–p0</td>
<td>Undefined</td>
</tr>
<tr>
<td>ccr</td>
<td>CO, DO = 0; others are undefined</td>
</tr>
<tr>
<td>KR, KI, T, MERGE</td>
<td>Undefined</td>
</tr>
<tr>
<td>NEWCURR</td>
<td>InLoop, Nested, Detached = 0</td>
</tr>
<tr>
<td>STATUS</td>
<td>Undefined</td>
</tr>
</tbody>
</table>

Caches

<table>
<thead>
<tr>
<th>Caches</th>
<th>Initial Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction Cache</td>
<td>All entries invalid</td>
</tr>
<tr>
<td>Data Cache</td>
<td>All entries invalid</td>
</tr>
<tr>
<td>TLB</td>
<td>All entries invalid</td>
</tr>
</tbody>
</table>

After a RESET the i860 XP microprocessor starts execution at supervisor level (U = 0). Before branching to the first user-level instruction, the RESET trap handler or subsequent initialization code has to set PU and a trap bit so that an indirect branch instruction will copy PU to U, thereby changing to user level. (Refer to the bri instruction in Chapter 7.)

10.10 PIPELINE PREEMPTION

Each of the four pipelines (adder, multiplier, load, graphics) contains state information. The pipeline state must be saved when a process is preempted or when a trap handler performs pipelined operations using the same pipeline. The state must be restored when resuming the interrupted code.

10.10.1 Floating-Point Pipelines

The floating-point pipeline state consists of the following items:

1. The current contents of the floating-point status register fsr (including the third-stage result status).

2. Unstored results from the first, second, and third stages. The number of stages that exist in the multiplier pipeline depends on the sizes of the operands that occupy the pipeline. The MRP bit of fsr helps determine how many stages are in the multiplier pipeline.
3. The result-status bits for the first two stages.


While the floating-point pipelines are being saved and restored, the FTE bit of the *fsr* must be temporarily cleared, so that no floating-point traps are triggered. FTE must be restored to its original value before returning from the trap handler.

**10.10.2 Load Pipeline**

The pipeline state for *pfld* instructions can be saved by performing three *pfld* instructions to a dummy address. Thus, the pipeline is advanced three stages, causing the last three real operands to be stored from the pipeline into registers that are then saved in some memory area. The size of each saved value is indicated by the values of the LRP0 and LRP1 bits of the *fsr*. Note that, when changing between big and little endian modes, the load pipeline must be saved before changing the BE bit.

The load pipeline can be restored performing three *pfld* instructions using the memory addresses of the saved values. The pipeline will then contain the same three values it held before the preemption.

**10.10.3 Graphics Pipeline**

The graphics pipeline has only one stage. To flush the pipeline, execute a *pfiadd fo, fo, fdest*. The only other state information for the graphics unit resides in the PM bits of *psr*, the IRP bit of the *fsr*, and in the MERGE register. Store the MERGE register with a *form* instruction. Restore the MERGE register by using *faddz* instructions.

**10.10.4 Using PI and PT Bits**

The PI and PT bits are provided to help the trap handler avoid unnecessarily saving and restoring the pipelines.

Trap handlers that use PI or PT must initially examine *fsr*. If a pending trap exists—that is, if the FTE (floating-point trap enable) bit is set and any of the floating-point exception bits (AI, AO, AU, MI, MO, MU) is active—the trap handler must save the pipelines. The i860 XP microprocessor may set an *fsr* exception bit before the floating-point trap is reported, and this pending trap relies on information in the pipeline. For example, an external interrupt might invoke the trap handler between the scalar floating-point instruction that produces an overflow and the next floating-point operation—the one that would cause a branch to the trap handler for the floating-point trap.
If no pending trap exists, the handler can follow either of the following two methods:

- **Using both PI and PT:** Upon invocation for any reason, the trap handler saves the state of PI and PT (in epsr), but does not save the pipes. If PI is found set (which means that the interrupted code needs the state information currently in the floating-point pipelines), the handler sets PT and clears PI (with the stc instruction), then continues with trap processing. If the pipes are used during trap handling (even by a scalar instruction), a trap will be generated with IT and PI set by hardware. The trap handler may then check PI and PT, and if both are set, clear PT, PI, and IT; save the pipes, set an indication that they were saved; and restart execution from the instruction that caused the trap. At the end of trap handling, the trap handler restores the pipes if they were saved, and restores PI and PT to their values before the trap. This method, which avoids saving and restoring the pipes, assumes that most trap handling sequences do not alter the pipes, and that therefore a trap for PT = 1 will not happen very often.

- **Using only PI:** Another approach is to leave PT = 0, using only the PI bit, which the processor sets each time a pipelined instruction or pfld is executed. The trap handler saves PI, saves the pipes if PI is set, sets an indication that they were saved, and clears PI. At the end of trap handling, the trap handler restores the pipes if they were saved, and restores PI to its value before the trap. With this method, the pipes are sometimes saved and restored unnecessarily if the trap handler code does not use the pipes. This method is advised when it is known that the trap handler uses the pipes.
CHAPTER 11
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This chapter defines compiler and assembly language conventions for the use of certain aspects of the i860 architecture. These standards must be followed to guarantee that compilers, applications programs, and operating systems written by different people and organizations will work together. The conventions here implement the proposed application binary interface (ABI) as defined in the Intel i860™ Architecture ABI Supplement and the Unix System V Interface Definition, Issue 3.

11.1 REGISTER ASSIGNMENT

Table 11-1 defines the standard for register allocation. Figure 11-1 presents the same information graphically.

NOTE

The dividing point between locals and parameters in the floating-point registers is now set at 8. Some earlier software (prior to the Intel i860™ Architecture ABI Supplement) used a dividing point at 16.

11.1.1 Integer Registers

Up to 12 integral parameters (including pointers and characters) can be passed to subroutines in the integer registers. The first (leftmost) parameter is passed in r16; the rest

<table>
<thead>
<tr>
<th>Register</th>
<th>Purpose</th>
<th>Left Unchanged by a Subroutine?</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0</td>
<td>Always zero</td>
<td>Yes</td>
</tr>
<tr>
<td>r1</td>
<td>Return address</td>
<td>No</td>
</tr>
<tr>
<td>r2</td>
<td>Stack pointer</td>
<td>Yes</td>
</tr>
<tr>
<td>r3</td>
<td>Frame pointer</td>
<td>Yes</td>
</tr>
<tr>
<td>r4-r15</td>
<td>Local values</td>
<td>Yes</td>
</tr>
<tr>
<td>r16-r17</td>
<td>Return value</td>
<td>No</td>
</tr>
<tr>
<td>r16-r27</td>
<td>Parameters and temporaries</td>
<td>No</td>
</tr>
<tr>
<td>r28</td>
<td>Memory parameter pointer</td>
<td>No</td>
</tr>
<tr>
<td>r29</td>
<td>Environment pointer</td>
<td>No</td>
</tr>
<tr>
<td>r28-r30</td>
<td>Temporaries</td>
<td>No</td>
</tr>
<tr>
<td>r31</td>
<td>Addressing temporary</td>
<td>No</td>
</tr>
<tr>
<td>f0-f1</td>
<td>Always zero</td>
<td>Yes</td>
</tr>
<tr>
<td>f2-f7</td>
<td>Local values</td>
<td>Yes</td>
</tr>
<tr>
<td>f8-f15</td>
<td>Return value</td>
<td>No</td>
</tr>
<tr>
<td>f8-f15</td>
<td>Parameters and temporaries</td>
<td>No</td>
</tr>
<tr>
<td>f16-f31</td>
<td>Temporaries</td>
<td>No</td>
</tr>
</tbody>
</table>

NOTE:
1. The stack pointer is normally kept unchanged across a subroutine call. However, some subroutines may allocate stack space and return with a different value in r2.
in successively higher-numbered registers. If fewer parameters are required than the number of parameter registers available, the remaining registers can be used for temporary variables. If there are more integral parameters than will fit in the integer parameter registers, the remaining integral parameters are placed in a memory area, properly aligned, in their proper order, and possibly interspersed with other nonintegral parameters.

Registers r16 and r17 are both parameter registers and return value registers. If a subroutine has an integral return value, it loads the return value into r16 before returning control to the caller. Register r17 is used for return values that require more than one register. Sixty-four-bit integer values are returned in floating-point registers.

Register r1 is the return-address register, because the call and calli instructions store the return address in it. Subroutines must therefore use the value in r1 to return to the caller. If a subroutine saves r1, it may then use it as a temporary until it returns.
A separate addressing temporary register (r31) is allocated for construction of 32-bit address temporaries by assemblers. Assemblers may use r31 by default to construct 32-bit addresses from 16-bit literals.

11.1.2 Floating-Point Registers

Floating-point and 64-bit integer values in the floating-point registers must use f8–f15 when passed by value if space permits. The leftmost such parameter is passed in f8 or f8–f9; the rest in successively higher-numbered registers. Single-precision parameters use one register; double-precision parameters use two properly aligned registers.

The first floating-point parameter is placed in the register pair f8 and f9, if it is double precision, or in register f8, if it is single precision. The second floating-point parameter, if it is double-precision, is placed in the register pair f10 and f11, regardless of the type of the first floating-point parameter. If the second floating-point parameter is single precision, it is placed in register f9 if the first floating-point parameter is single precision, or in register f10 if the first floating-point parameter is double precision. When single- and double-precision parameters are interspersed, it is possible for some floating-point parameter registers to remain unused in order to preserve alignment. This argument-to-register mapping does not change even if two floating-point arguments are separated by integral or aggregate arguments.

If there are more floating-point parameters than will fit in the floating-point parameter registers, the remaining parameters are placed in a memory area, properly aligned, in their proper order, and possibly interspersed with other non-floating-point parameters. The last (rightmost) parameter is at the highest stack address (i.e., it is pushed first using a grow-down stack).

11.1.3 Passing Structure Parameters in Memory

When passed by value, structure parameters are always placed in a memory area. The minimum alignment for a structure parameter passed in memory is 16 bits, even if the natural alignment requirement for the parameter is less.

11.1.4 Memory Parameter Area

When parameters are placed in memory, either because there are more parameters than fit in the allocated registers or because there are structure parameters, register r28 is set to point to this area in memory by the caller. The memory parameter area must be properly aligned to preserve data alignment for the parameters within it. The minimum alignment for the area is 16 bits, even if the natural alignment of its parameters is less. Within the called procedure, register r28 a local scratch register, which is not preserved for the caller.
11.1.5 Environment Pointer

For block-structured languages that allow up-level data references or for other languages or implementations that require that an environment be established, an environment pointer is placed in register \( r_{29} \) before the call. Within the called procedure, this is a local scratch register, which is not preserved for the caller.

11.1.6 Variable Length Parameter Lists

Parameter passing in registers can handle a variable number of parameters. The C language uses a special method to access variable-count parameters. The `stdarg.h` and `varargs.h` files define several functions to get at these parameters in a way that is independent of stack growth direction and of whether parameters are passed in registers or on the stack. A C subroutine with variable parameters must use the `va_start` macro to set up a data structure before the parameters can be used. The `va_arg` macro must be used to access successive parameters.

11.1.7 Returning Structures

If a called procedure returns a structure, the caller provides space for the return value and places the address of this space in \( r_{16} \) before the `call` instruction is executed. Having the caller supply the return object’s space allows reentrancy. The space provided by the caller must be aligned properly for the type of structure being returned.

11.2 DATA ALIGNMENT

Compilers and assemblers must do their best to keep data aligned. It is acceptable to have holes in data structures to keep all items aligned. In some cases (e.g., FORTRAN programs with overlaid data), it is necessary to have misaligned data. A run-time trap handler can be provided to handle misaligned data; however, such data imposes a performance penalty on the application. If a compiler must reference data that is known to be misaligned, the compiler should generate separate instructions to access the data in smaller units that will not generate misaligned-data traps. Accessing 16-bit misaligned data requires two byte loads plus a shift. Storing to 32-bit misaligned data may require four byte stores and three shifts. The code example in Example 11-1 is the recommended method for reading a misaligned 32-bit value whose address is in \( r_{8} \).

11.3 IMPLEMENTING A STACK

In general, compilers or programmers have to maintain a software stack. Register \( r_{2} \) (called `sp` in assembly language) is the suggested stack pointer. Register \( r_{2} \) is set by the operating system for the application when the program is started. The stack must be a grow-down stack, so as to be compatible with that of the Intel386 and Intel486 architecture. If a subroutine call requires placing parameters on the stack, then the caller is
andnot 3, r8, r9 // Get address aligned on 4-byte boundary
ld.l 0(r9), r10 // Get low 32-bit value
ld.r 4(r9), r11 // Get high 32-bit value
and 3, r8, r9 // Get byte offset in 8-byte field
shl 3, r8, r9 // Convert to bit offset
shr r9, r0, r0 // Set shift count
shrd r11, r10, r9 // Put 32-bit value into R9

// If the misalignment offset (m) is known in advance, this code can be
// optimized. Assume r8 points to next aligned address less than
// address of misaligned field.
ld.l 0(r8), r10 // Get low value
ld.l 4(r8), r11 // Get high value
shr m*8, r0, r0 // Set shift count
shrd r11, r10, r9 // Put 32-bit value into R9

Example 11-1. Reading Misaligned 32-Bit Value

responsible for adjusting the stack pointer upon return. The caller must also allocate
space on the stack for the overflow parameters (i.e., parameters that exceed the capacity
of the registers reserved for passing parameters) and store them there before the call
operation.

A separate frame pointer is used to allow calls to subroutines that change the stack
pointer to allocate space on the stack at run-time (e.g., alloca and va_start). Some lan-
guages may also return values from a subroutine allocated on stack space below the
original top-of-stack pointer. Such a subroutine prevents the caller from using sp-relative
addressing to access values on the stack. If the compiler knows that it does not call
subroutines that leave sp in an altered state when they return, then no frame pointer is
necessary.

The stack must be kept aligned on 16-byte boundaries to keep data arrays aligned. Each
subroutine must use stack space in multiples of 16 bytes. The frame pointer r3 (called fp
in assembly language) must at all times point to a 16-byte boundary.

Figure 11-2 shows the stack-frame format. A fixed format is necessary to allow stack-
frame analysis by a low-level debugger or multiple-level stack-frame unwinding.

11.3.1 Stack Entry and Exit Code

Example 11-2 shows the recommended entry and exit code sequences. The stack pointer
is restored to the value it had on entry into the subroutine. Assuming the subroutine
needs to call another subroutine, it must save the frame pointer and its return address. It
probably also needs to save some of its internal values across that call to another sub-
routine; therefore, the example saves one local register into the stack frame and subse-
quently reloads it.
Languages such as Pascal that need to maintain activation records on the stack can put them below the frame pointer in the program-specific area. The frame pointer is optional. All stack references can be made relative to \( sp \). The code example in Example 11-3 shows the recommended entry and exit sequences when no frame pointer is required.

A lowest-level subroutine need not perform any stack accesses if it can run completely from the temporary registers. No entry/exit code is required by such a subroutine.
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// Subroutine entry
addu Locals, sp, sp // Allocate space for local variables
// Locals must be a multiple of lb

// Subroutine exit
bri rl // Return to caller after next instruc
addu Locals, sp, sp // Restore stack pointer

Example 11-3. Subroutine Entry and Exit without Frame Pointer

11.3.2 Dynamic Memory Allocation on the Stack

Consider a function alloca that allocates space on the stack and returns a pointer to the space. The allocated space is lost when the caller returns. The function alloca could be implemented as shown in Example 11-4. For any function calling alloca, a separate stack pointer and frame pointer are required.

11.4 MEMORY ORGANIZATION

Every code section should begin with a nop instruction so that the trap handler can always examine the instruction at fir - 4 even in case a trap occurs on the first instruction of a section.

The memory-mapped I/O devices should also be placed in the upper operating-system data space. The paging hardware allows logical addresses to be different from their corresponding physical addresses. The I/O device logical address area may be located anywhere convenient.

11.5 INPUT/OUTPUT SPACE (80860XP ONLY)

The i860 XP microprocessor provides a four-Gbyte I/O space, which programs access via the ldio and stio instructions. The processor distinguishes cycles generated by the I/O instructions from memory accesses by driving the M/IO# output pin low. Generally, using a separate I/O space yields a simpler system design, because I/O mapped devices can have simpler address decoders. However, the choice between a separate I/O space and memory-mapped I/O may be dictated by existing software or by the need to interface with existing memory-mapped devices or with other processors in the same system.

Example 11-4. Possible Implementation of alloca

alloca::  // rlb has size requested
    adds 15, rlb, rlb // Round size to 0 mod lb
    andnot 15, rlb, rlb //
    subs sp, rlb, sp // Adjust stack downwards
    bri rl // Return to caller after next instruc
    mov sp, rlb // Set return value to allocated space
Other factors that programmers should consider in the use of the processor’s I/O features include:

1. Protection.
   - The `ldio` and `stio` instructions are privileged; they can only be executed at supervisor level. (At user level they are treated as no-ops.)
   - Protection of memory-mapped I/O is under software control. Through page table allocation, I/O addresses may be reserved for the operating system or may be given selectively to user-level programs.

2. Address Translation.
   - The address operand of `ldio` and `stio` instructions is a physical I/O address. It is not translated by page tables.
   - The addresses of memory-mapped I/O operations are translated. This is advantageous if user-level programs are given access to I/O addresses. The physical addresses can be changed without affecting the user-level programs.

3. Cacheability.
   - The memory-mapped I/O space must be noncacheable so that all accesses to that space are seen by the devices and so that the possibility of write reordering is eliminated. Software can make the space noncacheable by setting the CD (cache disable) bit of page tables. External hardware can make the space noncacheable by deasserting the KEN# signal for cycles that access I/O addresses.
   - The processor never caches nor searches the data cache for the operands of I/O instructions.

4. Reserved I/O Addresses.
   - I/O addresses 0xF8–0xFF are reserved in the x86 family of architectures. Programs should avoid using these addresses so as not to interfere with other processors that might be in the same system.
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12.1 SMALL INTEGERS

The 32-bit arithmetic instructions can be used to implement arithmetic on 8- or 16-bit ordinals and integers. The integer load instruction places 8- or 16-bit values in the low-order end of a 32-bit register and propagates the sign bit through the high-order bits of the register.

Occasionally, it is necessary to sign extend 8- or 16-bit integers that are generated internally, not loaded from memory. Example 12-1 shows how.

```
// SIGN-EXTEND 8-BIT INTEGER TO 32 BITS
// Assume the operand is already in r1b
shl 24, r1b, r1b // left-justify
shra 24, r1b, r1b // right-justify all but sign bit
```

**Example 12-1. Sign Extension**

Example 12-2 shows how to load a small unsigned integer, converting the sign-extended form created by the load instruction to a zero-extended form.

```
// LOADING OF 8-BIT UNSIGNED INTEGERS
// Assume the address is already in r19

// Load the operand (sign-extended) into r20
ld.b 0(r19), r20

// Mask out the high-order bits
and 0x000000FF, r20, r20
```

**Example 12-2. Loading Small Unsigned Integers**
12.2 SINGLE-PRECISION DIVIDE

Example 12-3 computes \( Z = \frac{X}{Y} \) for single-precision variables. The algorithm begins by using the reciprocal instruction `frcp` to obtain an initial guess for the value of \( \frac{1}{Y} \). The `frcp` instruction gives a result that can differ from the true value of \( \frac{1}{Y} \) by as much as \( 2^{-8} \). The algorithm then continues to make guesses based on the prior guess, refining each guess until the desired accuracy is achieved. Let \( G \) represent a guess, and let \( E \) represent the error, i.e., the difference between \( G \) and the true value of \( \frac{1}{Y} \). For each guess ...

\[
G_{\text{new}} = G_{\text{old}}(2 - G_{\text{old}} \times Y).
\]

\[
E_{\text{new}} = 2(E_{\text{old}})^2.
\]

This algorithm is optimized for high performance and does not produce results that are rounded according to the IEEE standard. Worst case error is about two least-significant bits.

12.3 DOUBLE-PRECISION DIVIDE

Example 12-4 computes \( Z = \frac{X}{Y} \) for double-precision variables. The algorithm is similar to that shown previously for single-precision divide. For double-precision divide, one more iteration is needed to achieve the required accuracy.

This algorithm is optimized for high performance and does not produce results that are rounded according to the IEEE standard. Worst case error is about two least-significant bits.

```
// SINGLE-PRECISION DIVIDE

// The dividend X is in f6
// The divisor Y is in f2
// The result Z is left in f3
// f5 contains single-precision floating-point 2.

frcp.ss f2, f3       // first guess has 2**-8 error
fmul.ss f2, f3, f4   // guess * divisor
fsub.ss f5, f4, f4    // 2 - guess * divisor
fmul.ss f3, f4, f3    // second guess has 2**-15 error
fmul.ss f2, f3, f4    // avoid using f3 as src1
fsub.ss f5, f4, f4    // 2 - guess * divisor
fmul.ss f3, f4, f5    // second guess * dividend
fmul.ss f4, f5, f3    // result = second guess * dividend
```

Example 12-3. Single-Precision Divide
PROGRAMMING EXAMPLES

/// DOUBLE-PRECISION DIVIDE
/// The dividend X is in f2
/// The divisor Y is in f4
/// The result Z is left in f8

frcp.dd f4, fb // first guess has 2**-8 error
fmul.dd f4, fb, f8 // guess * divisor
fld.d dbltwo, f10 // load double-precision floating 2
// The fld.d is free. It completely overlaps the preceding fmul.dd
fsub.dd f10, f8, f8 // 2 - guess * divisor
fmul.dd fb, f8, fb // second guess has 2**-15 error
fmul.dd f4, fb, f8 // avoid using fb as src1
fsub.dd f10, f8, f8 // 2 - guess * divisor
fmul.dd fb, f8, fb // third guess has 2**-29 error
fmul.dd f4, fb, f8 // avoid using fb as src1
fsub.dd f10, f8, f8 // 2 - guess * divisor
fmul.dd fb, f2, fb // guess * dividend
fmul.dd f8, fb, f8 // result = third guess * dividend

Example 12-4. Double-Precision Divide

/// INTEGER MULTIPLY
/// The multiplier is in r4
/// The multiplicand is in r5
/// The product is left in rb
/// The registers f2, f4, and fb are used as temporaries.

ixfr r4, f2
ixfr r5, f4
// Two core instructions can be inserted here without penalty.
fmul.dd f4, f2, fb
// Four core instructions can be inserted here without penalty.
fxfr fb, rb
// One core instruction can be inserted here without penalty.

Example 12-5. Integer Multiply

12.4 INTEGER MULTIPLY

A 32-bit integer multiply is implemented in Example 12-5 by transferring the operands to floating-point registers and using the fmul instruction. If the result is referenced in the next instruction, eleven clocks are required. Seven clocks can be overlapped with other operations.
12.5 CONVERSION FROM SIGNED INTEGER TO DOUBLE

The strategy used in Example 12-6 is to use the bits of the integer to construct a value in double-precision format. The double-precision value constructed contains two biases:

- **BC**: A bias that compensates for the fact that the signed integer is stored in two's complement format. The value of this bias is $2^{31}$.
- **BN**: A bias that produces a normalized number, so that the algorithm does not cause a floating-point exception. The value of this bias is $2^{52}$.

If the desired value is $x$, then the constructed value is $x + BC + BN$. By later subtracting $BC + BN$, the value $x$ is left in double precision format, properly normalized by the processor. The value of $BC + BN$ is $2^{52} + 2^{31}$ ($0x4330_0000_8000_0000$).

The conversion requires 7 clocks if the result is referenced in the next instruction. Three clocks can be overlapped with other operations. If a single-precision result is required, add an `famov.ds` instruction at the end.

12.6 SIGNED INTEGER DIVIDE

Example 12-7 combines the techniques of Section 12.3 and 12.5.

12.7 STRING COPY

Example 12-8 shows how to avoid the freeze condition that might occur when using a load in a tight loop such as that commonly used for copying strings. A performance penalty is incurred if the destination of a load is referenced in the next instruction. In order to avoid this condition, Example 12-8 juggles characters of the string between two registers.

```assembly
// CONVERT SIGNED INTEGER TO DOUBLE
// The integer is in r4
// The double-precision floating-point result is left in f7:f6
// The register f5:f4 contains BN+BC
xorrh 0x8000, r4, r4 // Complement sign bit (equivalent to adding BC).
ixfr r4, f6 // Construct low half.
fmov.ss f5, f7 // Set exponent in high half (includes BN)
// One instruction can be inserted here without penalty.
fsub.dd f6, f4, f6 // (x + BN + BC) - (BN + BC) = x
// Two core instructions can be inserted here without penalty.
```

Example 12-6. Signed Integer to Double Conversion
// SIGNED INTEGER DIVIDE
// The denominator is in r4
// The numerator is in r5
// The quotient is left in rb
// The remainder is left in r7
// The registers f2 through f11 are used as temporaries.
// Convert Denominator and Numerator
fld.d two52two31, fb  // load constant 2**52 + 2**31
xorh 0x5000, r4, r19  //
xfr r19, f4  //
fmov.ss f7, f5  //
xfr 0x5000, r5, r20  //
fsud.dd f4, fb, f4  //
xfr r20, f2  //
fmov.ss f7, f3  //
fsud.dd f2, fb, f2  //
// Do Floating-Point Divide
fld.d dbltwo, f10  // load floating-point two
frp.dd f4, fb  // first guess has 2**-8 error
fmul.dd f4, fb, f8  // guess * divisor
fsud.dd f10, f8, f8  // 2 - guess * divisor
fmul.dd f8, f6, f6  // second guess has 2**-15 error
fmud.dd f4, f6, f8  // avoid using f6 as src1
fsud.dd f10, f8, f8  // 2 - guess * divisor
fmul.dd f8, f6, f6  // third guess has 2**-29 error
fmud.dd f4, f6, f8  // avoid using f6 as src1
fsud.dd f10, f8, f8  // 2 - guess * divisor
fmul.dd f8, f2, f6  // guess * dividend
fmul.dd f8, f6, f8  // result = third guess * dividend
// Convert Quotient to Integer
fld.d onepluseps, f10  // load value 1 + 2**-40
fmul.dd f8, f10, f8  // force quotient to be bigger than integer
xfr r5, f10  // get denominator for remainder computation
ftrunc.dd f8, f8  // convert to integer
// Compute Remainder (optional)
fmulw.dd f10, f8, f10  // quotient * denominator
fxfr f10, r5  // transfer quotient
subs r5, r4, r7  // remainder = numerator - quotient *
denominator

Example 12-7. Signed Integer Divide

12.8 FLOATING-POINT PIPELINE

Most instruction sequences that use pipelined instructions can be divided into three phases:

Priming  Filling a pipeline with known intermediate results while disposing of previous pipeline contents.
PROGRAMMING EXAMPLES

// STRING COPY
// Assumptions:
// Source address alignment unknown
// Destination address alignment unknown
// End of string indicated by NUL
// r17 - address of source string
// rlb - address of destination string

copy_string::
  ld.b 0(r17), r2b    // Load one character
  bte 0, r2b, done    // Test for NUL character
  adds 1, r17, r17    // Bump pointer to source string
  ld.b 0(r17), r27    // Load one more character
  subs r17, rl1, r18  // Use constant offset to avoid
                      // incrementing two indexes
  st.b  
  adds or, bnc, t     // If not NUL, branch after loading
  ld.b r18(r1b), r27  // next character. r18(r1b) = 0(r17)
  done::
  bri r1               // Return after storing
  st.b r2b, 0(r1b)     // the NUL character, too

Example 12-8. String Copy

Continuous Operation Receiving expected results with the initiation of each new pipelined instruction.

Draining Retrieving the results that remain in the pipeline after the pipelined instruction sequence has terminated.

Example 12-9 shows one strategy for using the floating-point adder, which has a three-stage pipeline. This example assumes that the prior contents of the adder's pipeline are unimportant, and discards them by specifying register f0 as the destination of the first three instructions. After performing the intended calculations, it drains the pipeline by executing three dummy addition instructions with f0 (which always contains zero) as the operands.

12.9 PIPELINING OF DUAL-OPERATION INSTRUCTIONS

When using dual-operation instructions (all of which are pipelined), code that primes and drains the pipelines must take into account both the adder and multiplier pipelines. Example 12-10 illustrates pipeline usage for a simple single-precision matrix operation: the dot product of a 1x8 row matrix A with an 8x1 column matrix B. For the purpose of
// PIPELINED FLOATING-POINT ADD

// Calculates f10 = f4 + f5, f11 = f6 + f7
// f12 = f8 + f9, f13 = f5 + f6
// Assume f4 = 1.0, f5 = 2.0, f6 = 3.0
// f7 = 4.0, f8 = 5.0, f9 = 6.0

<table>
<thead>
<tr>
<th>Stage</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priming phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfadd.ss f4, f5, f0</td>
<td>1+2</td>
<td>??</td>
<td>??</td>
<td>Discard</td>
</tr>
<tr>
<td>pfadd.ss f6, f7, f0</td>
<td>3+4</td>
<td>1+2</td>
<td>??</td>
<td>Discard</td>
</tr>
<tr>
<td>pfadd.ss f8, f9, f0</td>
<td>5+6</td>
<td>3+4</td>
<td>3</td>
<td>Discard</td>
</tr>
</tbody>
</table>

// Continuous operation phase
pfadd.ss f5, f6, f10 // 2+3 5+6 7 f10= 3

// For longer pipelined sequences, include more instructions here

// Draining phase
pfadd.ss f0, f0, f11 // 0+0 2+3 11 f11= ?
pfadd.ss f0, f0, f12 // 0+0 0+0 5 f12=11
pfadd.ss f0, f0, f13 // 0+0 0+0 0 f13= 5

Example 12-9. Pipelined Add

tracking values through the pipelines, assume that the actual matrices to be multiplied have the following values:

A = [1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0, 8.0]  \[ A = \begin{bmatrix} 8.0 \\ 7.0 \\ 6.0 \\ 5.0 \\ 4.0 \\ 3.0 \\ 2.0 \\ 1.0 \end{bmatrix} \]

B =

Assume further that the two matrices are already loaded into registers thus:

A:  
- f4 = 1.0
- f5 = 2.0
- f6 = 3.0
- f7 = 4.0
- f8 = 5.0
- f9 = 6.0
- f10 = 7.0
- f11 = 8.0

B:  
- f12 = 8.0
- f13 = 7.0
- f14 = 6.0
- f15 = 5.0
- f16 = 4.0
- f17 = 3.0
- f18 = 2.0
- f19 = 1.0
The calculation to perform is $1.0 \times 8.0 + 2.0 \times 7.0 + \ldots + 8.0 \times 1.0$ — a series of multiplications followed by additions. The dual-operation instructions are designed precisely to execute this type of calculation efficiently by using the adder and multiplier in parallel. At the heart of Example 12-10 is the dual-operation instruction `m12apm`, which multiplies its operands and adds the multiplier result to the result of the adder.

The priming phase is somewhat different in Example 12-10 than in Example 12-9. Because the result of the adder is fed back into the adder, it is not possible to simply ignore the prior contents of the adder pipeline; and because the result of the multiplier is automatically fed into the adder, it is important to consider the effect of the multiplier on the adder pipeline as well. This example waits until unknown results have been drained from the multiplier pipeline, then puts zeros in all stages of the adder pipeline.

Because the adder pipeline has three stages, the draining phase produces three partial results that must be added together.

---

<table>
<thead>
<tr>
<th>// PIPELINED DUAL-OPERATION INSTRUCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>//</td>
</tr>
<tr>
<td>// Priming phase</td>
</tr>
</tbody>
</table>
12.10 PIPELINING OF DOUBLE-PRECISION DUAL OPERATIONS

Example 12-11 illustrates how pipeline usage for double-precision differs from the single-precision Example 12-10. Example 12-11 performs the dot product of a 1×6 row matrix $A$ with a 6×1 column matrix $B$. For the purpose of tracking values through the pipelines, assume that the actual matrices to be multiplied have the following values:

$$
A = [1.0, 2.0, 3.0, 4.0, 5.0, 6.0], \quad B = \begin{bmatrix} 6.0 \\ 5.0 \\ 4.0 \\ 3.0 \\ 2.0 \\ 1.0 \end{bmatrix}
$$

Assume further that the two matrices are already loaded into registers thus:

**A:**
- $f5:f4 = 1.0$
- $f7:f6 = 2.0$
- $f9:f8 = 3.0$
- $f11:f10 = 4.0$
- $f13:f12 = 5.0$
- $f15:f14 = 6.0$

**B:**
- $f17:f16 = 6.0$
- $f19:f18 = 5.0$
- $f21:f20 = 4.0$
- $f23:f22 = 3.0$
- $f25:f24 = 2.0$
- $f27:f26 = 1.0$

Example 12-11 differs from Example 12-10 in that, with double precision, the multiplier pipeline has only two stages; therefore, the priming and draining phases use fewer instructions.

12.11 DUAL INSTRUCTION MODE

The previous Example 12-9 and Example 12-10 showed how i860 microprocessors can deliver up to two floating-point results per clock by using the pipelining and parallelism of the adder and multiplier units. These examples, however, assume that the data is already loaded in registers. Example 12-12 goes one step further and shows how to maintain the high throughput of the floating-point unit while simultaneously loading the data from main memory and controlling the logical flow.

The problem is to sum the single-precision elements of an arbitrarily long vector. The procedure uses dual-instruction mode to overlap loading, decision making, and branching with the basic pipelined floating-point add instruction `pfadd.ss`. To make obvious the pairing of core and floating-point instructions in dual-instruction mode, the listing in Example 12-12 shows the core instruction of a dual-mode pair indented with respect to the corresponding floating-point instruction.

Elements are loaded two at a time into alternating pairs of registers: one time at loop1 into $f20$ and $f21$, the next time at loop2 into $f22$ and $f23$. Performance would be slightly degraded if the destination of a `fld.d` were referenced as a source operand in the next
## Example 12-11. Pipelined Double-Precision Dual Operation

two instructions. The strategy of alternating registers avoids this situation and maintains maximum performance. Some extra logic is needed at sumup to account for an odd number of elements.

### 12.12 Cache Strategies for Matrix Dot Product

Calculations that use (and reuse) massive amounts of data may achieve significantly less than optimum performance unless their memory access demands are carefully taken into consideration during algorithm design. The prior Example 12-12 easily executes at near the theoretical maximum speed of the processor because it does not make heavy demands on the memory subsystem. This section considers a more demanding calculation, the dot product of two matrices, and analyzes two memory access strategies as they apply to this calculation.

The product of matrix $A = A_{ij}$ of dimension $L \times M$ with matrix $B = B_{ij}$ of dimension $M \times N$ is the matrix $C = C_{ij}$ of dimension $L \times N$, where ...

$$C_{ij} = A_{i1}B_{1j} + A_{i2}B_{2j} + \ldots + A_{iM}B_{Mj} \quad (\text{for } 1 \leq i \leq L, \ 1 \leq j \leq N)$$

---

```plaintext
// PIPELINED DUAL-OPERATION INSTRUCTION -- DOUBLE PRECISION

<table>
<thead>
<tr>
<th></th>
<th>Multiplier Stages</th>
<th>Adder Stages</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Result</td>
</tr>
</tbody>
</table>

// Priming phase
m12apm-dd f4, f1b, f0 // 1*b ?? ?? ?? ?? Discard
m12apm-dd f6, f18, f0 // 2*5 1*b ?? ?? ?? ?? Discard
pfadd.dd f0, f0, f0 // Result ?? ?? ?? ?? Discard
pfadd.dd f0, f0, f0 // ?? ?? ?? ?? Discard
pfadd.dd f0, f0, f0 // ?? ?? ?? ?? Discard

// Continuous operation phase
m12apm-dd f8, f20, f0 // 3*4 2*5 6+0 0 0 Discard
m12apm-dd f10, f22, f0 // 4*3 3*4 10+0 6+0 0 Discard
m12apm-dd f12, f24, f0 // 5*2 4*3 12+0 10+0 6 Discard
m12apm-dd f14, f26, f0 // 6*1 5*2 12+6 12+0 10 Discard

// For larger vectors, include more instructions here

// Draining phase
m12apm-dd f0, f0, f0 // 0*0 6*1 10+10 12+6 12 Discard
m12apm-dd f0, f0, f0 // 0*0 0*0 6+12 10+10 16 Discard

// Three partial sums are now in the adder pipeline.
pfadd.dd f0, f0, f28 // 0 6+12 20 f28 = 18
pfadd.dd f28, f30, f30 // 18+20 0 18 f30 = 20
pfadd.dd f0, f0, f28 // 0 18+20 0 f28 = 18
pfadd.dd f0, f0, f0 // 0 0 36 Discard
pfadd.dd f0, f0, f30 // 0 0 0 f30 = 38
fadd.dd f28, f30, f30 // f30 = 56
```
// SINGLE-PRECISION VECTOR SUM
// input: r16 - vector address, r17 - vector size (must be > 5)
// output: f16 - sum of vector elements
fld.d r0(r16), f20  // Load first two elements
mov -2, r21  // Loop decrement for bla
    // Initiate entry into dual-instruction mode
d.pfadd.ss f0, f0, f0  // Clear adder pipe (1)
adds -6, r17, r17  // Decrement size by 6
    // Enter into dual-instruction mode
d.pfadd.ss f0, f0, f0  // Clear adder pipe (2)
bla r21, r17, L1  // Initialize LCC
d.pfadd.ss f0, f0, f0  // Clear adder pipe (3)
    // If we reach this point, at least one element remains to be loaded.
    // r17 is either -4 or -3.
    // f20, f21, f22, and f23 still contain vector elements.
    // Add f20 and f22 to the pipeline, too.
d.pfadd.ss f20, f30, f30
    // Exit loop after adding
br S  // Exit loop after adding
    // If we reach this point, at least one element remains to be loaded.
    // r17 is either -4 or -3.
    // f20, f21, f22, and f23 still contain vector elements.
    // Add f20 and f21 to the pipeline, too.
d.pfadd.ss f20, f30, f30
    // Exit loop after adding
nop
L2::
    // If we reach this point, at least one element remains to be loaded.
    // r17 is either -4 or -3.
    // f20, f21, f22, and f23 still contain vector elements.
    // Add f20 and f21 to the pipeline, too.
d.pfadd.ss f20, f30, f30
    // Exit loop after adding
nop
S::  // Initiate exit from dual mode
pfadd.ss f22, f30, f30  // Still in dual mode
mov -4, r21
pfadd.ss f23, f31, f31  // Last dual-mode pair
bte r21, r17, DONE  // If there is one more
fld.l &r16++, f20  // element, load it and
pfadd.ss f20, f30, f30  // add to pipeline
    // Intermediate results are sitting in the adder pipeline.
    // Let A1:A2:A3 represent the current pipeline contents
DONE::
    // Let A1:A2:A3 represent the current pipeline contents
pfadd.ss f0, f0, f30  // 0:A1:A2 f30=A3
pfadd.ss f30, f31, f31  // A2+A3=0:A1 f31=A2
pfadd.ss f0, f0, f30  // 0:A2+A3=0 A3=0-A1
pfadd.ss f0, f0, f0  // 0:0:A2+A3
pfadd.ss f0, f0, f31  // 0:0:0 f31=A2+A3
fadd.ss f30, f31, f16  // f16 = A1+A2+A3

Example 12-12. Dual-Instruction Mode
The basic algorithm for calculation of a dot product appears in Example 12-10. To extend this algorithm to the current problem requires adding instructions to:

1. Load the entries of each matrix from memory at appropriate times.
2. Repeat the inner loop as many times as necessary to span matrices of arbitrary \( M \) dimension.
3. Repeat the entire algorithm \( L*N \) times to produce the \( L \times N \) product matrix.

Each of the Examples 12-13 and 12-14 accomplishes the above extensions through straightforward programming techniques. Each example uses dual-instruction mode to perform the loading and loop control operations in parallel with the basic floating-point calculations. The examples differ in their approaches to memory access and cache usage. To eliminate needless complexity, the examples require that the \( M \) dimension be a multiple of eight and that the \( B \) matrix be stored in memory by column instead of by row. Data is fetched 32 bytes beyond the higher-address end of both matrices. In real applications, programmers should ensure that no page protection faults occur due to these accesses.

- Example 12-13 depends solely on cached loads.
- Example 12-14 depends on a mix of cached and pipelined loads.

Example 12-13 uses the \( \text{fld} \) instruction for all loads, which places all elements of both matrices \( A \) and \( B \) in the cache. This approach is ideal for small matrices. Accesses to all elements (after the first access to each) retrieve elements from the cache at the rate of one per clock. Using \( \text{fld.q} \) instructions to retrieve four elements at a time, it is possible to overlap all data access as well as loop control with \( \text{m12apm} \) instructions in the inner loop.

Note, however, that Example 12-13 is “cache bound”; i.e., if the combined size of the two matrices is greater than that of the cache, cache misses will occur, degrading performance. The larger the matrices, the more the misses that will occur.

Example 12-14 uses \( \text{fld} \) for all the elements of each row of \( A \), and uses \( \text{pfld} \) to pass all columns of \( B \) against each row of \( A \). This example is less cache bound, because only rows of \( A \) are placed in the cache. More load instructions are required, because a \( \text{pfld} \) can load at most two single-precision operands. Still, with pipelined memory cycles, it remains possible to overlap the loading of the eight items from matrix \( A \), the eight items from matrix \( B \), and the loop control with the eight \( \text{m12apm} \) instructions in the inner loop.

The strategy of Example 12-14 is suitable for larger matrices than the strategy in Example 12-13 because, even in the extreme case where only one row of \( A \) fits in the cache, cache misses occur only the first time each row is processed. However, if dimension \( M \) is so great that not even one row of \( A \) fits entirely in the cache, cache misses will still occur. On the other side, for small matrices, Example 12-14 may not perform as well as Example 12-13, because, even when there is sufficient space in the cache for elements of matrix \( B \), Example 12-14 does not use it.
Example 12-13. Matrix Multiply, Cached Loads Only (1 of 2)
inner_loop:: // Process eight entries of row of A with eight of col of B
  d-m12apm.ss A5, B5, T1 //
  fld-q 0(Bp), B1 // Load 4 entries of B
  d-m12apm.ss A6, B6, T1 //
  adds 32, A, A // Bump pointer to A by 8 entries
  d-m12apm.ss A7, B7, T1 //
  adds 32, Bp, Bp // Bump pointer to B by 8 entries
  d-m12apm.ss A8, B8, T1 //
  fld-q 1b(Bp), B5 // Load 4 entries of B
  d-m12apm.ss A1, B1, T1 //
  fld-q 1b(A), A5 // Load 4 entries of A
  d-m12apm.ss A2, B2, T1 //
  nop //
  d-m12apm.ss A3, B3, T1 //
  bla DEC, RC, inner_loop // Loop until end of row/column
  d-m12apm.ss A4, B4, T2 //
  fld-q 0(A), A1 // Load 4 entries of A
  // End Inner Loop. End of row/column
  d-m12apm.ss f0, f0, T3 //
  subs A, SIZ, A // Set A pointer back to beginning of row
  d-m12apm.ss f0, f0, T1 //
  adds -8, M, RC // Reinitialize row/column counter
  d-m12apm.ss f0, f0, T2 //
  nop //
  d-pfadd.ss f0, f0, T3 //
  bla DEC, RC, inner_loop // Won’t branch; initializes LCC
  d-pfadd.ss f0, f0, T1 //
  fld-q 1b(A), A5 // Load 4 entries of A
  d-pfadd.ss f0, f0, T2 //
  fld-q 1b(Bp), B5 // Load 4 entries of B
  d-fadd.ss T1, T3, T3 //
  fld-q 0(A), A1 // Load 4 entries of A
  d-fadd.ss T2, T3, T3 //
  adds -1, Bc, Bc // Decrement column counter
  d-pfadd.ss f0, f0, f0 //
  fst-l T3, 4(C)++ // Store row/column product in C
  // Continue with next column of B?
  d-pfadd.ss f0, f0, f0 //
  bnc-t inner_loop // CC controlled by prior adds
  d-pfadd.ss f0, f0, f0 //
  nop //
  // Continue with next row of A?
  d-fnop //
  xor Ar, r0, r0 // Is row counter zero?
  d-fnop //
  bnc-t start_row // Taken if row counter not zero
  d-fnop //
  adds -1, Ar, Ar // Decrement row counter
  fnop // Initiate exit from dual mode
  nop //
  fnop // Last dual-mode pair
  nop // End
Example 12-14. Matrix Multiply, Cached and Pipelined Loads (1 of 2)
Example 12-14. Matrix Multiply, Cached and Pipelined Loads (2 of 2)
This series of examples are routines that might be used at the lowest level of a graphics software system to convert a machine-independent description of a 3-D image into values for the frame buffer of a color video display. Typically, higher-level graphics routines represent an object as a set of polygons that together roughly describe the surfaces of the objects to be displayed. The graphics system maintains a database that describes these polygons in terms of their colors, properties of reflectance or translucence, and the locations in 3-D space of their vertices. Due to the roughness of the representation, the amount of information in the database is considerably less than that which must be delivered to the video display. A rendering procedure, such as Example 12-21, uses interpolation to derive the detailed information needed for each pixel in the graphics frame buffer. The rendering procedure also performs pixel-by-pixel hidden-surface elimination.

The focus of this series of examples is Example 12-21, which operates on a segment of a scan line. The segment is bounded by two points of given location and color: from point \((X_1, Y_0, Z_1)\) with color intensities \(\text{Red}_1, \text{Gm}_1, \text{Blu}_1\) to point \((X_2, Y_0, Z_2)\) with color intensities \(\text{Red}_2, \text{Gm}_2, \text{Blu}_2\). The points and color intensities are determined by higher-level graphics software. The points represent the intersection of the scan line with two edges of the projected image of a polygon. For a given scan line, the rendering procedure is executed once for each polygon that projects onto that scan line. The higher-level graphics software is responsible for orienting the objects with respect to the viewer, for making perspective calculations, for scaling, and for determining the amount of light that falls on each polygon vertex.

The 16-bit pixel format is used, giving ample resolution for color shading: \(2^6\) intensity values for red, \(2^6\) intensity values for green, and \(2^4\) intensity values for blue. Example 12-15 shows how to set the pixel size. For hidden-surface elimination, the Z-buffer (or depth buffer) technique is employed, each Z value having a resolution of 16-bits.

Because the examples presented here use almost all of the registers of the processor, the registers are given symbolic names, as defined by Example 12-16. In a real application, it is likely that some of the inputs to the rendering procedure would be passed in floating-point registers instead of the integer registers employed here. The register allocation shown in Example 12-16 simplifies the examples by avoiding the need to use any register for multiple purposes.

```
// SET PIXEL SIZE TO 16
ldc psr, Ra // Work on psr
andnoth 0x0000, Ra, Ra // Clear PS
orh 0x0040, Ra, Ra // PS = 16-bit pixels
stc Ra, psr //
```

Example 12-15. Setting Pixel Size
Example 12-16. Register Assignments
12.13.1 Distance Interpolation

To perform hidden surface elimination at each pixel, the rendering routine first interpolates the value of Z associated with each pixel. Distance interpolation consists of calculating the slope of Z over the given line segment, then increasing the Z value of each successive pixel by that amount, starting from \( X_l \). The width of the line segment in pixels is ...

\[ dX = X_2 - X_l \]

Calculate the reciprocal of \( dX \):

\[ RdX = 1/dX \]

The value of \( dX \) is used several times as a divisor. It is most efficient to calculate its reciprocal once, then, instead of dividing by \( dX \), multiply by \( RdX \). The slope of Z is ...

\[ mZ = (Z_2 - Z_l)*RdX \]

Because each polygon is a plane, the value of \( mZ \) is constant for all scan lines that intersect the polygon’s projection; therefore, \( mZ \) needs to be calculated only once for each polygon. Example 12-21 assumes that \( dX \) and \( mZ \) have already been calculated, and all that remains is to apply \( mZ \) to successive pixels. Let \( Z(X_n) \) be the Z value at pixel \( X_n \). Then ...

\[ Z(X_l) = Z_l \]
\[ Z(X_l + 1) = Z_l + mZ \]
\[ Z(X_l + 2) = Z_l + 2*mZ \]
\[ ... \]
\[ Z(X_l + N) = Z_l + N*mZ \]
\[ ... \]
\[ Z(X_l + dX) = Z_l + dX*mZ = Z(X_2) \]

Figure 12-1 illustrates this Z-value interpolation.

The faddz instruction helps to perform the above calculations 64 bits at a time. Because a Z value is 16 bits wide, Example 12-21 operates on the Z buffer in groups of four. The faddz instruction, however, treats the interpolation values \((N*mZ)\) as 32-bit fixed-point numbers; therefore, two faddz instructions are executed for each group of four pixels. Because of the way the faddz shifts the MERGE register, the first faddz corresponds to even-numbered pixels, while the second corresponds to odd-numbered pixels. Instead of starting with the value for the first pixel \((Z(X_l))\) and adding \( mZ \) to each pixel to produce the value for the next pixel, the example procedure starts with the values for the first two even-numbered pixels and adds \( 1*mZ \) to each of these values to produce the values for
the adjacent odd-numbered pair. Adding $3 \times mZ$ to each of the Z values of an odd-numbered pair produces the values for the next even-numbered pair. Figure 12-2 shows one way of constructing the operands before starting the distance interpolations. (The initial value given to $fsrcl$ depends on the alignment of the first pixel.) Table 12-1 helps to visualize the process.

After two faddz instructions, the MERGE register holds the Z values for four adjacent pixels (in the correct order). The form instruction copies MERGE into one of the 64-bit floating-point registers, because the MERGE register cannot be directly accessed by pst.d.

The same register is used as both $fsrcl$ and $fdest$ in all faddz instructions. This register serves to accumulate Z values for successive pixels; therefore, it is called an accumulator. The registers used as $fsrcl2$ are called interpolants. The code in Example 12-17 constructs the interpolants; it needs to be executed only once for each polygon.

### 12.13.2 Color Interpolation

To determine the RGB color intensities at each pixel, the rendering routine interpolates between the color intensities at the end points. (This rendering technique is called “Gouraud shading” after H. Gouraud, “Continuous Shading of Curved Surfaces,” *IEEE Transactions on Computers*, C-20(6), June 1971, pp. 623-628.) Let the symbol C (color)
represent either R (red), G (green), or B (blue). Color interpolation consists of calculating the slope of $C$ over the given line segment, then increasing the $C$ values of each successive pixel by that amount, starting from the values for $X_1$. This must be done for $C = R$, $C = G$, and $C = B$. The slope of $C$ is...

$$m_C = (C_2 - C_1) * R_{dX}$$

... where $R_{dX} = 1/dX$

The value of $m_C$ is constant for all scan lines that intersect a given pair of polygon edges; therefore $m_C$ needs to be calculated only once for each such pair. Example 12-21 assumes that $m_C$ has already been calculated for all colors, and all that remains is to apply $m_C$ to successive pixels. Let $C(X_n)$ be a $C$ value at pixel $X_n$. Then...

$$C(X_1) = C_1$$
$$C(X_1 + 1) = C_1 + m_C$$
$$C(X_1 + 2) = C_1 + 2*m_C$$

... $C(X_1 + N) = C_1 + N*m_C$

$$C(X_1 + dX) = C_1 + dX*m_C = C(X_2)$$

Figure 12-3 illustrates Gouraud shading of a triangle.

The **faddp** instruction performs the above calculations 64 bits at a time. Because a pixel is 16 bits wide, Example 12-21 operates on pixels in groups of four. Instead of starting with the value for the first pixel ($C(X_1)$) and adding $m_C$ to each pixel to produce the
### Table 12-1. faddz Visualization

<table>
<thead>
<tr>
<th>Operands</th>
<th>63-32</th>
<th>31-0</th>
<th>MERGE Register</th>
</tr>
</thead>
<tbody>
<tr>
<td>src1</td>
<td>-1.0</td>
<td>-3.0</td>
<td></td>
</tr>
<tr>
<td>src2</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>rdest/src1</td>
<td>2.0</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>src2</td>
<td>1.0</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>rdest/src1</td>
<td>3.0</td>
<td>1.0</td>
<td>3</td>
</tr>
<tr>
<td>src2</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>rdest/src1</td>
<td>6.0</td>
<td>4.0</td>
<td>6</td>
</tr>
<tr>
<td>src2</td>
<td>1.0</td>
<td>1.0</td>
<td>4</td>
</tr>
<tr>
<td>rdest/src1</td>
<td>7.0</td>
<td>5.0</td>
<td>7</td>
</tr>
<tr>
<td>src2</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>rdest/src1</td>
<td>10.0</td>
<td>8.0</td>
<td>10</td>
</tr>
<tr>
<td>src2</td>
<td>1.0</td>
<td>1.0</td>
<td>8</td>
</tr>
<tr>
<td>rdest/src1</td>
<td>11.0</td>
<td>9.0</td>
<td>11</td>
</tr>
<tr>
<td>src2</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>rdest/src1</td>
<td>14.0</td>
<td>12.0</td>
<td>14</td>
</tr>
<tr>
<td>src2</td>
<td>1.0</td>
<td>1.0</td>
<td>12</td>
</tr>
<tr>
<td>rdest</td>
<td>15.0</td>
<td>11.0</td>
<td>15</td>
</tr>
</tbody>
</table>

**NOTE:** Because the values of $Z1$ and $mZ$ are constant for each loop through the rendering routine, the numbers shown here are the values of the coefficient $N$, where the actual operands have the values $Z1 + N*mZ$. For each execution of faddz, src1 is the same as rdest of the prior faddz. After every two faddz instructions, a form instruction empties the MERGE register.

value for the next pixel, the example procedure starts with the values for the first four pixels and adds $4*mC$ to each group of four to produce the values for the next four. Three faddp instructions are executed for each group of four pixels. The first increments the blue values; the second, green; the third, red. Figure 12-4 shows one way of constructing the operands for each color before starting the color interpolations. (The initial value given to fsrcl depends on the alignment of the first pixel.)

Setup of the accumulator and interpolants is similar to that of the Z-buffer. The code in Example 12-18 constructs the interpolants; it needs to be executed only once for each pair of edges in each polygon.
Example 12-17. Construction of Z Interpolants

```
// CONSTRUCT INTERPOLANTS iZ1 AND iZ3 GIVEN mZ
ixfr  mZ,  iZ1  // Join each half in 64-bit register
shl   1,   mZ, Ra // Ra = 2*mZ
adds Ra, mZ, Ra // Ra = 3*mZ
ixfr Ra, iZ3   // Join each half in 64-bit register
fmov.ss iZ1, iZlh // Join each half in 64-bit register
fmov.ss iZ3, iZ3h // Join each half in 64-bit register
```

12.13.3 Boundary Conditions

i860 microprocessors operate on 64-bit quantities that are aligned on 8-byte boundaries. The code in this example takes full advantage of this design, handling four 16-bit pixels in each loop. However, if the first or last pixel of a line segment is not on an 8-byte boundary, two kinds of special considerations are required:

1. Masking of Z values near the end points.
2. Initialization of the accumulators.

Figure 12-3. Pixel Interpolation for Gouraud Shading
12.13.3.1 Z-BUFFER MASKING

When either the first or last pixel of the line segment is not at an 8-byte boundary, the rendering procedure must mask the first or last set of new Z-buffer values (newz) so that the Z-buffer and the frame buffer are not erroneously updated. Sometimes both the first and last pixels are in the same 4-pixel set, in which case either one may not be on an 8-byte boundary. A function that looks up and calculates masks is shown in Example 12-19.

Because the value 0xFFFF is used for masking, the Z-buffer is initialized with 0xFFFE, so that the fzchks instruction always finds the mask to be greater than any Z-buffer contents.

12.13.3.2 ACCUMULATOR INITIALIZATION

When the first pixel of the line segment is not at an 8-byte boundary, initial values placed in the accumulators (aZ, aB, aG, and aR) must be selected so that Zl, Red1,
Example 12-19. Z Mask Procedure

_GrnI_, and BluI correspond to the correct pixel. The desired result is that shown by Table 12-2. However, each value is a composite of two terms: one that is constant for each edge pair (n*mZ, n*mR, n*mG, n*mB) and one that can vary with each scan line (Zl, RedI, _GrnI, BluI). The example assumes that the constant values have all been calculated and stored in a memory table of the format shown by Table 12-3. At the beginning of each line segment the values appropriate to the alignment of the line segment are retrieved from the table and added to the initial Z and color values, as shown in Example 12-20.

### 12.13.4 The Inner Loop

Once the proper preparations have been made, only a minimal amount of code is needed to render each scanline segment of a polygon. The code shown in Example 12-21 operates on four pixels in each loop. The left and right ends of the line segment go through different logic paths so that the Z-buffer masks can be applied by the _form_ instruction. All the interior points are handled by the tight inner loop.

### Table 12-2. Accumulator Initial Values

<table>
<thead>
<tr>
<th>Alignment</th>
<th>Initial Z Accumulator Values</th>
<th>Initial Color Accumulator Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Z1 - 1*mZ</td>
<td>C1 - 1*mC</td>
</tr>
<tr>
<td>2</td>
<td>Z1 - 2*mZ</td>
<td>C1 - 2*mC</td>
</tr>
<tr>
<td>4</td>
<td>Z1 - 3*mZ</td>
<td>C1 - 3*mC</td>
</tr>
<tr>
<td>6</td>
<td>Z1 - 4*mZ</td>
<td>C1 - 4*mC</td>
</tr>
</tbody>
</table>

_C = R, G, B_
The controlling variable $dX$ is zero-relative and is expressed as a number of pixels. The value of $dX$ also indicates alignment of the end-points with respect to the 4-pixel groups. Unaligned left-end pixels are subtracted from $dX$ before entering the inner loop; therefore, subsequent values of $dX$ indicate the alignment of the right end. A value that is 3 mod 4 indicates that the right end is aligned, which explains the test for a value of -5 near the end of the loop (\(-5 \mod 4 = 3\)). The fact that the value -5 is loaded into register $Rb$ on every execution of the loop does not represent a programming inefficiency, because there is nothing else for the core unit to do at that point anyway.

12.14 GRAPHICS TRANSFORMATION

Example 12-22 transforms each of a list of 1×4 row vectors with a 4×4 matrix. This calculation is typical of 3-D graphics transformations where objects are represented as a polygon mesh. Typically, each element in the object database is associated with a list of all the vertices of the polygons in the mesh that forms the object.

Interactive graphics systems that provide highly realistic images generally require that the representation of an object be transformed in the following ways:

- Local scaling—making objects narrower or wider in any dimension.
- Rotation—a circular movement.
- Translation—linear relocation.
- Perspective projection—making parallel lines converge to give the impression of depth.
- Overall scaling—zooming in or out.

Any transformation of an object, reduces to a transformation of every vertex in that object’s vertex list. The object database may also have lists of polygons and lists of edges; however, these lists are not used by the transformation procedure.

The theory of graphics is reviewed here only to the degree necessary to explain the example procedures. For a more detailed study, refer to a graphics text, such as:

// ACCUMULATOR INITIALIZATION TABLE
.data; .align .double
acc_init_tab:: .double [16]
.dsect
aBi: .double // Four initial 16-bit blue values
aGi: .double // Four initial 16-bit green values
aRi: .double // Four initial 16-bit red values
aZi: .double // Two initial 32-bit Z values
.end
.text
// INITIALIZE ACCUMULATORS
.macro acc_init Lalign, Rtab, Rx, Ry, Fx, Fxh
// Lalign -- left-end alignment (0..3) in two-byte units
// Rtab -- register to use for addressing the table
// Rx, Ry, Fx, Fxh -- scratch registers
mov acc_init_tab, Rtab //
shl 5, Lalign, Lalign // Multiply by row width
adds Lalign, Rtab, Rtab // Index row corresponding
// to alignment
fld.d aZi(Rtab), aZ // Z
ixfr Z1, Fx // Z
fld.d aRi(Rtab), aR // R--Load constant values
shl 1b, Redl, Rx // R--Shift start val to hi-order
fmov.ss Fx, Fxh // Z
shr 1b, Rx, Ry // R--Red1 stripped of sign bits
fiadd.dd Fx, aZ, aZ // Z
or Rx, Ry, Ry // R--Form (Red1,Red1)
ixfr Ry, Fx // R--Put in 64-bit register
fld.d aGi(Rtab), aG // G
shl 1b, Grnl, Rx // G
fmov.ss Fx, Fxh // R--Form (Red1,Red1,Red1,Red1)
shr 1b, Rx, Ry // G
fiadd.dd Fx, aR, aR // R--Add variables to constants
or Rx, Ry, Ry // G
ixfr Ry, Fx // G
fld.d aBi(Rtab), aB // B
shl 1b, Blu1, Rx // B
fmov.ss Fx, Fxh // G
shr 1b, Rx, Ry // B
fiadd.dd Fx, aG, aG // G
or Rx, Ry, Ry // B
ixfr Ry, Fx // B
fmov.ss Fx, Fxh // B
fiadd.dd Fx, aB, aB // B
.endm

Example 12-20. Accumulator Initialization
// RENDERING PROCEDURE
// 16-bit pixels, 16-bit Z-buffer
and 3, X1, Ra // Determine alignment of start-point
acc_init Ra, RB, RC, RD, FA, Fah // Initialize accumulators
subs 4, Ra, RB // 4 - alignment
subs dX, RB, dX // Adjust dX by X1 alignment
// If dX <= 0, then right end is in same set as left end
and 3, dX, RB // Determine alignment of right end
zmask Ra, RB, RC, RD // Prepare left- and right-end masks
left_end:: // Handle boundary conditions
d.faddz aZ, iZ3, aZ // Interpolate 2 even Z values
adds -6, FBp, FBp // Anticipate autoincrement
d.faddz aZ, iZ1, aZ // Interpolate 2 odd Z values
adds -6, ZBP, ZBP // Anticipate autoincrement
d.form 1Zmask, newZ // Mask 4 new Z values
fld.d 8(ZBP), oldZ // Fetch 4 old Z values
d.faddp aB, iB, aB // Interpolate 4 blue intensities
mov -4, Ra // Loop increment: 4 pixels
d.faddp aG, iG, aG // Interpolate 4 green intensities
adds -4, dX, dX // Prepare dX for bla at end of loop
d.faddp aR, iR, aR // Interpolate 4 red intensities
bla Ra, dX, L1 // Initialize LCC
and 5, dX, r0 // Any whole sets (dX < -5)?
L1: d.fzchks oldZ, newZ, newZ // Mark closer points in PM[7..4]
bc short_segment // Get out now if no whole set
d.fnop //
fld.d 1b(ZBP), oldZ // Fetch 4 old Z values
inner_loop:: // Handle all interior points
d.faddz aZ, iZ3, aZ // Interpolate 2 even Z values
nop //
d.faddz aZ, iZ1, aZ // Interpolate 2 odd Z values
fst.d newZ, 8(ZBP)++ // Update Z buf from prior loop
d.form f0, newZ // Move 4 new Z values to 64-bit reg
nop //
d.fzchks f0, f0, f0 // Shift PM[7..4] to PM[3..0]
mov -5, RB // -5 mod 4 = 3, aligned right end
d.faddp aB, iB, aB // Interpolate 4 blue intensities
pst.d newi, 8(FBP)++ // Store pixels indicated by PM[3..0]
d.faddp aG, iG, aG // Interpolate 4 green intensities
xor RB, dX, r0 // Are we at an aligned right end?
d.faddp aR, iR, aR // Interpolate 4 red intensities
bc aligned_end // Taken if at an aligned right end
d.form f0, newi // Move 4 new pixels to 64-bit reg
bla Ra, dX, inner_loop // Loop if not at end of line segment
d.fzchks oldZ, newZ, newZ // Mark closer points in PM[7..4]
fld.d 1b(ZBP), oldZ // Fetch 4 old Z values for next loop
// End of inner_loop. Right end not aligned
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right_end:: // Handle boundary conditions
  d.faddz aZ, iZ3, aZ // Interpolate 2 even Z values
  nop //
  d.faddz aZ, iZ1, aZ // Interpolate 2 odd Z values
  fst_d newz, $ZBP++ // Update Z buf from prior loop
  d.form rZmask, newz // Mask 4 new Z values
  nop //
  d.fzchks f0, f0, f0 // Shift PM[7..4] to PM[3..0]
  nop //
  d.faddp aB, iB, aB // Interpolate 4 blue intensities
  pst_d newi, $FBP++ // Store pixels indicated by PM[3..0]
  d.faddp aG, iG, aG // Interpolate 4 green intensities
  nop //
  d.faddp aR, iR, aR // Interpolate 4 red intensities
  nop //

aligned_end:: // No special boundary conditions
  d.form f0, newi // Move 4 new pixels to 64-bit reg
  br wrap_up //
  d.fzchks oldz, newz, newz // Mark closer points in PM[7..4]
  nop //

short_segment::
  d.fnop //
  adds 8, dX, r0 // Is right end in same set as left?
  d.fnop //
  bnc.t right_end // Branch taken if no.
  d.fnop //
 fld_d 1b(ZBP), oldz // Fetch 4 old Z values

wrap_up:: // Store the unstored and leave dual mode.
  fzchks f0, f0, f0 // Shift PM[7..4] to PM[3..0]
  fst_d newz, $ZBP++ // Update Z buf from prior loop
  fnop
  pst_d newi, $FBP++ // Store pixels indicated by PM[3..0]
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// GRAPHICS TRANSFORM
// Multiplies each element of a list of vertices in
// homogeneous coordinates by a single transformation matrix.

// Parameters
Vp=r16 // Pointer to single-precision input vertex list
Mp=r17 // Pointer to single-precision xform matrix M
Up=r1A // Pointer to single-precision output vertex list
VN=r19 // Number of vertices (assumed >= 1)

// C syntax: xform (input_list, matrix, output_list, vertex_count);
XW=f2 // Temporary

// Transformation matrix M. Assumes that M is stored row-major, as in C.
// col 1  col 2  col 3  col 4
M11=f4;  M12=f5;  M13=f6;  M14=f7 // row 1
M21=f8;  M22=f9;  M23=f10; M24=f11 // row 2
M31=f12; M32=f13; M33=f14; M34=f15 // row 3
M41=f16; M42=f17; M43=f18; M44=f19 // row 4

// Input vertex V
// Even Odd  -- Ping-pong input registers
Vx=f20; VX=f28 // x component of vertex
Vy=f21; VY=f29 // y component of vertex
Vz=f22; VZ=f30 // z component of vertex
Vw=f23; VW=f31 // w component of vertex

// Transformed vertex U
Ux=f24 // x component of transformed vertex
Uy=f25 // y component of transformed vertex
Uz=f26 // z component of transformed vertex
Uw=f27 // w component of transformed vertex

// This procedure modifies all floating-point registers. Save on the
// stack any floating point registers that the caller assumes preserved.

// Assume that adder pipe and T register contain "safe" values (values
// that will not cause a source exception) from calling procedure or
// from prior calls to this procedure. If not, execute the following:
// pfmul.ss f0, f0, f0; pfmul.ss f0, f0, f0; pfmul.ss f0, f0, f0;
// pfadd.ss f0, f0, f0; pfadd.ss f0, f0, f0; pfadd.ss f0, f0, f0;
// i2apt f0, f0, f0;

xform::; _xform::;
fld.q 0(Vp), Vx // Load first even vertex
fld.q 0(Mp), M11 // Load transformation matrix M, row 1
fld.q 48(Mp), M41 // Load row 4

// For brevity in pipeline diagrams, let a symbol of the form "apq"
// represent Va*Mpq. For example, y21 represents Vy*M21.
.align .double
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<table>
<thead>
<tr>
<th>Stages</th>
<th>Stages</th>
<th>Multiplier</th>
<th>-- Adder ---</th>
</tr>
</thead>
<tbody>
<tr>
<td>d.i2pt.ss Vy, f0, f0</td>
<td>-- y</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>fld.q 32(Mp), M31</td>
<td>// Load row 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vx, M11, f0</td>
<td>-- y</td>
<td>x11</td>
<td>--</td>
</tr>
<tr>
<td>fld.q 16(Mp), M21</td>
<td>// Load row 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vw, M41, f0</td>
<td>-- y</td>
<td>w41 x11</td>
<td>--</td>
</tr>
<tr>
<td>adds -16, Up, Up // Compensate for autoincrement store</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vx, M12, f0</td>
<td>-- y</td>
<td>x12 w41 x11</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpa.ss Vw, M42, f0</td>
<td>-- y</td>
<td>w42 x12 w41 x11</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpm.ss Vy, M21, f0</td>
<td>-- y</td>
<td>y21 w42 x12</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.i2ap1.ss f0, M22, f0</td>
<td>-- y</td>
<td>y22 y21 w42 x12</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpm.ss Vx, M13, f0</td>
<td>-- y</td>
<td>x13 y22 y21</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vz, M31, f0</td>
<td>-- y</td>
<td>z31 x13 y22</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpa.ss Vw, M43, f0</td>
<td>-- y</td>
<td>w43 z31 x13 y22</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpa.ss Vz, M32, f0</td>
<td>-- y</td>
<td>z32 w43 z31 x13</td>
<td>x12+</td>
</tr>
<tr>
<td>adds -2, VN, VN // -1 indicates done</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vx, M14, f0</td>
<td>-- y</td>
<td>x14 z32 w43 x13</td>
<td>x11+ x12+</td>
</tr>
<tr>
<td>fld.d 16(Vp)+, VX // Next vertex (odd)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpm.ss Vy, M23, f0</td>
<td>-- y</td>
<td>y23 x14 z32</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vw, M44, f0</td>
<td>-- y</td>
<td>w44 y23 x14</td>
<td>--</td>
</tr>
<tr>
<td>bc end_even_xform // Avoid using data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>// beyond end of list</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.i2ap1.ss VY, M24, Ux</td>
<td>-- Y</td>
<td>y24 w44 y23 x14</td>
<td>--</td>
</tr>
<tr>
<td>fld.d 8(Vp), VZ // Rest of vertex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12apm.ss Vz, M33, f0</td>
<td>-- Y</td>
<td>z33 y24 w44 x14 x13+</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d.m12tpm.ss Vz, M34, Uy</td>
<td>-- Y</td>
<td>z34 z33 y24</td>
<td>--</td>
</tr>
<tr>
<td>nop</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Example 12-22. Graphics Transform (4 of 5)
**end_even_xform::**

d.i2apt.ss f0, M24, Ux // -- -- y24 w44 y23 x14 -- x12+ x13+ x11+ (14)
nop // y22+ y43 y21+ // z32+ z31+ // w42 w41

d.m12apm.ss Vz, M33, f0 // -- -- z33 y24 w44 x14 x13+ -- x12+ -- (15)
br end_xformloop // y23 // w43 z32+ // w42

d.m12tpm.ss Vz, M34, Uy // -- -- z34 z33 y24 -- x14+ x13+ -- x12+ (16)
nop // w44 y23+ // y22+ // w43 z32+ // w42

**end_odd_xform::**

d.i2apt.ss f0, M24, Ux // -- -- y24 w44 Y23 X14 -- X12+ X13+ X11+ (14)
// Rest of vertex // f1d.d 8(Vp), Vz // Y22+ W43 Y21+ // Z32+ Z31+ // W42 W41

d.m12apm.ss VZ, M33, f0 // -- -- Z33 Y24 W44 X14 X13+ -- X12+ -- (15)
nop // Y23 // W43 Z32+ // W42

d.m12tpm.ss VZ, M34, Uy // -- -- Z34 z33 Y24 -- x14+ x13+ -- x12+ (16)
nop // w4y+ // y22+ // w43 z32+ // w42

**end_xformloop::**
// Begin exit from dual-instruction mode

m12ttpa.ss f0, f0, f0 // -- -- 0 z34 z33 y24 -- x14+ x13+ -- (01)
nop // w44 y23+ // w43

m12apm.ss f0, f0, f0 // -- -- 0 z34 y24 x13+ -- x14+ -- (02)
nop // y23+ // z33+ // w44

m12tpm.ss f0, f0, XW // -- -- 0 0 0 -- y24+ x13+ -- x14+ (03)
nop // z34 y23+ // w44

m12ttpa.ss f0, f0, f0 // -- -- 0 0 0 0 -- y24+ x13+ -- (04)
nop // z34 y23+ // w43 z33+ // w43

m12tpm.ss f0, f0, Uz // -- -- 0 0 0 0 0 -- y24+ x13+ (05)
nop // z34 y23+ // w43 z33+ // w43

i2ap1.ss XW, f0, f0 // -- -- 0 0 0 x14+ 0 -- -- (06)
nop // y24+ // z34+ // w44

m12tpm.ss f0, f0, f0 // -- -- 0 0 0 0 0 0 x14+ 0 -- (07)
nop // y24+ // z34+ // w44

m12apm.ss f0, f0, f0 // -- -- 0 0 0 0 0 0 0 x14+ -- (08)
nop // y24+ // z34+ // w44

m12ttpa.ss f0, f0, Uw // -- -- 0 0 0 0 0 0 0 0 x14+ (09)
nop // y24+ // z34+ // w44

//bri r1 // Do bri here, if this code is a subroutine
f1t.q Ux, la(Up)+ // Store last xformed vertex
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12.14.1 Representation of Vertices

A point in three-dimensional space is defined by its three coordinates along the X, Y, and Z axes, so that a point P is represented by the vector \((x, y, z)\). However, in graphics programming, it is convenient to represent points by *homogeneous coordinates*. In homogeneous coordinates, the point P is defined by a four-dimensional vector \((w\cdot x, w\cdot y, w\cdot z, w)\). The additional factor \(w\) is called the *scaling factor*. To determine the actual coordinates of \(P\), the scaling factor has to be divided out, leaving \((x, y, z, 1)\).

The use of homogeneous coordinates has two advantages:

1. The range of numbers represented by \(x, y,\) and \(z\) may be greater than the limits imposed by the processor's data types. This would be an advantage if, for example, the coordinates \(x, y,\) and \(z\) were each stored as 16-bit integers, but a greater resolution than 64K were desired. This is not an advantage in this example, where the floating-point data types of the i860 architecture provide adequate resolution for high-definition displays over a wide range of magnitudes.

2. The 1x4 vector formed by homogeneous coordinates can be multiplied by a 4x4 matrix. A 4x4 matrix is capable of representing all the transformations of a point.


The formula for the product of a 1x4 row vector with a 4x4 matrix is:

\[
\begin{bmatrix}
M_{11} & M_{12} & M_{13} & M_{14} \\
M_{21} & M_{22} & M_{23} & M_{24} \\
M_{31} & M_{32} & M_{33} & M_{34} \\
M_{41} & M_{42} & M_{43} & M_{44}
\end{bmatrix}
\begin{bmatrix}
V_x \\
V_y \\
V_z \\
V_w
\end{bmatrix}
= \begin{bmatrix}
U_x \\
U_y \\
U_z \\
U_w
\end{bmatrix}
= (V_x\cdot M_{11} + V_y\cdot M_{21} + V_z\cdot M_{31} + V_w\cdot M_{41}),
(V_x\cdot M_{12} + V_y\cdot M_{22} + V_z\cdot M_{32} + V_w\cdot M_{42}),
(V_x\cdot M_{13} + V_y\cdot M_{23} + V_z\cdot M_{33} + V_w\cdot M_{43}),
(V_x\cdot M_{14} + V_y\cdot M_{24} + V_z\cdot M_{34} + V_w\cdot M_{44})
\]

The components of a 4x4 matrix, when multiplied by a point in homogeneous representation, do not all have the same effect on that point. Figure 12-5 shows the various functions of different parts of the matrix. One matrix can specify a combination of transformations, depending on the values in the matrix.

The transformation procedure presented in this example assumes that any or all of the possible transformations may be specified in the transformation matrix, and, therefore, it performs the complete matrix multiplication. Some systems achieve high transformation rates by eliminating some capabilities. For example, by eliminating perspective and zooming, the transformation matrix can be reduced to 3x3, with translation performed separately as simple additions. The procedure presented here makes no such simplifying assumptions.
12.14.3 Transformation Code Design

As formula (1) indicates, the graphics transformation consists generally of a series of multiplications followed by additions. The dual-operation instructions of the i860 architecture are designed precisely to execute this type of calculation efficiently by using the pipelined adder and multiplier in parallel. For the single-precision operands used, the adder and multiplier pipelines both have three stages.

It is easiest to keep the adder and multiplier pipelines full when the input is treated as a vector and the same operation is applied repeatedly to consecutive elements of the vector. In this example, the vertex list is treated as a vector, and a single transformation is applied to each vertex.

The dual-operation mnemonics used in this example are (refer to Chapter 8):

<table>
<thead>
<tr>
<th>Mnemonic</th>
<th>Multiplier</th>
<th>Adder</th>
<th>Register Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>m12apm</td>
<td>fsrc1*fsrc2</td>
<td>Mout + Aout</td>
<td></td>
</tr>
<tr>
<td>m12tpm</td>
<td>fsrc1*fsrc2</td>
<td>T + Mout</td>
<td>T←Mout</td>
</tr>
<tr>
<td>m12tpa</td>
<td>fsrc1*fsrc2</td>
<td>T + Aout</td>
<td>KI←fsrc1</td>
</tr>
<tr>
<td>i2pt</td>
<td>KI*fsrc2</td>
<td>T + Mout</td>
<td></td>
</tr>
<tr>
<td>i2apt</td>
<td>KI*fsrc2</td>
<td>T + Aout</td>
<td></td>
</tr>
<tr>
<td>i2ap1</td>
<td>KI*fsrc2</td>
<td>fsrc1 + Aout</td>
<td>T←Mout</td>
</tr>
</tbody>
</table>
The \textit{row*column} dot products are calculated in an order determined by the needs of the pipelined instruction, not in the order one would choose for pencil and paper calculation. Instead of calculating \textit{row1*column1}, followed by \textit{row2*column2}, the code interleaves multiplies from \textit{row1*column1} with those from \textit{row2*column2} and \textit{row3*column3}. Thus, when the third stage of the adder ejects a \textit{row1*column1} component, another \textit{row1*column1} component is ready at the output of the multiplier, and the two components can be immediately added by one of the instructions that feeds the adder output back into the adder input.

Note that the adder pipeline is used by only 12 of the 16 cycles of \texttt{xformloop}, while the multiplier is busy for all 16 cycles. This idle time in the adder is necessary, because the dot product operation requires only \(M-1\) adds for \(M\) multiplies.

Dual-instruction mode is used, so that loop control and loading and storing of the vertices can be carried on in parallel with transformation calculations.

To achieve maximum throughput, it is necessary to load the next input vector before finishing with the current one. This is accomplished by alternating between two sets of input registers and by “unrolling” the loop; i.e., processing two inputs in each programmed loop. The section of code entitled “ODD VERTEX” is identical to the section entitled “EVEN VERTEX” except for the input registers used. Even with unrolling, the code fits easily within the 4-Kbyte instruction cache.

The load instructions read one entry beyond the end of the input vertex list; so, to avoid a page fault, storage should be allocated at that location. However, the data at that location are not used in the floating-point pipelines and therefore need not be valid.

The example procedure can be called by C syntax of the form:

\begin{verbatim}
xform (input_list, matrix, output_list, vertex_count);
\end{verbatim}

Note that the same procedure can be used to combine two \(4 \times 4\) transformation matrices. In this case the call from C has the form:

\begin{verbatim}
xform (matrix_A, matrix_B, result_matrix, 4);
\end{verbatim}

The \texttt{result_matrix} has the same transformation effect on a vertex list as \texttt{matrix_A} and \texttt{matrix_B} would have if applied in succession.

**12.14.4 Transformation Performance**

At 40 MHz, the number of transforms per second is given by:

\[
40 \text{ million clocks/sec} \div 16 \text{ clocks/xform} = 2.5 \text{ million xforms/sec}
\]

The number of floating-point operations per second is given by:

\[
40 \text{ million clocks/sec} \times 28 \text{ flops/xform} \times 1 \text{ xform / 16 clocks} = 70 \text{ Mflops}
\]
The latency from the first floating-point operation to storing the first result is 27 cycles.

These performance figures are not indicative of total graphics performance, because transformation code is just a small part of a graphics system. Transformation of surface or vertex normals, lighting calculations, factoring out $\mathbf{vw}$, clipping, and rendering must also be considered.

### 12.15 PERSPECTIVE DIVIDE

After the graphics transform shown in Section 12.14, the scaling factor $w$ must be divided out of each of the transformed vertices sooner or later. The basic algorithm for division is shown in Sections 12.2 and 12.3. The perspective divide procedure in Example 12-23 expands on the basic algorithm in two respects:

1. It performs three divisions using one reciprocal calculation.
2. It takes advantage of the floating-point pipelines and dual-operation instructions.

The example is coded as a stand-alone function that treats the entire vertex list as a vector. While this structure is convenient for illustrating the algorithm, it is not necessarily the most efficient structure for any specific application. The overhead for function entry and exit, for loop setup, and for loading and storing the vertices may be reduced by integrating the perspective divide with another procedure, such as transformation.

The instructions at the heart of the loop operate on three vertices at a time, so as to best utilize the floating-point multiplier and adder pipelines. The dual-operation mnemonics used in this example are shown in the following table.

<table>
<thead>
<tr>
<th>Mnemonic</th>
<th>Multiplier</th>
<th>Adder</th>
<th>Register Loading</th>
</tr>
</thead>
<tbody>
<tr>
<td>m12apm</td>
<td>fsrc1*fsrc2</td>
<td>Mout + Aout</td>
<td></td>
</tr>
<tr>
<td>i2s1</td>
<td>K1*fsrc2</td>
<td>src1-Mout</td>
<td></td>
</tr>
</tbody>
</table>
// PIPELINED DIVIDE FOR GRAPHICS PERSPECTIVE

// Inputs: (lists of vertices using single-precision
// floating-point homogeneous coordinates)
Vp = r16; // Points to list of input vertices, stored row major.
Up = r17; // Points to list of output vertices, stored row major.
Len = r18; // Number of vertices (assumed >= 3, and a multiple of 3).

// For each input vertex (x, y, z, w), calculate (x/w, y/w, z/w, 1).
// Because pipelines have three stages, work on three vertices at a time.

// Symbolic register definitions:
G1 = f28; G2 = f29; G3 = f30 // Guesses at reciprocals
W1rcp = f19; W2rcp = f23; W3rcp = f27 // True reciprocals

// Registers to hold coordinates of three vertices:
X1 = f1b; Y1 = f17; Z1 = f18; W1 = f19
X2 = f20; Y2 = f21; Z2 = f22; W2 = f23
X3 = f24; Y3 = f25; Z3 = f26; W3 = f27

tmp = f31
Dcr = r19 // Loop decrement
float1 = f8 // Single-precision 1.0
float2 = f9 // Single-precision 2.0

.data; .align .double; one_two:
one: .float 1.0 // One for normalized W
two: .float 2.0 // Two for floating-point divide usage

.text; .align .quad
pdivide:: ; _pdivide::
  fld.d one_two, float1 // Set loop decrement
  mov -3, Dcr
  addu -1b, Up, Up // Compensate for autoincrement
  fld.q 0(Vp), X1
  addu -1, Len, Len
  fld.q 1b(Vp), X2
  bl a Dcr, Len, pdiv_loop // Initialize LCC
  fld.q 1b(Vp), X3

Example 12-23. Perspective Divide (1 of 2)
PROGRAMMING EXAMPLES

Example 12-23. Perspective Divide (2 of 2)
Instruction Set Summary
APPENDIX A
INSTRUCTION SET SUMMARY

Key to abbreviations:

For register operands, the abbreviations that describe the operands are composed of two parts. The first part describes the type of register:

- \(c\): One of the control registers \(flr, psr, epsr, \text{dirbase, db, fsr, bear, ccr, p0}, p1, p2, \text{or p3}\)
- \(f\): One of the floating-point registers: \(fo\) through \(f31\)
- \(i\): One of the integer registers: \(r0\) through \(r31\)

The second part identifies the field of the machine instruction into which the operand is to be placed:

- \(src1\): The first of the two source-register designators, which may be either a register or a 16-bit immediate constant or address offset. The immediate value is zero-extended for logical operations and is sign-extended for add and subtract operations (including \(\text{addu}\) and \(\text{subu}\)) and for all addressing calculations.
- \(src1ni\): Same as \(src1\) except that no immediate constant or address offset value is permitted.
- \(src1s\): Same as \(src1\) except that the immediate constant is a 5-bit value that is zero-extended to 32 bits.
- \(src2\): The second of the two source-register designators.
- \(dest\): The destination register designator.

Thus, the operand specifier \(isrc2\), for example, means that an integer register is used and that the encoding of that register must be placed in the \(src2\) field of the machine instruction.

Other (nonregister) operands are specified by a one-part abbreviation that represents both the type of operand required and the instruction field into which the value of the operand is placed:

- \(#\text{const}\): A 16-bit immediate constant or address offset that the i860 microprocessor sign-extends to 32 bits when computing the effective address.
- \(lbroff\): A signed, 26-bit, immediate, relative branch offset.
INSTRUCTION SET SUMMARY

sbroff
A signed, 16-bit, immediate, relative branch offset.

brx
A function that computes the target address by shifting the offset (either lbroff or sbroff) left by two bits, sign-extending it to 32 bits, and adding the result to the current instruction pointer plus four. The resulting target address may lie anywhere within the address space.

Other abbreviations include:

.p
Precision specification .ss, .sd, or .dd (.ds not permitted). Refer to Table A-1.

.r
Precision specification .ss, .sd, .ds, or .dd. Refer to Table A-1.

.v
.sd or .dd Refer to Table A-1.

.w
.ss or .dd. Refer to Table A-1.

.x
.b (8 bits), .s (16 bits), or .l (32 bits)

.y
.l (32 bits), .d (64 bits), or .q (128 bits)

mem.x(address)
The contents of the memory location indicated by address with a size of x.

port.x(address)
The I/O port indicated by address with a size of x.

int_vector.x(address)
The interrupt vector with a size of x returned from I/O port address.

PM
The pixel mask, which is considered as an array of eight bits PM(7)..<PM(0), where PM(0) is the least-significant bit.

Table A-1. Precision Specification

<table>
<thead>
<tr>
<th>Suffix</th>
<th>Source Precision</th>
<th>Result Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>.ss</td>
<td>single</td>
<td>single</td>
</tr>
<tr>
<td>.sd</td>
<td>single</td>
<td>double</td>
</tr>
<tr>
<td>.dd</td>
<td>double</td>
<td>double</td>
</tr>
<tr>
<td>.ds</td>
<td>double</td>
<td>single</td>
</tr>
</tbody>
</table>

NOTE: Unless otherwise specified, floating-point operations accept single- or double-precision source operands and produce a result of equal or greater precision. Both input operands must have the same precision. The source and result precision are specified by a two-letter suffix to the mnemonic of the operation.
Instruction Definitions in Alphabetical Order

**adds** isrc1, isrc2, idest ........................ Add Signed
   idest ← isrc1 + isrc2
   OF ← (bit 31 carry ≠ bit 30 carry)
   CC set if isrc2 + isrc1 < 0 (signed)
   CC clear if isrc2 + isrc1 ≥ 0 (signed)

**addu** isrc1, isrc2, idest ........................ Add Unsigned
   idest ← isrc1 + isrc2
   OF ← bit 31 carry
   CC ← bit 31 carry

**and** isrc1, isrc2, idest ........................... Logical AND
   idest ← isrc1 and isrc2
   CC set if result is zero, cleared otherwise

**andh** #const, isrc2, idest ........................ Logical AND High
   idest ← (#const shifted left 16 bits) and isrc2
   CC set if result is zero, cleared otherwise

**andnot** isrc1, isrc2, idest ......................... Logical AND NOT
   idest ← (not isrc1) and isrc2
   CC set if result is zero, cleared otherwise

**andnoth** #const, isrc2, idest ..................... Logical AND NOT High
   idest ← (not (#const shifted left 16 bits)) and isrc2
   CC set if result is zero, cleared otherwise

**bc** lbroff ................................................. Branch on CC
   IF CC = 1
   THEN continue execution at brx(lbroff)
   FI

**bc.t** lbroff ............................................. Branch on CC, Taken
   IF CC = 1
   THEN execute one more sequential instruction
       continue execution at brx(lbroff)
   ELSE skip next sequential instruction
   FI
INSTRUCTION SET SUMMARY

bla isrc1ni, isrc2, sbroff ...................................................... Branch on LCC and Add
LCC-temp clear if isrc2 + isrc1ni < 0 (signed)
LCC-temp set if isrc2 + isrc1ni ≥ 0 (signed)

\[ \text{isrc2} \leftarrow \text{isrc1ni} + \text{isrc2} \]

Execute one more sequential instruction
IF LCC
THEN LCC ← LCC-temp
continue execution at brx(sbroff)
ELSE LCC ← LCC-temp
FI

bnc lbroff .............................................................................. Branch on Not CC
IF CC = 0
THEN continue execution at brx(lbroff)
FI

bnc.t lbroff .............................................................................. Branch on Not CC, Taken
IF CC = 0
THEN execute one more sequential instruction
continue execution at brx(lbroff)
ELSE skip next sequential instruction
FI

br lbroff .............................................................................. Branch Direct Unconditionally
Execute one more sequential instruction.
Continue execution at brx(lbroff).

bri [isrc1ni] .............................................................................. Branch Indirect Unconditionally
Execute one more sequential instruction
IF any trap bit in psr is set
THEN copy PU to U, PIM to IM in psr
clear trap bits
IF DS is set and DIM is reset
THEN enter dual-instruction mode after executing one
instruction in single-instruction mode
ELSE IF DS is set and DIM is set
THEN enter single-instruction mode after executing one
instruction in dual-instruction mode
ELSE IF DIM is set
THEN enter dual-instruction mode
for next instruction pair
ELSE enter single-instruction mode
for next instruction pair
FI
FI
FI
INSTRUCTION SET SUMMARY

Continue execution at address in \textit{isrc1ni}
(The original contents of \textit{isrc1ni} is used even if the next instruction modifies \textit{isrc1n}. Does not trap if \textit{isrc1ni} is misaligned.)

\texttt{bte isrc1s, isrc2, sbroff} .................................................. Branch If Equal
\texttt{IF \ isrc1s = isrc2
THEN continue execution at brx(sbroff)
FI}

\texttt{btne isrc1s, isrc2, sbroff} .................................................. Branch If Not Equal
\texttt{IF \ isrc1s \neq isrc2
THEN continue execution at brx(sbroff)
FI}

\texttt{call ibroff} ............................................................................. Subroutine Call
\texttt{r1 \leftarrow \text{address of next sequential instruction} + 4 (or + 8 in dual mode)
Execute one more sequential instruction
Continue execution at brx(ibroff)}

\texttt{call [isrc1ni]} ........................................................................ Indirect Subroutine Call
\texttt{r1 \leftarrow \text{address of next sequential instruction} + 4 (or + 8 in dual mode)
Execute one more sequential instruction
Continue execution at \text{address in isrc1ni}
(The original contents of \textit{isrc1ni} is used even if the next instruction modifies \textit{isrc1n}. Does not trap if \textit{isrc1ni} is misaligned. The register \textit{isrc1ni} must not be \texttt{r1}.)}

\texttt{fadd.p fsrcl, fsrc2, fdest} .................................................. Floating-Point Add
\texttt{fdest \leftarrow fsrcl + fsrc2}

\texttt{faddp fsrcl, fsrc2, fdest} .................................................. Add with Pixel Merge
\texttt{fdest \leftarrow fsrcl + fsrc2 (using integer arithmetic; 8-byte operands and destination)
Shift and load MERGE register from \textit{fsrcl} + \textit{fsrc2} as defined in Table A-2}

\texttt{faddz fsrcl, fsrc2, fdest} .................................................. Add with Z Merge
\texttt{fdest \leftarrow fsrcl + fsrc2 (using integer arithmetic; 8-byte operands and destination)
Shift MERGE right 16 and load fields 31..16 and 63..48 from \textit{fsrcl} + \textit{fsrc2}}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Pixel Size (from PS) & Fields Load from Result into MERGE & Right Shift Amount (Field Size) \\
\hline
8 & 63..56, 47..40, 31..24, 15..8 & 8 \\
16 & 63..58, 47..42, 31..26, 15..10 & 6 \\
32 & 63..56, 31..24 & 8 \\
\hline
\end{tabular}
\end{table}

A-5
famov.r fsrcl, fdest .......................................................... Floating-Point Adder Move
   fdest ← fsrcl

fiadd.w fsrcl, fsrc2, fdest .......................................................... Long-Integer Add
   fdest ← fsrcl + fsrc2 (2's complement integer arithmetic)

fisub.w fsrcl, fsrc2, fdest .......................................................... Long-Integer Subtract
   frdest ← fsrcl - fsrc2 (2's complement integer arithmetic)

fix.v fsrcl, fdest .......................................................... Floating-Point to Integer Conversion
   fdest ← 64-bit value with low-order 32 bits equal to integer part of fsrcl rounded

fld.y isrcl(isrc2), fdest .......................................................... (Normal)
fld.y isrcl(isrc2) + +, fdest .................................................. (Autoincrement)
   fdest ← mem.y (isrcl + isrc2)
   IF autoincrement
   THEN isrc2 ← isrcl + isrc2
   FI

Cache Flush
flush #const(isrc2) .......................................................... (Normal)
flush #const(isrc2) + + .......................................................... (Autoincrement)
   Write back (if modified) the line in data cache that has address (#const + isrc2)
   80860XR: and set tag value to (#const + isrc2).
   80860XP: and invalidate its virtual and physical tags.
   Contents of line undefined.
   IF autoincrement
   THEN isrc2 ← #const + isrc2
   FI

fmlow.dd fsrcl, fsrc2, fdest .......................................................... Floating-Point Multiply Low
   fdest ← low-order 53 bits of (fsrcl mantissa × fsrc2 mantissa)
   fdest bit 53 ← most significant bit of (fsrcl mantissa × fsrc2 mantissa)

fmov.r fsrcl, fdest .......................................................... Floating-Point Reg-Reg Move
Assembler pseudo-operation
   fmov.ss fsrcl, fdest = fiadd.ss fsrcl, f0, fdest
   fmov.dd fsrcl, fdest = fiadd.dd fsrcl, f0, fdest
   fmov.sd fsrcl, fdest = famov.sd fsrcl, fdest
   fmov.ds fsrcl, fdest = famov.ds fsrcl, fdest

fmul.p fsrcl, fsrc2, fdest .......................................................... Floating-Point Multiply
   fdest ← fsrcl × fsrc2

fnop .......................................................... Floating-Point No Operation
Assembler pseudo-operation
   fnop = shrd r0, r0, r0
**INSTRUCTION SET SUMMARY**

**form** 
\[ \text{fsrcl, fdest} \]  
OR with MERGE Register  
\[ \text{fdest} \leftarrow \text{fsrcl} \text{ OR MERGE} \]  
\[ \text{MERGE} \leftarrow 0 \]

**frcp.p** 
\[ \text{fsrcl, fdest} \]  
Floating-Point Reciprocal  
\[ \text{fdest} \leftarrow 1 / \text{fsrcl} \text{ with maximum mantissa error } < 2^{-7} \]

**frsqr.p** 
\[ \text{fsrcl, fdest} \]  
Floating-Point Reciprocal Square Root  
\[ \text{fdest} \leftarrow 1 / \sqrt{\text{fsrcl}} \text{ with maximum mantissa error } < 2^{-7} \]

**Floating-Point Store**

**fst.y** 
\[ \text{fdest, isrc1(isrc2)} \]  
(Normal)  
\[ \text{fst.y fdest, isrc1(isrc2)} + + \]  
(Autoincrement)

\[ \text{mem.y (isrc2 + isrc1) } \leftarrow \text{fdest} \]
\[ \text{IF auto increment THEN isrc2 } \leftarrow \text{isrc1 } + \text{ isrc2} \]
\[ \text{FI} \]

**fsub.p** 
\[ \text{fsrcl, fsrc2, fdest} \]  
Floating-Point Subtract  
\[ \text{fdest} \leftarrow \text{fsrcl } - \text{ fsrc2} \]

**ftrunc.v** 
\[ \text{fsrcl, fdest} \]  
Floating-Point to Integer Conversion  
\[ \text{fdest} \leftarrow 64\text{-bit value with low-order 32 bits equal to integer part of } \text{fsrcl} \]

**fxfr** 
\[ \text{fsrcl, idest} \]  
Transfer F-P to Integer Register  
\[ \text{idest} \leftarrow \text{fsrcl} \]

**fzchkl** 
\[ \text{fsrcl, fsrc2, fdest} \]  
32-Bit Z-Buffer Check  
Consider the 64-bit operands as arrays of two 32-bit fields \( fsrc1(1) . . fsrc1(0), fsrc2(1) . . fsrc2(0), \) and \( fdest(1) . . fdest(0) \) where zero denotes the least-significant field.  
\[ \text{PM } \leftarrow \text{PM shifted right by 2 bits} \]
\[ \text{FOR } i = 0 \text{ to } 1 \]
\[ \text{DO} \]
\[ \text{PM } [i + 6] \leftarrow fsrc2(i) \leq fsrc1(i) \text{ (unsigned)} \]
\[ \text{fdest}(i) \leftarrow \text{smaller of } fsrc2(i) \text{ and } fsrc1(i) \]
\[ \text{OD} \]
\[ \text{MERGE } \leftarrow 0 \]

**fzchks** 
\[ \text{fsrcl, fsrc2, fdest} \]  
16-Bit Z-Buffer Check  
Consider the 64-bit operands as arrays of four 16-bit fields \( fsrc1(3) . . fsrc1(0), fsrc2(3) . . fsrc2(0), \) and \( fdest(3) . . fdest(0) \) where zero denotes the least-significant field.  
\[ \text{PM } \leftarrow \text{PM shifted right by 4 bits} \]
\[ \text{FOR } i = 0 \text{ to } 3 \]
\[ \text{DO} \]
\[ \text{PM } [i + 4] \leftarrow fsrc2(i) \leq fsrc1(i) \text{ (unsigned)} \]

A-7
INSTRUCTION SET SUMMARY

\[ f_{dest}(i) \leftarrow \text{smaller of } f_{src2}(i) \text{ and } f_{src1}(i) \]
OD
MERGE \leftarrow 0

\begin{align*}
\text{intovr} & : \text{Software Trap on Integer Overflow} \\
\text{IF } \text{OF} = 1 & \text{THEN generate trap with IT set in } \text{psr} \\
\text{FI} & \\
\text{ixfr isrc1ni, fdest} & : \text{Transfer Integer to F-P Register} \\
f_{dest} & \leftarrow \text{isrc1ni} \\
\text{ld.c csrc2, idest} & : \text{Load from Control Register} \\
id_{est} & \leftarrow \text{csrc2} \\
\text{ld.x isrc1(isrc2), idest} & : \text{Load Integer} \\
id_{est} & \leftarrow \text{mem.x (isrc1 + isrc2)} \\
\text{ldint.x isrc2, idest} & : \text{Load Interrupt Vector} \\
id_{est} & \leftarrow \text{int\_vector.x (isrc2)} \\
\text{NOTE: Not available with the i860 XR CPU} & \\
\text{ldio.x isrc2, idest} & : \text{Load I/O} \\
id_{est} & \leftarrow \text{port.x (isrc2)} \\
\text{NOTE: Not available with the i860 XR CPU} & \\
\text{lock} & : \text{Begin Interlocked Sequence} \\
\text{Set BL in dirbase.} & \\
The next data load or store that appears on the bus locks that location. Disable interrupts until the bus is unlocked. \\
\text{mov isrc2, idest} & : \text{Register-Register Move} \\
\text{Assembler pseudo-operation} & \\
\text{mov isrc2, idest} = \text{shl} r0, \text{isrc2, idest} & \\
\text{mov const32, idest} & : \text{Constant-to-Register Move} \\
\text{Assembler pseudo-operation} & \\
\text{adds l\%const32, r0, idest} & \\
... \text{when } 0xFFFF8000 \leq \text{const32} < 0x8000 & \\
\text{orh h\%const32, r0, idest} & \\
\text{or l\%const32, idest, idest} & \\
... \text{otherwise} & \\
nop & : \text{Core-Unit No Operation} \\
\text{Assembler pseudo-operation} & \\
nop = \text{shl} r0, r0, r0 &
\end{align*}
or isrc1, isrc2, idest ..................................................................................... Logical OR
  idest ← isrc1 OR isrc2
  CC set if result is zero, cleared otherwise

orh #const, isrc2, idest .................................................................................. Logical OR high
  idest ← (#const shifted left 16 bits) OR isrc2
  CC set if result is zero, cleared otherwise

pfadd.p fsrcl, fsrc2, fdest ........................................................................ Pipelined Floating-Point Add
  fdest ← last stage adder result
  Advance A pipeline one stage
  A pipeline first stage ← fsrcl + fsrc2

pfaddp fsrcl, fsrc2, fdest ........................................................................ Pipelined Add with Pixel Merge
  fdest ← last-stage graphics-unit result
  last-stage graphics-unit result ← fsrcl + fsrc2 (using integer arithmetic; 8-byte operands and destination)
  Shift and load MERGE register from fsrcl + fsrc2 as defined in Table A-2

pfaddz fsrcl, fsrc2, fdest ........................................................................ Pipelined Add with Z Merge
  fdest ← last-stage graphics-unit result
  last-stage graphics-unit result ← fsrcl + fsrc2
  (using integer arithmetic; 8-byte operands and destination)
  Shift MERGE right 16 and load fields 31..16 and 63..48 from fsrcl + fsrc2

pfam.p fsrcl, fsrc2, fdest ............................................................ Pipelined Floating-Point Add and Multiply
  fdest ← last stage adder result
  Advance A and M pipeline one stage (operands accessed before advancing pipeline)
  A pipeline first stage ← A-op1 + A-op2
  M pipeline first stage ← M-op1 × M-op2

pfamov.r fsrcl, fdest ........................................................................ Pipelined Floating-Point Adder Move
  fdest ← last stage adder result
  Advance A pipeline one stage
  A pipeline first stage ← fsrcl

pfeq.p fsrcl, fsrc2, fdest ............................................................ Pipelined Floating-Point Equal Compare
  fdest ← last stage adder result
  CC set if fsrcl = fsrc2, else cleared
  Advance A pipeline one stage
  A pipeline first stage is undefined, but no result exception occurs

pfgt.p fsrcl, fsrc2, fdest ............................................................ Pipelined Floating-Point Greater-Than Compare
  (Assembler clears R-bit of instruction)
  fdest ← last stage adder result
  CC set if fsrcl > fsrc2, else cleared
  Advance A pipeline one stage
  A pipeline first stage is undefined, but no result exception occurs
INSTRUCTION SET SUMMARY

pfiadd.w fsrcl, fsrc2, fdest ......................................................... Pipelined Long-Integer Add
   fdest ← last-stage graphics-unit result
   last-stage graphics-unit result ← fsrcl + fsrc2 (2's complement integer arithmetic)

pfisub.w fsrcl, fsrc2, fdest ..................................................... Pipelined Long-Integer Subtract
   fdest ← last-stage graphics-unit result
   last-stage graphics-unit result ← fsrcl - fsrc2 (2's complement integer arithmetic)

pfiv.f fsrcl, fdest .................................................... Pipelined Floating-Point to Integer Conversion
   fdest ← last stage adder result
   Advance A pipeline one stage
   A pipeline first stage ← 64-bit value with low-order 32 bits
equal to integer part of fsrcl rounded

Pipelined Floating-Point Load

pfld.y isrc1(isrc2), fdest ............................................................... (Normal)
   fdest ← mem.y (third previous pfld's (isrc1 + isrc2))
   (where .y is precision of third previous pfld.y)
   IF autoincrement
   THEN isrc2 ← isrc1 + isrc2
   FI
   NOTE: pfld.q is not available with the i860 XR CPU

pfle.p fsrcl, fsrc2, fdest ........................................ Pipelined F-P Less-Than or Equal Compare
   Assembler pseudo-operation, identical to pfgt.p except that
   assembler sets R-bit of instruction.
   fdest ← last stage adder result
   CC clear if fsrcl ≤ fsrc2, else set
   Advance A pipeline one stage
   A pipeline first stage is undefined, but no result exception occurs

pfmam.p fsrcl, fsrc2, fdest .......................................... Pipelined Floating-Point Add and Multiply
   fdest ← last stage multiplier result
   Advance A and M pipeline one stage (operands accessed before advancing pipeline)
   A pipeline first stage ← A-op1 + A-op2
   M pipeline first stage ← M-op1 × M-op2

pfmov.r fsrcl, fdest .......................................................... Pipelined Floating-Point Reg-Reg Move
   Assembler pseudo-operation
   pfmov.ss fsrcl, fdest = pfiadd.ss fsrcl, f0, fdest
   pfmov.dd fsrcl, fdest = pfiadd.dd fsrcl, f0, fdest
   pfmov.sd fsrcl, fdest = pfamov.sd fsrcl, fdest
   pfmov.ds fsrcl, fdest = pfamov.ds fsrcl, fdest

pfmsm.p fsrcl, fsrc2, fdest ......................... Pipelined Floating-Point Subtract and Multiply
   fdest ← last stage multiplier result
   Advance A and M pipeline one stage (operands accessed before advancing pipeline)
pipeline)
A pipeline first stage ← A-op1 − A-op2
M pipeline first stage ← M-op1 × M-op2

**pfmul.p** fsrl, fsr2, fdest ........................................ Pipelined Floating-Point Multiply
fdest ← last stage multiplier result
Advance M pipeline one stage
M pipeline first stage ← fsrl × fsr2

**pfmul3.dd** fsrl, fsr2, fdest ..................................... Three-Stage Pipelined Multiply
fdest ← last stage multiplier result
Advance 3-Stage M pipeline one stage
M pipeline first stage ← fsrl × fsr2

**pform** fsrl, fdest ........................................ Pipelined OR to MERGE Register
fdest ← last-stage graphics-unit result
last-stage graphics-unit result ← fsrl OR MERGE
MERGE ← 0

**pfsm.p** fsrl, fsr2, fdest ................................... Pipelined Floating-Point Subtract and Multiply
fdest ← last stage adder result
Advance A and M pipeline one stage (operands accessed before advancing pipeline)
A pipeline first stage ← A-op1 − A-op2
M pipeline first stage ← M-op1 × M-op2

**pfsub.p** fsrl, fsr2, fdest .................................... Pipelined Floating-Point Subtract
fdest ← last stage adder result
Advance A pipeline one stage
A pipeline first stage ← fsrl − fsr2

**pftrunc.v** fsrl, fdest ................................... Pipelined Floating-Point to Integer Conversion
fdest ← last stage adder result
Advance A pipeline one stage
A pipeline first stage ← 64-bit value with low-order 32 bits equal to integer part of fsrl

**pfzchkl** fsrl, fsr2, fdest ....................................... Pipelined 32-Bit Z-Buffer Check
Consider the 64-bit operands as arrays of two 32-bit fields fsrl1(1), fsrl1(0), fsr2(1), fsr2(0), and fdest(1), fdest(0) where zero denotes the least-significant field.
PM ← PM shifted right by 2 bits
FOR i = 0 to 1
DO
    PM [i + 6] ← fsr2(i) ≤ fsrl1(i) (unsigned)
    fdest(i) ← last-stage graphics-unit result
    last-stage graphics-unit result ← smaller of fsr2(i) and fsrl1(i)
OD.
MERGE ← 0
pfzchks fsrcl, fsrc2, fdest.................................................Pipelined 16-Bit Z-Buffer Check
Consider the 64-bit operands as arrays of four 16-bit
fields fsrc1(3), fsrc1(0), fsrc2(3) + fsrc2(0), and fdest(3), fdest(0)
where zero denotes the least-significant field.
PM ← PM shifted right by 4 bits
FOR i = 0 to 3
DO
  PM[i + 4] ← fsrc2(i) ≤ fsrcl(i) (unsigned)
  fdest ← last-stage graphics-unit result
  last-stage graphics-unit result(i) ← smaller of fsrc2(i) and fsrcl(i)
OD
MERGE ← 0

pst.d fdest, #const(isrc2)..................................................Pixel Store
pst.d fdest, #const(isrc2) + + ...........................................Pixel Store Autoincrement
  Pixels enabled by PM in mem.d (isrc2 + #const) ← fdest
  Shift PM right by 8/pixel size (in bytes) bits
  IF autoincrement
  THEN isrc2 ← #const + isrc2
  FI

scyc.x isrc2...........................................................................Special Cycles
  Generate a special bus cycle (D/C# = 0, W/R# = 1, M/IO# = 0) and
  set BE7#-BE0# according to the value contained in the register isrc2
  NOTE: Not available with the i860 XR CPU

shl isrc1, isrc2, idest......................................................Shift Left
  idest ← isrc2 shifted left by isrc1 bits

shr isrc1, isrc2, idest......................................................Shift Right
  SC (in psr) ← isrc1
  idest ← isrc2 shifted right by isrc1 bits

shra isrc1, isrc2, idest...................................................Shift Right Arithmetic
  idest ← isrc2 arithmetically shifted right by isrc1 bits

shrd isrc1ni, isrc2, idest..................................................Shift Right Double
  idest ← low-order 32 bits of isrc1ni:isrc2 shifted right by SC bits

st.c isrc1ni, csrcl..........................................................Store to Control Register
csrcl ← src1ni

st.x isrc1ni, #const(isrc2)..................................................Store Integer
  mem.x (isrc2 + #const) ← isrc1ni

stio.x isrc1ni, isrc2.......................................................Store I/O
  port.x (isrc2) ← isrc1ni
  NOTE: Not available with the i860 XR CPU
**INSTRUCTION SET SUMMARY**

**subs** isrc1, isrc2, idest.................................Subtract Signed

\[ idest \leftarrow isrc1 - isrc2 \]
OF \leftarrow (bit 31 carry ≠ bit 30 carry)
CC set if isrc2 > isrc1 (signed)
CC clear if isrc2 ≤ isrc1 (signed)

**subu** isrc1, isrc2, idest.................................Subtract Unsigned

\[ idest \leftarrow isrc1 - isrc2 \]
OF \leftarrow NOT (bit 31 carry)
CC \leftarrow bit 31 carry
(i.e., CC set if isrc2 ≤ isrc1 (unsigned)
CC clear if isrc2 > isrc1 (unsigned))

**trap** isrc1ni, isrc2, idest..............................Software Trap

Generate trap with IT set in psr

**unlock**....................................................End Interlocked Sequence

Clear BL in dirbase. The next load or store unlocks the bus. Interrupts are enabled.

**xor** isrc1, isrc2, idest.................................Logical Exclusive OR

\[ idest \leftarrow isrc1 \text{ XOR } isrc2 \]
CC set if result is zero, cleared otherwise

**xorh** #const, isrc2, idest..............................Logical Exclusive OR High

\[ idest \leftarrow (\#const \text{ shifted left 16 bits}) \text{ XOR } isrc2 \]
CC set if result is zero, cleared otherwise
Instruction Format and Encoding
APPENDIX B
INSTRUCTION FORMAT AND ENCODING

All instructions are 32 bits long and begin on a four-byte boundary. When operands are registers, the encodings shown in the following table are used:

<table>
<thead>
<tr>
<th>Register</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0</td>
<td>0</td>
</tr>
<tr>
<td>r1</td>
<td></td>
</tr>
<tr>
<td>r2</td>
<td></td>
</tr>
<tr>
<td>r31</td>
<td>31</td>
</tr>
<tr>
<td>f0</td>
<td>0</td>
</tr>
<tr>
<td>f1</td>
<td></td>
</tr>
<tr>
<td>f2</td>
<td></td>
</tr>
<tr>
<td>f31</td>
<td>31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault</td>
<td>0</td>
</tr>
<tr>
<td>Processor Status</td>
<td>1</td>
</tr>
<tr>
<td>Directory Base</td>
<td>2</td>
</tr>
<tr>
<td>Data Breakpoint</td>
<td>3</td>
</tr>
<tr>
<td>Floating-Point Status</td>
<td>4</td>
</tr>
<tr>
<td>Extended Processor Status</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus Error Address*</td>
<td>6</td>
</tr>
<tr>
<td>Concurrency Control*</td>
<td>7</td>
</tr>
<tr>
<td>p0*</td>
<td>8</td>
</tr>
<tr>
<td>p1*</td>
<td>9</td>
</tr>
<tr>
<td>p2*</td>
<td>10</td>
</tr>
<tr>
<td>p3*</td>
<td>11</td>
</tr>
</tbody>
</table>

NOTE:
* Available only with i860 XP CPU. Using these encodings with the i860 XR CPU produces undefined results.

Among the core instructions, there are two general formats: REG-format and CTRL-format. Within the REG-format are several variations.
REG-Format Instructions

**General Format**

| 31  | 30  | 29  | 28  | 27  | 26/25 | 24  | 23  | 22  | 21  | 20  | 19  | 18  | 17  | 16  | 15  | 14  | 13  | 12  | 11  | 10  | 9   | 8   | 7   | 6   | 5   | 4   | 3   | 2   | 1   | 0   |
|-----|-----|-----|-----|-----|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| OPCODE/I | SRC2 | DEST | SRC1 | IMMEDIATE, OFFSET, OR NULL |

**16-Bit Immediate (except bte and btne)**

<table>
<thead>
<tr>
<th>31</th>
<th>30</th>
<th>29</th>
<th>28</th>
<th>27</th>
<th>26/25</th>
<th>24</th>
<th>23</th>
<th>22</th>
<th>21</th>
<th>20</th>
<th>19</th>
<th>18</th>
<th>17</th>
<th>16</th>
<th>15</th>
<th>14</th>
<th>13</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPCODE</td>
<td>1</td>
<td>SRC2</td>
<td>DEST</td>
<td>IMMEDIATE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**st, bla, bte, and btne**

<table>
<thead>
<tr>
<th>31</th>
<th>30</th>
<th>29</th>
<th>28</th>
<th>27</th>
<th>26/25</th>
<th>24</th>
<th>23</th>
<th>22</th>
<th>21</th>
<th>20</th>
<th>19</th>
<th>18</th>
<th>17</th>
<th>16</th>
<th>15</th>
<th>14</th>
<th>13</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPCODE/I</td>
<td>SRC2</td>
<td>OFFSET</td>
<td>SRC1</td>
<td>IMMEDIATE</td>
<td>OFFSET LOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**bte and btne with 5-Bit Immediate**

<table>
<thead>
<tr>
<th>31</th>
<th>30</th>
<th>29</th>
<th>28</th>
<th>27</th>
<th>26/25</th>
<th>24</th>
<th>23</th>
<th>22</th>
<th>21</th>
<th>20</th>
<th>19</th>
<th>18</th>
<th>17</th>
<th>16</th>
<th>15</th>
<th>14</th>
<th>13</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPCODE</td>
<td>1</td>
<td>SRC2</td>
<td>OFFSET</td>
<td>IMMEDIATE</td>
<td>OFFSET LOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In these instructions, the src2 field selects one of the 32 integer registers (for most instructions) or one of the control registers (for st.c and ld.c). Dest selects one of the 32 integer registers (for most instructions) or floating-point registers (for fld, fst, pfld, pst, ixfr). For instructions where src1 is optionally an immediate constant or address offset, bit 26 of the opcode (1-bit) indicates whether src1 is immediate. If bit 26 is clear, an integer register is used; if bit 26 is set, src1 is contained in the low-order 16 bits, except for bte and btne instructions. For bte and btne, the five-bit immediate value is contained in the src1 field. For st, bte, btne, and bla, the upper five bits of the offset or broffset are contained in the dest field instead of src1, and the lower 11 bits of offset are the lower 11 bits of the instruction.
For `ld` and `st`, bits 28 and 0 determine operand size as follows:

<table>
<thead>
<tr>
<th>Bit 28</th>
<th>Bit 0</th>
<th>Operand Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>8 bits</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>8 bits</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>16 bits</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>32 bits</td>
</tr>
</tbody>
</table>

When `srcI` is immediate and bit 28 is set, bit 0 of the immediate value is forced to zero.

For `fld`, `fst`, `pfld`, `pst`, and `flush`, bit 0 selects autoincrement addressing if set. For `fld`, `fst`, `pfld`, and `pst`, bits 1 and 2 select the operand size as follows:

<table>
<thead>
<tr>
<th>Bit 1</th>
<th>Bit 2</th>
<th>Operand Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>64 bits</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>128 bits*</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>32 bits</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>32 bits</td>
</tr>
</tbody>
</table>

**NOTE:** *The 128-bit encoding for `pfld` is not available with the i860 XR CPU.*

For `flush`, bits 1 and 2 must be zero.

When `srcI` is immediate, bits 0 and 1 of the immediate value are forced to zero to maintain alignment. When bit 1 of the immediate value is clear, bit 2 is also forced to zero.
### REG-Format Opcodes

<table>
<thead>
<tr>
<th>Op</th>
<th>Description</th>
<th>Field 31</th>
<th>Field 30</th>
<th>Field 29</th>
<th>Field 28</th>
<th>Field 27</th>
<th>Field 26</th>
</tr>
</thead>
<tbody>
<tr>
<td>ld.x</td>
<td>Load Integer</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>L</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>st.x</td>
<td>Store Integer</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>L</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ixfr</td>
<td>Integer to F-P Reg Transfer</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-</td>
<td>(reserved)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>fld.x, fst.x</td>
<td>Load/Store F-P</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>LS</td>
<td>1</td>
</tr>
<tr>
<td>flush</td>
<td>Flush</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>pst.d</td>
<td>Pixel Store</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ld.c, st.c</td>
<td>Load/Store Control Register</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>bri</td>
<td>Branch Indirect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trap</td>
<td>Trap</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-</td>
<td>(Escape for F-P Unit)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-</td>
<td>(Escape for Core Unit)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>bte, btne</td>
<td>Branch Equal or Not Equal</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>E</td>
<td>1</td>
</tr>
<tr>
<td>pfld.y</td>
<td>Pipelined F-P Load</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>-</td>
<td>(CTRL-Format Instructions)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>addu, -s, subu, -s,</td>
<td>Add/Subtract</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>SO</td>
<td>AS</td>
<td>1</td>
</tr>
<tr>
<td>shi, shr</td>
<td>Logical Shift</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>LR</td>
<td>1</td>
</tr>
<tr>
<td>shrd</td>
<td>Double Shift</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>bla</td>
<td>Branch LCC Set and Add</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>shra</td>
<td>Arithmetic Shift</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>and(h)</td>
<td>AND</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>H</td>
<td>1</td>
</tr>
<tr>
<td>andnot(h)</td>
<td>ANDNOT</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>H</td>
<td>1</td>
</tr>
<tr>
<td>or(h)</td>
<td>OR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>H</td>
<td>1</td>
</tr>
<tr>
<td>xor(h)</td>
<td>XOR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>H</td>
<td>1</td>
</tr>
<tr>
<td>-</td>
<td>(reserved)</td>
<td>1</td>
<td>1</td>
<td>x</td>
<td>x</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>L</th>
<th>Integer Length</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-8 bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-16 or 32 bits (selected by bit 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>Load/Store</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- Load</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- Store</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SO</td>
<td>Signed/Ordinal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- Ordinal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- Signed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>High</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- and, or, andnot, xor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- andh, orh, andnoth, xorh</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AS</td>
<td>Add/Subtract</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- Add</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- Subtract</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR</td>
<td>Left/Right</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- Left Shift</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- Right Shift</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Equal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- Branch on Unequal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- Branch on Equal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>Immediate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>- src1 is register</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>- src1 is immediate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Core Escape Instructions

```plaintext
INSTRUCTION FORMAT AND ENCODING

Core Escape Instructions

<table>
<thead>
<tr>
<th>Field</th>
<th>Bit 0</th>
<th>Bit 10</th>
<th>Bit 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRC2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DEST</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SRC1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SIZE</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OPCODE</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
```

**NOTE:**
FIELDS NOT USED BY AN INSTRUCTION ARE RESERVED AND MUST BE SET TO ZERO.

Core Escape Opcodes

<table>
<thead>
<tr>
<th>Opcode</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>lock</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>calli</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>intovr</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>unlock</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>ldio*</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>stio*</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>ldint*</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>scyc*</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**NOTE:**
* Available only with i860 XP CPU, not with i860 XR CPU.

For the instructions `ldio`, `stio`, `ldint`, and `scyc`, the operand size is encoded by bits 9 and 10 as follows. For other instructions, these bits are reserved and should be set to zero.

<table>
<thead>
<tr>
<th>Operand Size</th>
<th>Bit 10</th>
<th>Bit 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 Bits (.b)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16 Bits (.s)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>32 Bits (.I)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>reserved</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
CTRL-Format Instructions

NOTE: BROFFSET IS A SIGNED 26-BIT RELATIVE BRANCH OFFSET

CTRL-Format Opcodes

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Description</th>
<th>28</th>
<th>27</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>br</td>
<td>Branch Direct</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>call</td>
<td>Call</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>bc(.t)</td>
<td>Branch on CC Set</td>
<td>1</td>
<td>0</td>
<td>T</td>
</tr>
<tr>
<td>bnc(.t)</td>
<td>Branch on CC Clear</td>
<td>1</td>
<td>1</td>
<td>T</td>
</tr>
</tbody>
</table>

T Taken
0 - bc or bnc
1 - bc.t or bnc.t
Floating-Point Instructions

- **SRC1, SRC2**: Source; one of 32 floating-point registers
- **DEST**: Destination; one of 32 floating-point registers (except fxfr; one of 32 integer registers)

- **P**: Pipelining*
  - 1 — Pipelined instruction mode
  - 0 — Scalar instruction mode

- **D**: Dual-Instruction Mode
  - 1 — Dual-instruction mode
  - 0 — Single-instruction mode

- **S**: Source Precision
  - 1 — Double-precision source operands
  - 0 — Single-precision source operands

- **R**: Result Precision**
  - 1 — Double-precision result
  - 0 — Single-precision result
## Floating-Point Opcodes

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Description</th>
<th>Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>pfam</td>
<td>Add and Multiply*</td>
<td>0 0 0</td>
</tr>
<tr>
<td>pfmam</td>
<td>Multiply with Add*</td>
<td></td>
</tr>
<tr>
<td>pfsm</td>
<td>Subtract and Multiply*</td>
<td>0 0 1</td>
</tr>
<tr>
<td>pfmsm</td>
<td>Multiply with Subtract*</td>
<td></td>
</tr>
<tr>
<td>(p)fmul</td>
<td>Multiply</td>
<td>0 1 0</td>
</tr>
<tr>
<td>fmlow</td>
<td>Multiply Low</td>
<td>0 1 0</td>
</tr>
<tr>
<td>frcp</td>
<td>Reciprocal</td>
<td>0 1 0</td>
</tr>
<tr>
<td>frsqr</td>
<td>Reciprocal Square Root</td>
<td>0 1 0</td>
</tr>
<tr>
<td>pfmul3.dd</td>
<td>3-Stage Pipelined Multiply</td>
<td>0 1 0</td>
</tr>
<tr>
<td>(p)fadd</td>
<td>Add</td>
<td>0 1 1</td>
</tr>
<tr>
<td>(p)sub</td>
<td>Subtract</td>
<td>0 1 1</td>
</tr>
<tr>
<td>(p)fix</td>
<td>Fix</td>
<td>0 1 1</td>
</tr>
<tr>
<td>(p)famov</td>
<td>Adder Move</td>
<td>0 1 1</td>
</tr>
<tr>
<td>pfgt/pfle**</td>
<td>Greater Than</td>
<td>0 1 1</td>
</tr>
<tr>
<td>pfeq</td>
<td>Equal</td>
<td>0 1 1</td>
</tr>
<tr>
<td>(p)frunc</td>
<td>Truncate</td>
<td>0 1 1</td>
</tr>
<tr>
<td>fxfr</td>
<td>Transfer to Integer Register</td>
<td>1 0 0</td>
</tr>
<tr>
<td>(p)fiadd</td>
<td>Long-Integer Add</td>
<td>1 0 0</td>
</tr>
<tr>
<td>(p)jisub</td>
<td>Long-Integer Subtract</td>
<td>1 0 0</td>
</tr>
<tr>
<td>(p)fzchkl</td>
<td>Z-Check Long</td>
<td>1 0 1</td>
</tr>
<tr>
<td>(p)fschks</td>
<td>Z-Check Short</td>
<td>1 0 1</td>
</tr>
<tr>
<td>(p)faddp</td>
<td>Add with Pixel Merge</td>
<td>1 0 1</td>
</tr>
<tr>
<td>(p)faddz</td>
<td>Add with Z Merge</td>
<td>1 0 1</td>
</tr>
<tr>
<td>(p)form</td>
<td>OR with MERGE Register</td>
<td>1 0 1</td>
</tr>
</tbody>
</table>

### Note:
- All opcodes not shown are reserved.
- * pfam and pfsm have P-bit set; pfmam and pfmsm have P-bit clear.
- ** pfgt has R bit cleared; pfle has R bit set.
# Data Path Encoding

<table>
<thead>
<tr>
<th>DPC</th>
<th>PFAM Mnemonic</th>
<th>PFAM Mnemonic</th>
<th>M-Unit op1</th>
<th>M-Unit op2</th>
<th>A-Unit op1</th>
<th>A-Unit op2</th>
<th>T Load</th>
<th>K Load*</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>r2p1</td>
<td>r2s1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>0001</td>
<td>r2pt</td>
<td>r2st</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>0010</td>
<td>r2ap1</td>
<td>r2as1</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>A result</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>0011</td>
<td>r2apt</td>
<td>r2ast</td>
<td>KR</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>0100</td>
<td>i2p1</td>
<td>i2s1</td>
<td>KI</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>0101</td>
<td>i2pt</td>
<td>i2st</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>M result</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>0110</td>
<td>i2ap1</td>
<td>i2as1</td>
<td>KI</td>
<td>src2</td>
<td>src1</td>
<td>A result</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>0111</td>
<td>i2apt</td>
<td>i2ast</td>
<td>KI</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>1000</td>
<td>rat1p2</td>
<td>rat1s2</td>
<td>KR</td>
<td>src2</td>
<td>A result</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
</tr>
<tr>
<td>1001</td>
<td>m12apm</td>
<td>m12asm</td>
<td>src1</td>
<td>src2</td>
<td>src2</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1010</td>
<td>rat1p2</td>
<td>rat1s2</td>
<td>KR</td>
<td>src2</td>
<td>src1</td>
<td>M result</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>1011</td>
<td>m12tpa</td>
<td>m12tssa</td>
<td>src1</td>
<td>src2</td>
<td>T</td>
<td>A result</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

**NOTE:** If K-load is set, KR is loaded when operand-1 of the multiplier is KR; KI is loaded when operand-1 of the multiplier is KI.
Instruction Timings
Generally, i860 microprocessor instructions take one clock to execute unless a freeze condition is invoked. Detailed times, along with freeze conditions and their associated delays, are shown in the table on the following pages. The following symbols are used for brevity in the timing table:

- \( + n \)  
  \( n \) clocks must be added to the execution time if the stated conditions apply.

- \( \leftrightarrow n \)  
  The processor requires at least \( n \) clocks between the indicated instructions. The actual delay will be \( n \) minus the number of clocks for executing intervening instructions (or dual-mode pairs). If the time for intervening instructions is \( \geq n \), there is no delay.

- \( n..m \)  
  Indicates a range of clocks. These cases are accompanied by a reference to a note where further explanation is available.

- XR:  
  Applies to i860 XR microprocessors only.

- XP:  
  Applies to i860 XP microprocessors only.

- OA  
  The number of clocks to finish all outstanding accesses.

- R1  
  The number of clocks from ADS# through the first READY# (80860XR) or BRDY# (80860XP) of the indicated bus activity.

- R2  
  The number of clocks from ADS# through the second READY# or BRDY#.

- RL  
  The number of clocks from ADS# through the last READY# or BRDY#.

- RL1  
  XP: The number of clocks through last BRDY# of first access.

- RN  
  XR: The number of clocks until next nonrepeated address can be issued (i.e., an address that is not the 2nd–4th cycle of a cache fill, the 2nd–8th cycle of a CS8 mode instruction fetch, nor the 2nd cycle of a 128-bit write).

- RX  
  The number of clocks through READY# or BRDY# for the next 64-bit-or-less write cycle or second READY# or BRDY# for the next 128-bit write cycle.
Notes:

a. “Address path full” means one address internally waiting for bus while external bus pipeline full.

b. “Store path full” means two stores or one 256-bit write-back internally waiting for bus plus external bus pipeline full.

c. If a floating-point instruction, graphics-unit instruction, \textit{fist}, or \textit{pst} is executed when a scalar floating-point operation (other than \textit{frcp} or \textit{frsqr}) is in progress, the scalar operation must complete first: two additional clocks for \textit{fadd}, \textit{fix}, \textit{fmilow}, \textit{fmul.ss}, \textit{fmul.sd}, \textit{ftrunc}, and \textit{fsub}; three additional clocks for \textit{fmul.dd}. Add one if either or both of these situations occur:

1. There is an overlap between the result register of the previous scalar operation and the source of the floating-point operation, and the destination precision of the scalar operation differs from the source precision of the floating-point operation.

2. The floating-point operation is pipelined and its destination is not \textit{fo}.

\textbf{TLB}

TLB miss. Five clocks plus the number of clocks to finish two reads plus the number of clocks to set A-bits (if necessary).

In addition, any instruction may be delayed due to an instruction cache miss or TLB miss during the instruction fetch. The time for a TLB miss is shown above in note \textbf{TLB}. An instruction cache miss adds the following delays:

- The number of clocks to get the next instruction from the bus (ADS# clock to first READY# or BRDY# clock, inclusive).

- XR: When any of the instructions in the new instruction-cache line is a branch or call or causes a freeze, the time through the last READY# for the new line.

- If the data cache is being accessed when the instruction-cache miss occurs, two clocks for data cache miss; one clock for hit.

Not included in the table is the delay caused by a trap. This depends on the trap handler.

In dual instruction mode, each pair of instructions requires the maximum of the times required by each individual instruction.
### INSTRUCTION TIMINGS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Execution Clocks</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>adds</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>addu</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>and</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>andh</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>andnot</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>andnoth</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>1</td>
<td>If branch not taken.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>If branch taken.</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If the prior instruction is <code>addu</code>, <code>adds</code>, <code>subu</code>, <code>subs</code>, <code>pfeq</code>, or <code>pfgt</code>.</td>
</tr>
<tr>
<td>bc.t</td>
<td>1</td>
<td>If branch taken.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>If branch not taken.</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If the prior instruction is <code>addu</code>, <code>adds</code>, <code>subu</code>, <code>subs</code>, <code>pfeq</code>, or <code>pfgt</code>.</td>
</tr>
<tr>
<td>bla</td>
<td>1</td>
<td>If branch taken.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>If branch not taken.</td>
</tr>
<tr>
<td>bnc</td>
<td>(same as bc)</td>
<td></td>
</tr>
<tr>
<td>bnc.t</td>
<td>(same as bc.t)</td>
<td></td>
</tr>
<tr>
<td>br</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>bri</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>bte</td>
<td>1</td>
<td>If branch not taken.</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>If branch taken.</td>
</tr>
<tr>
<td>btne</td>
<td>(same as bte)</td>
<td></td>
</tr>
<tr>
<td>call</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If <code>r1</code> referenced in next instruction.</td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If data cache load miss in progress for a read of less than 128 bits.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td>calli</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If <code>r1</code> referenced in next instruction.</td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If data cache load miss in progress for a read of less than 128 bits.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td>fadd.p</td>
<td>1</td>
<td>(... and all other A-unit instructions except dual operations)</td>
</tr>
<tr>
<td></td>
<td>↔2..4</td>
<td>If executed when a scalar floating-point operation (other than <code>frcp</code> or <code>frsqr</code>) is in progress.</td>
</tr>
<tr>
<td>faddp</td>
<td>1</td>
<td>(... and all other G-unit instructions except <code>fiadd.w</code>, <code>fxfr</code>)</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If <code>fdest</code> is used by next instruction and next instruction is G-, M- or A-unit instruction</td>
</tr>
<tr>
<td></td>
<td>↔2..4</td>
<td>If executed when a scalar floating-point operation (other than <code>frcp</code> or <code>frsqr</code>) is in progress.</td>
</tr>
<tr>
<td>faddz</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>famov.r</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>fiadd.w</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If <code>fdest</code> is used by next instruction and next instruction is M- or A-unit instruction (except when <code>fiadd</code> is used for <code>fmov.dd</code> or <code>fmov.ss</code>).</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If <code>fdest</code> is used by next instruction and next instruction is G-unit instruction.</td>
</tr>
<tr>
<td></td>
<td>↔2..4</td>
<td>If executed when a scalar floating-point operation (other than <code>frcp</code> or <code>frsqr</code>) is in progress.</td>
</tr>
</tbody>
</table>
## INSTRUCTION TIMINGS

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Execution Clocks</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>fsub.w</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>fix.v</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>fld.y</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ 1</td>
<td>If this is the instruction after an st, fst or pst that hits the data cache.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>If fdest is referenced in the next two instructions.</td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If 32-bit fli or 64-bit fld.d misses the data cache.</td>
</tr>
<tr>
<td></td>
<td>+1 + RL</td>
<td>If 128-bit fld.q misses the data cache.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>If data cache load miss in progress (except in the following case).</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If this instruction follows a data cache access that misses in the virtual tags but hits in the physical tags.</td>
</tr>
<tr>
<td></td>
<td>+R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+RN</td>
<td>XP: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+RL1</td>
<td>XP: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>flush</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>If followed by another flush.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If preceded by another flush.</td>
</tr>
<tr>
<td></td>
<td>+R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+1 + RX</td>
<td>If flush to modified line when store path full.</td>
</tr>
<tr>
<td></td>
<td>+TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>fmlow.dd</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If fsr1 refers to result of the prior operation (either scalar or pipelined).</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>If the prior operation is a double-precision multiply.</td>
</tr>
<tr>
<td></td>
<td>+R2</td>
<td>If executed when a scalar floating-point operation (other than frcp or frsqr) is in progress.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>(... and all other M-unit instructions except dual operations)</td>
</tr>
<tr>
<td></td>
<td>+RN</td>
<td>If address path full.</td>
</tr>
<tr>
<td></td>
<td>+RL1</td>
<td>If address path full.</td>
</tr>
<tr>
<td></td>
<td>+TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>fmov.r</td>
<td></td>
<td>fmov.ss and fmov.dd same as fiadd.w</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fmov.sd and fmov.ds same as fadd.p</td>
</tr>
<tr>
<td>fmul.p</td>
<td>(same as fmlow.dd)</td>
<td></td>
</tr>
<tr>
<td>fnop</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>form</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>frcp.p</td>
<td>(same as fmlow.dd)</td>
<td></td>
</tr>
<tr>
<td>frsqr.p</td>
<td>(same as fmlow.dd)</td>
<td></td>
</tr>
<tr>
<td>fst.y</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If followed by pipelined floating-point operation that overwrites the register being stored.</td>
</tr>
<tr>
<td></td>
<td>+1 + RL</td>
<td>If data cache load miss in progress.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If this instruction follows a data cache access that misses in the virtual tags but hits in the physical tags.</td>
</tr>
<tr>
<td></td>
<td>+R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>If executed when a scalar floating-point operation (other than frcp or frsqr) is in progress.</td>
</tr>
<tr>
<td></td>
<td>+RN</td>
<td>XR: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+RL1</td>
<td>XR: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+1 + RX</td>
<td>If cache miss when store path full.</td>
</tr>
<tr>
<td></td>
<td>+TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>Instruction</td>
<td>Execution Clocks</td>
<td>Condition</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>-----------</td>
</tr>
<tr>
<td>fsub.p</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>ftrunc.v</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>fxfr</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If idest referenced in next instruction.</td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If data cache load miss in progress for 64-bit read.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td></td>
<td>→2..4</td>
<td>If executed when a scalar floating-point operation (other than frcp or frsqr) is in progress.</td>
</tr>
<tr>
<td>fzchkl</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>fzchks</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>intovr</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>ixfr</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If data cache load miss in progress for 64-bit read.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td></td>
<td>→2</td>
<td>If fdest is referenced in the next two instructions.</td>
</tr>
<tr>
<td>ld.c</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If idest referenced in next instruction.</td>
</tr>
<tr>
<td></td>
<td>+1 + R1</td>
<td>If data cache load miss in progress for 64-bit read.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td>ld.x</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If idest referenced in next instruction.</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If this is the instruction after an st, fst or pst that hits the data cache.</td>
</tr>
<tr>
<td></td>
<td>+1 + RL</td>
<td>If data cache load miss in progress.</td>
</tr>
<tr>
<td></td>
<td>→1 + R1</td>
<td>If ld.x misses the data cache and a subsequent instruction references the idest of the ld.x (except for following case).</td>
</tr>
<tr>
<td></td>
<td>→2</td>
<td>XP: If this instruction follows a data cache access that misses in the virtual tags but hits in the physical tags.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If the prior instruction is a pfld.y that hits a modified line in the data cache.</td>
</tr>
<tr>
<td></td>
<td>+ R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+ RN</td>
<td>XR: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+ RL1</td>
<td>XP: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+1 + RX</td>
<td>If cache miss when store path full.</td>
</tr>
<tr>
<td></td>
<td>+ TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>ldint.x</td>
<td>1 + OA</td>
<td></td>
</tr>
<tr>
<td>ldio.x</td>
<td>1 + OA</td>
<td></td>
</tr>
<tr>
<td>lock</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>mov</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>nop</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>or</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>orh</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>pfadd.p</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pfaddp</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pfaddz</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>Instruction</td>
<td>Execution Clocks</td>
<td>Condition</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>-----------</td>
</tr>
<tr>
<td>pfam.p</td>
<td>1</td>
<td>(... and all other dual operations)</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If fsrc1 refers to result of the prior operation (either scalar or pipelined).</td>
</tr>
<tr>
<td></td>
<td>+1</td>
<td>If the prior operation is a double-precision multiply.</td>
</tr>
<tr>
<td></td>
<td>⇔2..4</td>
<td>If executed when a scalar floating-point operation (other than frcp or frsqr) is in progress.</td>
</tr>
<tr>
<td>pfamov.r</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pfeq.p</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pfgt.p</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pfliadd.w</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pfisub.w</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pfld.y</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1 + RL</td>
<td>If data cache load miss in progress.</td>
</tr>
<tr>
<td></td>
<td>⇔2</td>
<td>If fdest is referenced in the next two instructions.</td>
</tr>
<tr>
<td></td>
<td>+1 + RL1</td>
<td>If three pfld's are outstanding.</td>
</tr>
<tr>
<td></td>
<td>+2 + OA</td>
<td>XR: If pfld hits data cache.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If the prior instruction is a pfld.y that hits a modified line in the data cache.</td>
</tr>
<tr>
<td></td>
<td>⇔2</td>
<td>XP: If this instruction follows a data cache access that misses in the virtual tags but hits in the physical tags.</td>
</tr>
<tr>
<td></td>
<td>+ R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+ RN</td>
<td>XR: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+ RL1</td>
<td>XP: If address path full.</td>
</tr>
<tr>
<td></td>
<td>+ TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>pfte.p</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>pfmam.p</td>
<td>(same as pfam.p)</td>
<td></td>
</tr>
<tr>
<td>pfmov.r</td>
<td>pfmov.ss and pfmov.dd same as faddp</td>
<td>pfmov.sd and pfmov.ds same as fadd.p</td>
</tr>
<tr>
<td>pfmsm.p</td>
<td>(same as pfam.dd)</td>
<td></td>
</tr>
<tr>
<td>pfmul.p</td>
<td>(same as.fmlow.dd)</td>
<td></td>
</tr>
<tr>
<td>pfmul3.dd</td>
<td>(same as.fmlow.dd)</td>
<td></td>
</tr>
<tr>
<td>pfsm.p</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pfs.p</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pftrunc.v</td>
<td>(same as fadd.p)</td>
<td></td>
</tr>
<tr>
<td>pfzchkl</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pfzchks</td>
<td>(same as faddp)</td>
<td></td>
</tr>
<tr>
<td>pst.d</td>
<td>(same as fst.d)</td>
<td></td>
</tr>
<tr>
<td>scyc.x</td>
<td>1 + OA</td>
<td></td>
</tr>
<tr>
<td>shl</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>shr</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>shr.a</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Instruction</td>
<td>Execution Clocks</td>
<td>Condition</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------</td>
<td>-----------</td>
</tr>
<tr>
<td>shrd</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>st.c</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+ 1 + R1</td>
<td>If data cache load miss in progress for a read of less than 128 bits.</td>
</tr>
<tr>
<td></td>
<td>+1 + R2</td>
<td>If data cache load miss in progress for 128-bit read.</td>
</tr>
<tr>
<td>st.x</td>
<td>1</td>
<td>If data cache load miss in progress.</td>
</tr>
<tr>
<td></td>
<td>+ 1 + RL</td>
<td>XP: If this instruction follows a data cache access that misses in the virtual tags but hits in the physical tags.</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>XP: If the prior instruction is a pfl.d,y that hits a modified line in the data cache.</td>
</tr>
<tr>
<td></td>
<td>↔2</td>
<td>XP: If address path fu,a OR XR: If address path full.a</td>
</tr>
<tr>
<td></td>
<td>+ R2</td>
<td>XP: If data-cache line write-back due to snoop is in progress.</td>
</tr>
<tr>
<td></td>
<td>+ RN</td>
<td>XR: If address path full.a</td>
</tr>
<tr>
<td></td>
<td>+ RL1</td>
<td>XP: If address path full.a</td>
</tr>
<tr>
<td></td>
<td>+1 + RX</td>
<td>If cache miss and store path full.a</td>
</tr>
<tr>
<td></td>
<td>+ TLB</td>
<td>If TLB miss.</td>
</tr>
<tr>
<td>stio.x</td>
<td>1 + OA</td>
<td></td>
</tr>
<tr>
<td>subs</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>subu</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>trap</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>unlock</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>xor</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>xorh</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Instruction Characteristics
APPENDIX D
INSTRUCTION CHARACTERISTICS

The following table lists some of the characteristics of each instruction. The characteristics are:

- What processing unit executes the instruction. The codes for processing units are:
  
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Floating-point adder unit</td>
</tr>
<tr>
<td>E</td>
<td>Core execution unit</td>
</tr>
<tr>
<td>G</td>
<td>Graphics unit</td>
</tr>
<tr>
<td>M</td>
<td>Floating-point multiplier unit</td>
</tr>
</tbody>
</table>

- Whether the instruction is pipelined or not. A P indicates that the instruction is pipelined.

- Whether the instruction is a delayed branch instruction. A D marks the delayed branches.

- Whether execution is suppressed in user mode. An SU marks supervisor-only instructions.

- Whether the instruction is available on both the i860 XR and i860 XP microprocessors. An XL marks instructions that are available only on the i860 XP microprocessor.

- Whether the instruction changes the condition code CC. A CC marks those instructions that change CC.

- Which faults can be caused by the instruction. The codes used for exceptions are:
  
<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT</td>
<td>Instruction Fault</td>
</tr>
<tr>
<td>SE</td>
<td>Floating-Point Source Exception</td>
</tr>
<tr>
<td>RE</td>
<td>Floating-Point Result Exception, including overflow, underflow, inexact result</td>
</tr>
<tr>
<td>DAT</td>
<td>Data Access Fault</td>
</tr>
</tbody>
</table>

Note that this is not the same as specifying at which instructions faults may be reported. A result exception is reported on the subsequent floating-point instruction, pSt, fSt, or sometimes fld, pfld, and ixfr.

The instruction access fault IAT and the interrupt trap IN are not shown in the table because they can occur for any instruction.

- Performance notes. These comments regarding optimum performance are recommendations only. If these recommendations are not followed, the i860 microprocessor automatically waits the necessary number of clocks to satisfy internal hardware requirements. The following notes define the numeric codes that appear in the instruction table:
  
  1. The following instruction should not be a conditional branch (bc, bnc, bC.t, or bnc.t).
  2. The destination should not be a source operand of the next two instructions.
  3. A load should not directly follow a store that is expected to hit in the data cache.
  4. When the prior instruction is scalar, fsrc1 should not be the same as the fdest of the prior operation.
5. The \textit{fdest} should not reference the destination of the next instruction if that instruction is a pipelined floating-point operation.

6. The destination should not be a source operand of the next instruction. (For \texttt{call} and \texttt{calli}, the destination is \texttt{r1}).

7. When the prior operation is scalar and multiplier \textit{op1} is \textit{fsrcl}, \textit{fsrcl2} should not be the same as the \textit{fdest} of the prior operation.

8. When the prior operation is scalar, \textit{src1} and \textit{src2} of the current operation should not be the same as \textit{dest} of the prior operation.

9. A \texttt{pfld} should not immediately follow a \texttt{pfld}.

- Programming restrictions. These indicate combinations of conditions that must be avoided by programmers, assemblers, and compilers. The following notes define the alphabetic codes that appear in the instruction table:

  a. The sequential instruction following a delayed control-transfer instruction may not be another control-transfer instruction, nor the target of a control-transfer instruction.

  b. When using a \texttt{bri} to return from a trap handler, programmers should take care to prevent traps from occurring on that or on the next sequential instruction. IM should be zero (interrupts disabled) when the \texttt{bri} is executed.

  c. If \textit{fdest} is not zero, \textit{fsrcl} must not be the same as \textit{fdest}.

  d. When \textit{fsrcl} goes to multiplier \textit{op1} or to KR or KI, \textit{fsrcl} must not be the same as \textit{fdest}.

  e. If \textit{dest} is not zero, \textit{src1} and \textit{src2} must not be the same as \textit{dest}.

  f. \textit{Isrcl} must not be the same register as \textit{isrcl2} for the autoincrementing form of this instruction.

  g. \textit{Isrcl} must not be the same register as \textit{isrcl2}.
<table>
<thead>
<tr>
<th>Instruction</th>
<th>Execution Unit</th>
<th>Pipelined?</th>
<th>Delayed?</th>
<th>Supervisor?</th>
<th>Sets</th>
<th>Faults</th>
<th>Performance Notes</th>
<th>Programming Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>adds</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>addu</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>and</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>andh</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>andnot</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>andnth</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bc.t</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bl</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bnc</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bnc.t</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>br</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bri</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bte</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>btne</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>call</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td>6</td>
<td>a</td>
</tr>
<tr>
<td>calli</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td></td>
<td>6</td>
<td>a</td>
</tr>
<tr>
<td>fadd.p</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>a</td>
</tr>
<tr>
<td>faddp</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>a</td>
</tr>
<tr>
<td>faddz</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>famov.r</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fladd.w</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fisub.w</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fix.p</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fld.y</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2, 3</td>
<td>f</td>
</tr>
<tr>
<td>flush</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>fmilow.dd</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>fmulp</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>form</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>frcp.p</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>frsqr.p</td>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>5</td>
<td>f</td>
</tr>
<tr>
<td>fst.y</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>5</td>
<td>f</td>
</tr>
<tr>
<td>fsu.p</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>5</td>
<td>f</td>
</tr>
<tr>
<td>ftrunc.p</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>SE</td>
<td></td>
<td>5</td>
<td>f</td>
</tr>
<tr>
<td>fxfr</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fzchkl</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>fzchks</td>
<td>G</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>intovr</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>ixfr</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>id.c</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>ld.x</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>ldint.x</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>ldio.x</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>lock</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>or</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>orh</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Notes</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>g</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
</tr>
</tbody>
</table>
## INSTRUCTION CHARACTERISTICS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>pfadd.p</td>
<td>A</td>
<td>P</td>
<td>SE, RE*</td>
<td>8</td>
<td></td>
<td>e</td>
</tr>
<tr>
<td>pfaddp</td>
<td>G</td>
<td>P</td>
<td>SE, RE*</td>
<td>8</td>
<td></td>
<td>e</td>
</tr>
<tr>
<td>pfaddz</td>
<td>G</td>
<td>P</td>
<td>SE, RE*</td>
<td>7</td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>pfam.p</td>
<td>A&amp;M</td>
<td>P</td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfamov.r</td>
<td>A</td>
<td>P</td>
<td>CC</td>
<td>SE*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfeq.p</td>
<td>A</td>
<td>P</td>
<td>CC</td>
<td>SE*</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>pfgt.p</td>
<td>A</td>
<td>P</td>
<td>CC</td>
<td>SE*</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>nfladd.w</td>
<td>G</td>
<td>P</td>
<td>CC</td>
<td>*</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>intfsub.w</td>
<td>G</td>
<td>P</td>
<td>CC</td>
<td>*</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>pfisub.p</td>
<td>G</td>
<td>P</td>
<td>CC</td>
<td>SE, RE*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfpx.p</td>
<td>G</td>
<td>P</td>
<td>CC</td>
<td>SE*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfld.y</td>
<td>E</td>
<td>P, (XP)**</td>
<td>DAT*</td>
<td>2, 9</td>
<td></td>
<td>f</td>
</tr>
<tr>
<td>pfmam.p</td>
<td>A&amp;M</td>
<td>P</td>
<td>SE, RE*</td>
<td>7</td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>pfmsm.p</td>
<td>A&amp;M</td>
<td>P</td>
<td>SE, RE*</td>
<td>7</td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>pfmul.p</td>
<td>M</td>
<td>P</td>
<td>SE, RE*</td>
<td>4</td>
<td></td>
<td>c</td>
</tr>
<tr>
<td>pfmul3.dd</td>
<td>M</td>
<td>P</td>
<td>SE, RE*</td>
<td>4</td>
<td></td>
<td>c</td>
</tr>
<tr>
<td>pform</td>
<td>G</td>
<td>P</td>
<td>*</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfsm.p</td>
<td>A&amp;M</td>
<td>P</td>
<td>SE, RE*</td>
<td>7</td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>pfsuub.p</td>
<td>A</td>
<td>P</td>
<td>SE, RE*</td>
<td>7</td>
<td></td>
<td>d</td>
</tr>
<tr>
<td>pftrunc.p</td>
<td>A</td>
<td>P</td>
<td>SE, RE*</td>
<td>4</td>
<td></td>
<td>c</td>
</tr>
<tr>
<td>pfzchkl</td>
<td>G</td>
<td>P</td>
<td>SE, RE*</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pfzchks</td>
<td>G</td>
<td>P</td>
<td>*</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pst.d</td>
<td>E</td>
<td>SU, XP</td>
<td>DAT</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>scyc.x</td>
<td>E</td>
<td>SU, XP</td>
<td>DAT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shl</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shr</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shra</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shrd</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>st.c</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>st.x</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stio.x</td>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subs</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subu</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>trap</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>unlock</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xor</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xorh</td>
<td>E</td>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTES:**

*On the i860 XP microprocessor, the pipelined instructions can generate IT with PI.

**On the i860 XR microprocessor, the 128-bit pfld.q is not available. If used it causes an instruction trap.
Compatibility Between i860™ XR and i860™ XP Microprocessors
APPENDIX E
COMPATIBILITY BETWEEN
i860™ XR AND i860™ XP MICROPROCESSORS

REQUIRED CHANGES

To port existing systems software from the i860 XR microprocessor to the i860 XP microprocessor, the following changes may be required. Applications software does not require changes.

1. Data cache flush. All four ways of the data cache must be flushed on the i860 XP microprocessor. The cache flush routine can be modified to check processor type in epsr or the DCS field of dirbase and flush the appropriate number of ways.

2. Parity and bus error traps. If the i860 XP system signals these errors, the trap handler must be extended to handle them. Software must avoid testing the BEF and PEF bits unless executing on the i860 XP microprocessor.

3. LOCK# deactivation. On the i860 XP microprocessor, traps do not automatically deactivate the LOCK# signal, so the trap handler must do a data access to deactivate LOCK#. Trap handlers that already access data soon after invocation do not require this modification.

4. Load pipe precision. The precision of the last stage of the load pipeline is specified by the LRP bit on the i860 XR microprocessor but by the LRPO and LRPI bits on the i860 XP microprocessor. The procedure that restores the load pipe must check the processor type, use the appropriate bits, and restore the correct precision. Pipe restoration code for the i860 XR microprocessor will work correctly on the i860 XP microprocessor if pfld.q is not used.

5. Pre-accessed trap handler pages. Page-directory and page-table entries for the instruction pages of the trap handler and for the first data page accessed by the trap handler must always have \( A = 1 \). Software modified to allocate page tables this way works on both i860 XR and i860 XP microprocessors.

6. Page directory entry bit 7. On the i860 XP microprocessor, this bit determines whether the page size is four Mbytes or four Kbytes. On the i860 XR microprocessor, it is reserved and should be set to zero. It must be set to zero for four unmodified i860 XR microprocessor software to work correctly on the i860 XP microprocessor.
PERFORMANCE OPTIMIZATIONS

Software developers may wish to make the following performance enhancements in systems software for the i860 XP microprocessor. Systems software that must execute on both i860 XP and i860 XR systems can contain code both with and without the optimizations. By testing the processor type, the appropriate instruction path can be determined.

1. Data cache flush. On the i860 XP microprocessor, a complete flushing of the data cache is not needed when changing context or marking a page not present.

2. The epsr bits AI, DI, PI, and PT can be used on the i860 XP microprocessor to make trap handlers more efficient.

3. Four-Mbyte pages can be allocated to frame buffers and the operating-system kernel, thereby reducing the cost of TLB misses.

NEW FEATURES

Software that uses the new features available only on the i860 XP microprocessor will not be compatible with the i860 XR microprocessor unless alternate instruction paths are provided.

Systems software features:

1. New instructions ldio, stio, ldint, and scyc.

2. Four-Mbyte pages.

3. Privileged registers p0, p1, p2, and p3.

4. Concurrency control unit.

5. 128-bit load instruction pfld.q.

6. Support for virtual address aliases.

Applications software features:

1. Concurrency control unit.

2. 128-bit load instruction pfld.q. The i860 XR microprocessor traps on pfld.q; therefore, software has the opportunity to emulate a pfld.q with two pfld.d instructions. However, this strategy does not yield optimal performance on the i860 XR microprocessor.
NOTES

On the i860 XP microprocessor, pages with WT = 1 are cached with the write-through policy; whereas, on the i860 XR microprocessor, they are not cached at all. Because this change in the function of WT was anticipated in the i860 XR microprocessor documentation, no incompatibility should arise.
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