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putting |IDEAS

to work—research at

IBM

e Multi-Stable Work Horse: By employirg a non-linear
load, new circuit permits two transistors to do the

work of ten. IBM Bulletin No. 200.

e Self-Complementary: New Gas Tube Counter sub-
tracts by adding. IBM Bulletin No. 201.

e The Soft Touch: Ultrasonic cutting at IBM permits
devices to be cut from hard, brittle materials within 0.0002”.

Multi-Stable Work Horse

As the size and complexity of IBM prod-
ucts increase, we are faced with growing
numbers of components—which means
increased cost. As part of our continuous
search for improvement and ways to
reduce the number of components, Rob-
ert Henle, one of our Transistor Circuit
Research people, undertook to get more
work out of a given number of tran-
sistors. The result is a two-transistor,
multi-stable circuit employing feedback
controlled by a non-linear load. Junction
transistors are naturally suited to this
new kind of circuit.
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10 Stable State Circuit

A full report on this new idea from
IBM contains eight full-page circuit dia-
grams in addition to mathematical anal-
yses of the operation of the circuit.
Write for your copy of IBM Bulletin
No. 200.

Self-Complementary

Accounting machines these days must
be able to do everything—even make
decisions. In order to get 2 machine to
do more in a day’s time with little or no
increase in operating’ cost, IBM Com-
ponent Research people studied the idea
of using a multi-cathode gas tube. It's
good news that they came up with an
attractive approach, which Robert Koeh-
ler, of our Device Development Group,
then reduced to practice; it operates
faster than its electromechanical prede-
cessor and, furthermore, with simple cir-
cuitry, can subtract, by adding. It can
read out in true number form both posi-
tive and negative balances. This is pos-
sible because a number stored in the tube
may be transposed to its 9’s complement
(i.e., value subtracted from nine) by a
single electrical pulse.

If you’d like more information on the
basic principle, physical arrangement of
parts, and typical problems solved, write
for IBM Bulletin No. 201. If you are
fascinated by the theory of numbers, we
recommend this Bulletin.

DATA PROCESSING « ELECTRIC TYPEWRITERS + TIME EQUIPMENT « MILITARY PRODUCTS

The Soft Touch

In some of our studies of new compo-
nents, at the IBM Research Laboratories
at Poughkeepsie, it is necessary to make
many different, small and intricately
shaped parts from brittle materials. Fol-
lowing the conventional approach, each
of these parts would require laborious
and costly machining and fabrication.
We turned to ultrasonic cutting; with
this tool we can make any shape or size
component in approximately a minute —
with an accuracy five times greater than
previously possible! The ultrasonic cut-
ter has helped us progress faster in our
development of new devices. RESEARCH
at IBM means IDEAS at work.
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Schematic of Ulirasonic Cutter

o For bulletins mentioned above, write
Dept. CA-7. International Business Ma-
chines Corp., 590 Madison Ave., New
York 22, N. Y.
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The Editor’s Notes

OPPORTUNITY TO LEARN

I. From Curtner B. Akin, Jr.,
Sewickley, Pa., to the Editor:

This letter is merely an expression of
sincere thanks to you and your policy of ex-
tending subscription privileges to everyone
who wishes to read your fine magazine "Compu-
ters and Automation”.

I am nineteen years of age and interest-
ed, as I have been for some time to date, in
the movement toward automation. I have been
interested in electronics for many years seri-
ously, and in my search for publications in
the automation and electronic fields I have
found more than once that my requests for sub-
scriptions to various magazines were unwanted.

Of course, I realize that the audit or-
ganizations have much to say about subscribers
to the magazines with which they are connected,
and I also realize that there are only a cer-
tain number of subscriptions available to those
who are not in an "official” capacity within
some business. This to me is nonsense. The
following is my explanation why:

Recently in these our United States, there
has been a great deal of consternation about
the number of scientists turned out, or manu-
factured, by Russia's system of education. It
has been brought to light that the young Rus-
sian in quest for knowledge has no problem find-
ing reading material upon that subject which
holds for him the maximum interest. Isn't this
ideal? To me it seems a little hard to imagine
that a country as imperfect (to me) as Russia,
‘has had the common sense to place before the
youth of its country the material they seek.

Let's turn to the U.S. and make a com-
parison. ...As the ten or eleven-year old
grows away from his desire to live in a make-
believe world into a young member of adult-
hood, what does he find? Simply that he can-
not with ease obtain the information which he
seeks. The "educated" class closes its eyes
to his desires. His quest for learning "what
makes things tick" is nipped in the bud. The
adult world would rather he go through the re-
quired sequence necessary for becoming educat-
ed than satisfy his self-motivated thirst for
learning. Brother -- if that isn't crazy!!

In closing, I would like to congratulate
you on a perhaps unrecognized wonderful point

in your favor. Please accept my appreciation:
you have no idea how wonderfully surprised I

" was to find "Computers and Automation" in my

mailbox yesterday.

ITI. From the Editor

Opportunities for education in .the United
States, in the finest sense of the word "educa-
tion", are far Iess than they should be. Here
are three comparisons:

Union of Soviet
Socialist Republics United States

1. Average num- 19 or 20 and 34 or 35 and
ber of students increasing increasing
in class per
teacher
Denmark lhited States
2. Number of in- 7,000 100,000
habitants for
every bookseller
No. of No. of
Vacancies Applicants

3. In New York 650 88
City, on June 5, ,

1956, in regard

to competitive

examinations for

candidates who are

to teach mathema-

tics in junior high

schools

We earnestly hope that "Computers and Au-
tomation" may help in the cause of education of
men and women-in the United States, in the field
of computers and their applications and impli-
cations, including automation. And it is our
intention for the indefinite future that anyone
who wishes to, may subscribe to "Computers and
Automation".



Systems
Engineering

at The Ramo-Wooldridge
Corporation

ICBM and IRBM are prime examples ll The Intercontinental Ballistic Missile and the Intermediate Range
Ballistic Missile, Air Force programs for which we have over-all systems engineering and technical
direction responsibility, are prime examples of programs that require the systems engineering
approach. Most Ramo-Wooldridge work is of such a systems character, requiring the concurrent
solution of a wide variety of interrelated technical and operational problems. Additional examples
at R-W are communications, fire-control, and computer programs for the military, and automa-
tion and operations research projects for business and industry.

‘Pertinent technical fields B Successful execution of systems engineering programs requires that the techni-
cal staff include experts in a considerable number of scientific and engineering specialties.
At Ramo-Wooldridge some of the pertinent fields are aerodynamics, propulsion, digital
computers, information theory, radio propagation, radar, infrared, servomechanisms, gyroscopy.
and nuclear physics.

The kind of team required B A qualified systems enginecring staff must include unusually capable theoreti-
cians and analysts who can predict the behavior of complex systems, as well as ingenious
experimental physicists who can devise suitable new techniques for measuring actual physical
parameters. In addition, the team must include experienced apparatus and equipment development
engineers, to insure a high level of practicability in the resulting end products.

Scientists and engineers who are experienced in systems engineering work, or who
have specialized in certain technical fields but have a broad interest in the inter-
actions between their own specialties and other fields, are invited to explore the wide
range of openings at The Rumo-Wooldridge Corporation in: )

Guided Missile Research and Development |  Automation and Data Processing
Aerodynamics and Propulsion Systems i  Digital Computers and Control Systems
Communications Systems [  Airborne Electronic and Control Systems

The Ramo-Wooldridge Corporation

8730 ARBOR VITAE STREET « LOS ANGELES 48, CALIFORNIA



SOLVING PROBLEMS WITH DIGITAL COMPUTERS

ALSTON S.

HOUSEHOLDER

Mathematics Panel
Oak Pidge National Lahoratory
Oak Ridge, Tenn.

(Talk before American Physical Society, Washington D.C., April 26-28, 1956)

The speeds of "high speed” digital com -
puters vary, from machine to machine, over
several orders of magnitude, but for a fairly
representative group the multiplication time
is roughly half a millisecond. For the IBM
701, and for machines of the Princeton type,
the speed is slightly less; for the IBM 704 it
is rather greater, but this is perhaps a f air
round number. The Oracle at the Oak R idge
National Laboratory is a Princeton type mach-
ine and hence one of this class, and since it
is the machine with which I am most familiar,
and since "Oracle" is an easy word to say, I
wish to use the Oracle as representative of
this class.

On the Oracle a division takes about the
same length of time as a multiplication, so we
can speak of multiplications and consider a
division as equivalent. In time, and in per-
centage of occurrences, a multiplication is
equivalent to about 10 single-address additive
operations. The ratio varies somewhat from
machine to machine, but in any case multipli-
cations and divisions account for a substantial
percentage of most computing time.

A skilled human operator, let us call him
Joe for short, using a standard desk computer,
can carry out about 1000 multiplications in a
working day, counting time to enter operands
and record results. This is steady going, and
if we allow time out for sickness, holidays ,
and coffee breaks, 4000 per week is perhaps a
better overall average. This amounts to about
2x10° multiplications in a working year, or
10% in five years. Considering 50 working years
as the productive human life time, if Joe spends
his life doing multiplications on a desk cal-
culator he will perform a total of about 107
of these.

There is a well known, but not well de-
fined, unit of computational volume known as
the "Horner". I have never seen it in print,
but I understand it represents the amount of
computational labor required for solving an
algebraic equation of some given degree using
Horner's method, which is one of the more labor-
ious and simple-minded of known methods. I
should like to expand the unit to more practical
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dimensions, and redefine it, freed from in-
vidious implications. For this purpose I
shall consider the Horner to represent 10
multiplications or the equivalent thereof.
In these terms, Joe requires about 5 years to
produce a Horner, and the Oracle about 8 min-
utes. In the same terms, the NORC at Dahlgren
requires about one minute and the LARC, to be
delivered to Livermore two years hence, about
8 seconds. These last figures are very rough
and comparisons are difficult, since the NORC
and the LARC are floating point machines, which
gives them an effective speed that is perhaps
higher by an order of magnitude. On the other
hand, I am not at present considering the u-
tility of the output, but seeking only s ome
gross, overall, and reasonably well-d efined
measure of activity.

Returning to our friend Joe and his desk
computer, if we assume him to be a high school
graduate merely, with no special endowments
other than steadiness and dependability, his
salary and overhead would probably come to at
least $5,000 per year. Hence his output comes
at the rate of about $25,000 per Horner. While
Joe works a 40-hour week, the Oracle's week is
at present 120 hours long. If we figure de-
preciation at $200,000 per year, which is quite
excessive, this comes to about $30 per hour.
Normal operating costs run around $50 per hour,
and this adds up to about $10 per Horner. The
LARC will cost about three times as much as
the Oracle. If we allow the same factor for
operating costs, and allow a factor of 60 for
speeds, we come out with a cost of 50¢ per
Horner, a factor of 5.10* by comparison with
Joe. Perhaps I should emphasize again that
utility is not being considered. For a par-
ticular problem the number of Horners required
can easily vary by an order of magnitude for
any single system depending upon the c are
taken in programming and analysis. But this
can be said for the output of any of the mach-
ines, that for an output of one Horner one does
not have to wait five years.

For Joe I have postulated very few skills,
the Oracle and the LARC have even fewer. If
we have a differential equation to be solved,
whether by Joe, by the Oracle, or by the LARC,



Solving Problens

we have to program it properly since neither
one of the three knows any mathematics beyond
arithmetic. Suppose the problem requires a-
bout one Horner of computation. To compare
the programming of the problems for the LARC
with the programming of the problem for Joe,
we must imagine that Joe is to be given his
data and instructions at the outset, and is
then to be left incommunicado for a period of
5 years at which time he suddenly emerges with
answers, which may or may not be the correct
ones. The instructions must be explicit e-
nough to guide him through all contingencies,
since by hypothesis all communication is sev-
ered for the period.

The parallel is not perfect, since either
the Oracle or the LARC can simply stop. At
least it can be programmed to stop when troubles
of a foreseeable character arise. But often
the troubles, if foreseeable, are nevertheless
not foreseen, and the machine d iligently
p roduces nonsense until the aberration is
discovered. Happily we can afford to squander
a few of the LARC's 50¢ Horners, as we could
not afford to squander Joe's $25,000 Horners.
But the fact, while ameliorating the difficul-
ty, does not nullify it. Ultimately, for any
given problem, it is necessary to achieve a
program capable of directing the computer in
uninterrupted, valid performance for at least
a few seconds, and in the case of the LARC,
this would be equivalent to almost that many
years on the part of Joe. And whereas the
LARC will require 8 seconds to produce a Hor-
ner, there are machines in prospect for three
or four years hence that will produce a Homer
or more per second.

These figures are introduced, not for
the purpose of bringing out what amazing a-
chievements these computers are, but rather
to emphasize the difference between solvinga
problem with Joe's help and solving it with
the LARC's help. The real, flesh and blood
Joes who actually pound Fridens and Marchants,
are not generally incarcerated, and, indeed,
they themselves can often see, as the LARC
cannot, when things go awry. In particular,
it is often possible to observe the build-up
of rounding errors in the course of a hand
computation and to take remedial measures.

It goes without saying that in the course
of a Horner or two of computation, rounding
errors can build up very substantially and
possibly invalidate the entire result. Some
papers have been published attempting to de-
rive statistical distributions of errors gen-
erated in the course of certain classes of
computation, but generally speaking I am
skeptical of the conclusions. For such es-
timates some uniformity of the initial dis-
tributions of data and errors must be made,

whereas it is clear that numbers actually used
in real computations have a distribution that
is far from simple. For example, the simple
rationals, certain transcendentals such as e
and 7 and simple functions of these, occur
with much more than random frequency. Having
recently formulated a pessimistic hypothesis
in this regard, I was informed by a Scotch
mathematician that my principle was already
well known in Scotland by the name of Mac-
pherson's Law. In the original Scotch the
statement is, "Macpherson's piece aye fa's
jeelie side doon". There is another formula-
tion of the same principle which is known as
das Gesetz der Schweinerei der Natur.

I can illustrate this with an occurrence
of several years ago when a floating-point rau-
tine was being prepared for a fixed-point mach-
ine. The results exhibited some obvious but
puzzling discrepancies, but eventually it was
found that among the 260 possible number pairs
provided for, the routine gave the correct
product for all but one, and this one pair
actually occurred in the computation. The
probability of the appearance ggothis pair at

anzlgne time was, of course, 2 °Y, or, roughly
107"Y, on the assumption of a uniform distri-
bution.

Recently at ORNL a routine for inverting
matrices was being tested by applying it to a
particular matrix whose inverse was obtainable
analytically. If a computed inverse is multi-
plied by the original matrix and the result
subtracted from the identity, it is possible
to compute quite easily and rigorously an up-
per limit to the error in the individual ele-
ments of that inverse. In this instance the
computed upper limit was exceeded by several
orders of magnitude by the errors actually
found in some of the elements. It turned out
that the discrepancy was due to the small re-
sidual error made in converting the elements
of the original matrix from decimal form to
binary. In other words, the matrix actually
inverted differed in the last few binary di-
gits from the matrix whose inverse was known
theoretically, and this accounted for the
discrepancy.

I am mildly distressed by the growing
popularity of decimal machines for scientific
computation, and of floating-point machines.
It is a theorem that among all possible bases,
the base 2 minimizes the rate of growth of
generated error. In fact, the larger the base
the higher the rate. My objection to float-
ing point is based upon the fact that, to the
best of my knowledge, no one knows how to pre-
dict the rate of growth of generated error
when floating point arithmetic is used.

In speaking of generated error I am not,
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of course, speaking of malfunctioning of the
machine, or of errors due to faulty coding, or
of the use of a fallacious formula. These are
relatively easy to detect and correct. I am
not referring even to truncation errors. These
are also fairly easy to detect, generally, al-
though I know of a case where several months
of IBM computations were found to be invalid
because a Taylor series had been truncated too
soon, and another case where some months o f
coding time were wasted along with some mach-
ine time because a certain series was found to
converge too slowly to be usable at all. In
both of these instances a sufficient amount of
fairly standard mathematical analysis c ould
have prevented the loss. The errors I refer
to, however, are those which result from round-
ing after every multiplication and division,
and in floating-point operations they appear
also when the exponents are adjusted by shift-
ing before an addition or subtraction. The
analysis here is always tedious, and the math-
ematical techniques are by no means well de-
veloped.

In some instances a posteriori estimates
of error can be made. I have already spoken
of the formula for obtaining an upper bound to
the error in the computed inverse of a matrix,
although, as you recall, this refers to the
matrix actually in the machine which is not
always exactly -~ in fact is seldom exactly —
the matrix you wish to invert. To the best of
my knowledge, there is no way of obtaining in
general a rigorous limit of errors in the so-
lution of a system of linear equations without
making use of a computed inverse. It dves not suf-
fice to substitute the computed solution int the ori-
ginal equations. For suppose you do this, and
suppose you even find that to within rounding
errors the equations are exactly satisfied.
That is, suppose you wish to solve Ax = b, ad
you obtain for x a vector x* such that when
you take the machine product (Ax¥)* of A
by x* you get exactly b. Nevertheless, in
general, the true product Ax* will differ
from the desired vector b by some vector d
of which you know only that each element of d
does not exceed the maximal error generated in
the machine computation. Then the error x -
x* is equal to A"ld. Now if it should hap-
pen that this unknown vector d has a large
component in the direction of the eigenvector
of A belonging to the smallest eigenvalue,
call it A, then the actual error vector x -
x* will be approximately X-ld, and if A
is small, the elements of A\~ld can be large.
This is what can happen in the case of so-called
ill-conditioned systems. But the case can be
even worse. Consider the form

A=T1 -],

where J has ones just below the diagonal and

and zeros elsewhere,
Then
Al = T e T+ 202 4 .. 4l gn-l |

Hence, although every eigenvalue X =1 for
A, nevertheless the last element of x - x*
will be X1-1 times the first element of d.
If o¢ is large and n large the magnifica-
tion will be great.

This phenomenon is well known in the fi-
nite difference solution of differential equa-
tions. It goes by the name of instability. Act-
ually, instability is a matter of degree, as
others have pointed out, and it should be treat-
ed as such.

If the differential equation, whe ther
ordinary or partial, is linear, then the ele-
ments of the vector x of unknowns are the val-
ues of the dependent variable at mesh points of
the grid; the elements of the vector b are
determined by the boundary or initial values;
and the elements of the matrix A are deter-
mined by the method of approximating the deri-
vatives by finite differences. For initial
value problems one generally tries to set up
a scheme whereby the dependent variable can be
evaluated by a straightforward recursion, be-
ginning at a boundary or corner point and pro-
ceeding from point to point. One does no t
generally write down the matrix explicitly, or
perhaps even think of the problem in these
terms, but in fact the matrix A is then a
triangular matrix, all of whose non-null ele-

- ments fall on the diagonal or not far below it.

Its form is only slightly more complicated than
that of the matrix just exhibited.

Now the order of the matrix depends upon
the fineness of the grid. In general t here
will be allinear combination of terms of the
form ", gn=l ... where o and are
themselves functions of the grid spacing. If
n is made large, as is desirable for reducing
the truncation error, then in_general at least
one of the terms, o< -1 g n-1"" . becomes
large. One seeks, therefore to obtain a form
such that the growth with n is as slow as
possible. However, there are limits to what
one can do in this direction.

On the other hand, if the matrix A is
not required to be triangular, one may be able
to avoid this type of buildup. It is true
that the equations are less easy to solve
than when the matrix A is triangular, but
Horner's come cheap on the LARC, and fairly
so on the Oracle, and it may be worth the
pains. A nontriangular scheme is called im-
plicit. For boundary value problems there is
no choice, and one is forced to use an im-
plicit scheme.
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Solving Problems

With implicit schemes, whether for bound-
ary value problems or others, an iterative
method of solving is generally preferred. This
is so partly because the matrix is ordinarily
very large but simple in structure, whereas
its inverse is large and complex. Although
many iterations may be necessary, each is re-
latively simple and easily programmed. There
is a further advantage that if the 1iteration
is continued until convergence is complete, the
departure x - x¥* of the computed from t he
true solution is as small as it can be made,
whereas the result of a direct solution may
require further improvement by subsequent ap-
plication of an iterative technique.

For reactor criticality calculations, at
least in one dimension, a direct solution is
fairly simple because of the following cir-
cumstance: The matrix A is a so-called con-
tinuant, whose non-null elements occur along,
just below, and just above the main diagonal.
Such a matrix can be factored into the product
of two matrices, one having non-null elements
only along and just below the main diagonal ,
the other having them only along and above.
One of the diagonals can be taken as made up
of ones, and a simple set of recursions gives
the other 3 n -2 elements. Each factor
matrix, in turn, is readily inverted. This is
the basis for the commonly used "out-in" or
"in-out" algorism in criticality calculations.

Now for the two-dimensional problem the
matrix is a composite matrix constructed as
follows: In the above matrix A, replace
each diagonal element by a matrix of the same
form as A; replace each remaining non-null

. element by a diagonal matrix. This matrix can
be factored and inverted exactly as was the
above matrix, provided one bears in mind that
the recursion relations involve matrices and
that hence the order of the factors is import-
ant. For the three-dimensional problem one
has to form a supercomposite matrix out of
these composite ones, but again the algorism
holds. To the best of my knowledge this has
never been programmed for existing machines
for reasons that are obvious when one estimates
the number of Horners required.

In fact, to invert a general matrix, or
to multiply two of them, requires a number of
multiplications proportional to the cube of the
order, although for these special matrices it
might be held to the square. If we think of a
grid with %O points in each direction, t hen
this is 10°, or one Hornmer, multiplied by some
constant factor. This must be multiplied again
by the number of groups, and still again by the
number of iterations that may be required.

We all learned in high school to solve
simultaneous linear equations, and yet one of
the more pervasive and evasive of the problems

before numerical analysts today is how to do
this efficiently on the Oracles, the NORC's

and the LARC's. A general matrix of order
100 represents several Horners of computation
for its inversion, counting the many transfer
operations involved, and 100 is a small number
when tiie equations come from partial differ-
ential equations. There is first the sheer
mass of multiplications alone, but this is on-
ly part of the problem. For large matrices the
capacity of the internal storage will be ex-
ceeded and information must be switched be-
tween that and the auxiliary storage. But
most critical of all is the fact that small
divisors can develop that will blow up gener-—
ated errors to a scale that would invalidate
subsequent computations. One way to avoid this,
when the matrix is not intrinsically badliy
conditioned, is to "position for size", which
means seeking out the largest coefficient and
shifting the equation containing it to f irst
position at each stage of the elimination. This
is very time-~consuming for the machine, and so
are any equivalent logical operations used to
avoid an actual interchange. A slight change
in the point of view, however, suggests a
slightly different approach which evades the
difficulty completely, and although more actual
multiplications are required, there is a great
reduction in the shuffling. The procedure is
to carry out the elimination by performing a
sequence of plane rotations. This method re-
duces the generated error, it yields as a by-
product the value of the determinant, and per-
mits a running check in that the sum of squares
of the elements in any column remains invariant.
The method was developed at ORNL by J.W. Givens,
and it is now in very effective use on the Oracle.
Including tape handling, inversion of a matrix
of order 100 requires about 10 Horners.

In counting costs per Horner I did not in-
clude salaries of mathematicians and program -
mers. This is often considered to be much high-
er for, say, the LARC than for Joe. On an hour-
ly basis this is certainly true, but on a per
Horner basis it is by no means so. Let us con-
sider o group of mathematically untrained Joes.
How much supervision and programming they would
require from a professional depends upon many
factors, but ten Joes per supervisor would seem
close to an upper limit. Ten Joes could pro-
duce two Horners per year, and hence one pro-
fessional man year would be required for two
Horners. Two Horners is about 16 minutes on
the Oracle and about 16 seconds on the LARC.

An hour's running time on the Oracle would be

about 8 Horners or 4 professional man years. I
have yet to see the machine problem that re-
quired two years of programming and coding for
an hour's run.

What is even more to the point, however,
is the fact that a code for an Oracle or a LARC
is a capital investment. The lincar equation

(cont’d on page 15)
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THE DAY OF RECKONING

JACKSON W. GRANHOLM
Seattle, Wash.

Dr. Amos K. Hommel rose slowly from his
chair. He walked with measured stride to the
front of the lecture room. From his vest pock-
et he took the case containing the pince-nez
glasses which it was his habit to wear while
reading or speaking. From his coat pocket he
withdrew the small, black, leather-covered
notebook wherein it was his custom to record
thoughts which came to him at odd moments.

The front of the book was boldly emblazoned
with golden letters spelling the word RECKON.
It had been the gift of the Multinational Com-
puter Corporation to Dr. Hommel on the occasion
of his superbly brilliant address to a seminar
convened at Alexandria, Egypt, to discus s
theoretical aspects of numerical analysis with
computers. Hommel opened the notebook c are-
fully and gazed about the room, smiling at us
all.

"Gentlemen," said Hommel, his gaze bounc~-
ing about like a cork bird in a badminton court,
"you are all aware of the great debt we owe to
the magnificent generosity of Herbert Fremont
Parnson, that superb benefactor of our insti-
tution. His gift it was that made possible the
construction of that outstanding computing in-
strument which today has successfully completed
its first month of operation. It is with glad-
ness in my heart that I report to you today the
results of that first month in being of t he
Parnson Electronic Calculator, known to t he
world at large as SUPERVAC."

Dr. Hommel paused, taking his handkerchief
from his pocket and wiping his pince-nez with
it,

"The calculator,” Hommel continued, "has
exceeded all expectations. It has performed
superbly. Without doubt it is now ready to
attack the problems for which its design was
conceived."

All of us sat in silence for a moment.
Then, led by Dr. Robert Bardney, we rose in a
body, resoundingly applauding this man w h o
stood now before us, smiling, glasses in one
hand, handkerchief in the other, slowly wiping
the tears of happiness and gratitude from his
eyes.

When the applause. had subsided, Dr. Hom-
mel, taking his black notebook from the lec-
turn, returned to his seat. Dr. P. Y. Reebe

rose and walked briskly to the platform at the

front of the room. His mane of white hair bob-
bed up and down as he plred his brief case upm
the lectern. Everyone was quiet as he began to

speak. .

"My good fellows," Reebe said, "we are right-
ly filled with pride and admiration to have this
excellent man as one of us. Our worthy col-
league, Dr. Amos K. Hommel, through his devoted
and tireless effarts has, virtunally single-handedly
brought this unparalleled computing instrument
into being. It is indeed meet and fitting that
we should, each and every one, offer our praise
to him. Having done so, however, there remains
before us the bringing to fruition of Hommel's
work. I refer, gentlemen, to the tasks towhich
SUPERVAC will now be put.”

Reebe gazed intently at the ceiling.

"I feel strongly,” he said, "that the time
has now come. We have at last, thanks to
Hommel, arrived at the stage where we can be-
gin to shed the tremendous burdens of the de-
sign of calculating machines. We can now start
to place these burdens upon the calculators
themselves. In a sense the electronic calcula-
tor has entered the stage where it can begin
to make use of a characteristic heretofore lim-
ited to living beings. I speak, of course, of
the process of reproduction.”

Dr. Manifest, who sat in the back corner of
the room, cleared his throat rather awkwardly.

"Not in any physical sense, naturally,”
Reebe went on, "can this machine reproduce it-
self. What I propose is, rather, that we shall
take steps to assign to it, as soon as possible,
the problem of designing its own successor. In
fact," Reebe said, "I would not have us s top
there. I would have us propose to this machine
the problem of designing the optimum calculator:

Reebe paused while the whole effect of his
last statement seized us all. He turned to his
brief case, taking some papers from it. P ick-
ing up the chalk he stepped to the blackboard
at the back of the platform.

"If you will bear with me, gentlemen, "Reebe
said, "I shall outline the proposal which I have
in mind."
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Day of Reckoning

Reebe began to write rapidly, his equa-
tions flowing across the board. Now and then
he uttered a comment to explain some mo r e
obscure point. When Reebe had moved to th e
right half of the blackboard, Dr. Robert Bard-
ney interrupted.

"You will pardon me," Bardney said, "but
I believe you have committed a slight faux
pas in logic in relationship number ninet een.
Where you have written the operator AND/OR, I
believe you should, instead, substitute the
expression IF--THEN."

Reebe, after glancing at the equation in
question, said "You are quite right.” He erased
the offending symbol and substituted the cor-
rect one.

After some time Dr. Reebe had completely
filled the blackboard with symbols. We had
carefully criticized and scrutinized his work.
Dr. Robert Bardney rose to speak.

"It is evident to me," Bardney said, "that
Dr. Reebe is on the right track. I propose
that we proceed to push this project to comple-
tion as soon as possible.”

Bardney's proposal was unanimously adopt-
ed, and early the next week work was begun on
the task. Dr. Reebe was selected to head a
team composed of Dr. Wilson M. Sweet, Dr. Rupert
B. Pooble, and Professor Marnoscz D. Nazi 1d-
jzian. This team was to define the relation-
ships expressing the requirements for the op-
timum calculator. They were further charged
with the task of writing these relationships as
a set of completely detailed equations. Dr. G.
Jennings Manifest was placed in charge of a
group of graduate students whose task it was to
convert the equations of Reebe's team into coded
instructions for SUPERVAC. The operation of
SUPERVAC itself, of course, was to be under the
direction of Dr. Hommel with his company of well-
qualified technical personnel. Dr. Bardney was
chosen to act as coordinator among the several
groups working on the project.

The Parnson Electronic Calculator, alias
SUPERVAC, was, without doubt, the largest and
fastest digital calculator in the world. It
was housed in a vault-like room with a forty-
foot ceiling at one end of Burton Thompson
Roberts Hall. A balcony ran around the outer
walls of this room so that spectators m ight
observe the computer in action. The huge con-
trol console, vastly more complex than that of
any pipe organ, was placed squarely in the
center of the room. Directly behind the con-
sole was the main computing frame, so large that
a person could easily walk erect within it to
attend the tubes and circuits. To the left
stood the cathode ray tube memory store and
the magnetic core memory store. The cathode

ray tube store was made up of a huge rack of
staring screens, slightly larger than tele-
vision picture tubes. Instead of a picture
the face of each tube, in action, carried a
pattern of glowing blue dots. The magnetic
core store consisted of a vast array of tiny
ferro-ceramic doughnuts strung together on
what seemed to be an impenetrable maze o f
fine wires.

To the right of the console were the mer-
cury pipe memory and the spinning magnetic
drum memory. The pipe retained information
by recirculating it continually between two
crystals in the mercury. Its action was like
that of a small child who, shouting into one
end of a vacuum cleaner hose, repeats what he
hears himself saying at the other end which is
pressed to his ear. The steel drum, ten feet
in diameter and spinning at tremendous speed,
had stationary magnetic pickups mounted all
about its periphery. Some of these contimally
wrote little magnetized spots on the d r u m,
while others read these little messages, pro-
ducing an electric impulse from the ra pid
passage of the magnetized spot.

All along the wall behind the operator's
chair of SUPERVAC were the magnetic tape servos
which constituted the data input and output sys-—
tem. Directly adjacent to the console there
was an intypoputter, an instrument with a type-
writer keyboard communicating directly with the
central computing circuits. Against the left
wall there was a high-speed printer on which
results could be written for rapid perusal. The
back of the room was filled with power control
and generating equipment, while overhead ran
the air conditioning pipes which enabled
SUPERVAC to keep cool.

This was the machine that faced Hommel and
his assistants on that October morning we re-
member so well. Reebe and his team had long
since completed their work. The equations had
been checked and rechecked. Dr. Manifest and
his graduate students had translated the equa-
tions into the strange alphabetic symbols which
represented the one-thousand-twenty-four logic-
al and arithmetical operations of which SUPER-
VAC was capable. Three young ladies had worked
for a week and a half at typotapers, machines
similar in appearance to the intypoputter, but
designed instead to prepare magnetic tapes for
the calculators. Dr. Hommel stood before the
console of the machine he had created. T he
reels of tape were in front of him. Herbert
Nugent, one of Hommel's assistants, stood,
wearing earphones, before the staring cathode
ray tube faces. Ronald Barnes, another assist-
ant, stood at the power frame moniter panel.
In the corner Dr. Manifest and Dr. Bardney sat
at desk calculators, prepared to check any of
the work if question should arise. Dr. Hommel's
secretary, Lucy Campylos, stood next to him.

(cont’d on page 27)

- 11 -



THE OPERATION

OF A COMPUTER

AWAY FROM A CENTRAL STAFF

HOWARD BROMPBERG
David Taylor Model Basin
Washington 7, D. C.

The David Taylor Model Basin is maintain-
ing for the Bureau of Ships a somewhat unique
computer installation in the Remington-R a n d
Univac factory in Philadelphia. It became ap-
parent early in July, 1955, that certain gov-
ernment contractors, namely those utilizing
Univac time at the Model Basin, could not effec-
tively meet the demanding requirements without
increasing their computer time. Since we at
the Model Basin were working around the clock,
it was evident that any request for additional
time could not be fulfilled there. The situa-
tion became rather desperate with an ever in-
creasing amount of high priority problems and
no possibility for solution. Consequently,
because of the genuine need and the urgency of
Defense requirements, we asked Remington-Rand
for a computer and they suggested the use of one
in their factory in Philadelphia. The necessary
contractual arrangements having been made, a
computer (or more precisely a series of comput-
ers) a unityper I, a uniprinter, and a high
speed printer, on a catch-as-catch-can basis,
were put at our disposal the last week of July.

Aside from the fact that the Remingto n-
Rand factory now became a government computer
installation, the final assembly and test of
all equipment was effected there as well as the
manufacturing of special components, magneti c
tape and mercury tanks. In the large testing
area, there are five complete computers being
assembled, tested, and torn down for shipment.
The assembling takes roughly two weeks and the
testing is complete in three months. The work
is staggered so that a new computer is shipped
each month. Similarly, at each of the fiv e
high speed printer test stations one is ¢ o m-
pleted every seven weeks. A computer is pu t
at our disposal after it has been in test for
two months. We then use this machine for the
remaining one month period after which time it
is torn down for shipment. We then pack our
desks, files, tapes, printer, typer, experience,
memories, and move to one of theother computers
which has progressed through two months of test.

Thus, we ourselves are involved in alarge
iteration, aside from the iterations of the
problems we do and the iterative runs of these
problems. If you will permit such a person-
ification, we have found that each computer is
an individual with a personality separate and

distinct from all other computer personalities.
During our brief encounter with a given machine
we need to become familiar to a point of inti-~
macy with its various phobias and complexes,
and also to normalize them in order to achieve
the maximum amount of productive time. This
process of diagnosis and remedy insists upon a
great deal of patience, trouble~free routines,
and no scant amount of intelligent troubl e-
shooting and preventive maintenance. No sooner,
however, have we succeeded in crashing this
intelligence barrier between man and computer
than our short acquaintance is at an end, for
this computer too must be shipped out and an-
other must spring up in its place. Thus, pro-
gress pushes us on to less fertile fields, as
one iteration is completed and another isbegun,
differing from the former only by a fact or of
personality. Yet, a computer is still a com-
puter, and even though we move from a compat-
ible machine to one not fully checked out, we
advance strengthened by the understanding and
experience gained from our previous computer
encounters.

Essentially, our main reason for being is
to derive the highest amount of productive time
possible. Productive time is another expression
for machine efficiency: we derive it by dividing
the time spent on the computer into four cate-
gories: good time, down time, non-productive
time, and lost time. Good time is paradise —-
everything works right; and in direct contra-
distinction to this is down time. Non-product-
ive time is time wasted because of some human
error such as a bad type-in or a mistake in a
routine. Lost time is due to machine mal-
function. The sum of the good time and the non-
productive time divided by the total amount of
computer time gives us the machine efficiency
or productive time. The number of machines
used, however, is by no means commensurate with
the amount of productive time gained.

The biggest single factor which governs
our final efficiency is maintenance, which is
handled by Remington-Rand on a 144 hour week
with two separate eight hour periods a week
devoted to preventive maintenance. This type
of maintenance, which really amounts to c o n-
stantly bug-shooting a new machine, is exacting
and in the long run unrewarding. The strain
of on the spot attempting to furnish a computer
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Operation of a Computer

which is capable of production work also affects
the operators, who are furnished by the Reming-
ton-Rand Serxvice Bureau in New York.

On a straight production run the role of
the operator is negligible. The operators must
fit into our pattern of operation by learning
about our runs and how to use our service rou-
tines in a relatively short time. In spite of
these conditions, our maintenance and operation
have helped to develop an average machine effic-
iency of about 85%.

This installation derives some noveltyfrom
the fact that programming and programmers are
not necessary factors for efficient operation.
We operate without programmers, and two-thirds
of the personnel running problems have had no
previous computer experience. We have found
that after a short preliminary orientation per-
iod on basic principles, a person new to th e
field is able to carry out effectively the run-
ning of our problems. This orientation involves
on-the-job familiarity with jargon, equipment,
and manuals of problem operation. No creative
coding is being done; the only coding that is
carried out is for occasional correction of con—-
trol tapes or revision of routines. The degree
of proficiency necessary for unityping and cor-
recting control tape routines is readily at-
tained. It is therefore clear that our bible
is the manual of operating instructions for the
problems with which we deal. These instructions
must be exhaustive and accurate for every possi-
bility, for it is upon them that a good part of
the efficiency of the installation depend s.
The people running the problems are by necessity
constrained to be more concerned with "setting
breakpoint 1" or "block subdividing four" than
with any of the principles innate within th e
problems. It is, however, imperative for them
to have an understanding of the general scope
of the problems being run, and to have a copy
of all data, instruction tapes, and daily sup-
ervisory control print-outs, so as to be able
to analyze effectively those difficulties which
arise while on the computer. Every problem is
run with the fewest possible references to the
problem itself.

Basically, we run three different problems.

All of them have been completely programmed and
two of them have been in actual production atthe
Model Basin for close to two years.

Problem BETTIS 57 was developed by the Ap-
plied Mathematics Laboratory of the David Taylor

Model Basin at the request of Westinghouse Atomic

Power Division to aid in preliminary survey work
incident to the design of nuclear reactors for
ship propulsion. It was based on an extremely
simplified physical model in which all neutrons
were classed as either fast or slow, and only
one space -dimension was considered. The problem
was then to determine the condition under which
the reactor barely became capable of sustained
reaction.

Mathematically the problem was to deter-
mine the lowest eigenvalue of a pair of second
order ordinary differential equations. This
was handled by finite difference methods, the
standard iteration method being used to obtain
the lowest eigenvalue of the resulting matrix
system. This procedure alsc yielded the cor-
responding eigenvector whose components ar e
proportional to the neutron flux densityatthe
specified mesh points.

A slightly modified version of the fore-
going has actually been used in most of the
production work on BEITIS 57 so far. A param-
eter alpha is introduced which is a measure of
the amount of "poison" material present in the
reactor; the problem now requires, in addition,
determination of the value of alpha which will
make the eigenvalue, eta, fall within a spec-
ified narrow range. This is done by starting
out with two standard assumed values of alpha,
using linear interpolation to obtain animproved
value of alpha, and so on. Computations require,
on the average, about half an hour per case.

MUG, our second program, was develope d
over two years ago and has been in operation
ever since. From an engineering point of view,
MUG is a digital analog of a reactor. This re-
actor has either uniform cross-sections or is
a body of revolution. Im both cases it is cir-
cular. Thus only two space dimensions are in-
volved. A third dimension (independent v ari-
able) is the lethargy, that is, log Eo/E where
E is neutron energy. The range of lethargy is
subdivided into 3 to 15 intervals, and one thinks
of the neutrons as classified thereby into
"energy-groups"” or simply "groups". The first
step in the solution of a MUG problem is to
assume (by that I mean guess) the power d is-
tribution, that is, the rate per unit volume
per unit time of fission where one fission
produces 2-1/2 neutrons of various energies.
Then, for each regionette (that is, two space
and one energy interval) we compute the rate
of occurrence of neutron collisions of eac h
type, namely: elastic scattering, inelastic
scattering, absorbtion, and fission. From this
is computed a new power guess and after a
thorough accounting of the neutrons we are
supplied with the computer's power result.

This accounting process resembles a busi-
ness type problem for it is here necessary to
record for each regionette how many neutrons
are coming in energy-wise, going out energy-
wise, coming in space-wise, going out space-
wise, getting born from fission, and dying
as a result of being absorbed.
This mé€thod can account for up to 500 blocks

of output. The power computed by the machine
is the result of one step in an iterative pro-
cedure and is used as the power guess for the
next run. Thus a successive approximation
method is necessary to do one problem. The

result from this is a fairly good guess fo r
the power of the first run of a new problem.

(cont’d on page 25)
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WORD LENGTH IN DIGITAL COMPUTERS

D. D. McCRACKEN
General Electric Co., Aircraft Gas Turbine Div.
Cincinnati 15, Ohio

Most computers of any size are based on
the stored program principle, which implies
that the instructions which define the problem
for the machine are stored in its memory, along
with the data of the problem. Almost all pre-
sent computers are built with "common storage",
that is, any storage location may contain either
data or instructions. (The major exception is
the Harvard Mark IV) . 1In any case, the compu-
ter is able to make arithmetical modifications
and tests on its instructions. This capacity,
together with the ability to make conditional
transfers or jumps to other parts of the pro-
gram, gives the stored program computer its
great advantage over early automatic computers,
in which the program was cutside of the memory
of the machine.

There is a conflict, however. Assuming
common storage, and assuming for the moment
that the storage locations are of definite,
fixed capacity, how many digits should a mem-
ory location contain? What should the "word
length" be?

For most scientific work, and with pre -
sent memory sizes, it turns out that about
twice as many digits are needed for numbers as
for instructions. How is this conflict resol-
ved in present machines?

1. One straightforward solution, mention-
ed above for the Harvard Mark IV, is to bypass
the problem by building two separate memory
stores for instructions and numbers, with the
most convenient size for each. It is of course
possible to allow for arithmetical modifica -
tion of the instructions. This, however, con-
stitutes an extra burden on the designer, and
besides restricts the flexibility of the com-
puter since there is no choice of the ratio of
instructions to numbers. This solution will
likely be used in the future only for special
purpose machines.

2. Another solution is to make the mem-
ory a convenient size for numbers, and waste
the extra space when an instruction is stored.
This solution is read in just this way in the
DATATRON, and to a limited extent in all ma-
chines. 1In the IBM 704 six binary digits are
wasted in most instructions. In any computer,
space is wasted when a particular instruction
does not require an address, as for instance
the rounding instruction.

3. A very common solution is to use
more than one address for each operation. This
makes the designers work a little harder, but
the view has evidently been held in many cases
that it was a better solution than other alter-
natives. And of course many users feel that
multiple address instructions are better from
a programming standpoint.

The IBM 650 uses a second address to spec~
ify the location of the next instruction, which
is particularly useful in a magnetic drum ma-
chine. Since the second address does not re-
fer to data, this is usually called a modified
one-address machine. The ERA 1103 uses two
addresses for data, as do the ELECOM 120 and
125, and a few others. The NORC and others
use three addresses for data. The SWAC uses
a modified three address system, where the
fourth address specifies the location of the
next instruction.

4., A fairly common solution is to put
two one-address instructions into one number-
size location. This is the technique used on
the UNIVAC, IBM 701, and the instances of the
Institute for Advanced Study machines: the
IAS machine itself, MANIAC, JOHNNIAC, ILLIAC,
and others. This creates a new problem while
solving the first one. Some way must be found
of identifying the two halves. The half-word-

‘full-word scheme gives each half an address,

then uses an indicator in the instruction to
distinguish between half and full words. Other
methods give only one address to both, requir-
ing therefore that in order to do arithmetic
on an instruction it must be known which half
of a word contains the instruction. This makes
relative programming difficult. Such a system
is an added nuisance to programmers, and is
especially annoying to beginners.

5. A more recent attack is to sidestep
the issue by making the length of the number
variable. Instructions remain of fixed length,
but numbers may be of any size from one digit
up to a maximum which is much larger than need-
ed in practice. The IBM 702 and 705 are built
on this principle. It necessarily implies a
serial machine, with a consequent loss of speed
over parallel operation. It is particularly
attractive to commercial users, who have no
uniform requirement of number size. Although
it is not at all clear at this time, the prin-
ciple may turn out to be also desirable for
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the scientific user. It certainly simplifies
matters when it is necessary to carry more dig-
its than the fixed word length. On the other
hand, it is difficult to conceive of a variable
word-length machine with built-in floating
point. The last shot has not been fired in
this battle.

What are the present trends? One trend
which is slowly proceeding to alter the pic-
ture is the move to larger word length. The
IBM 704 uses 15 binary digits to identify the
addresses where its predecessor, the 701, need-
ed only 12. We hear of machines in the next
computer generation which in binary would re-
quire 17 or 18 binary digits. This of course
is a slow trend. Each additional binary dig-
it represents a doubling of memory capacity.
It is rather unsafe predicting maximum sizes
or speeds of computers very far in the future,
but presumably increased memory size alone
cannot solve the problem.

There is a fairly strong trend to go to
variable word-length. This will probably ex-
tend to other machines.

An immediate extension of variable num-
ber length, although it has not appeared in
any current computers, is variable instruction
length.

Imagine an instruction format in memory
like this:

*Operation, address * operation, address®

Here the asterisk represents some sort of mark
or separator between instructions as between
numbers. This, of course, need not actually
use up a digit position in memory. Now sup-
pose further that the operation part, which
would always consist of one or two characters,
is read into the control section first. It is
not too difficult to imagine circuits which are
fast enough to decode the operation part in
time to decide whether an address is necessary
with this particular instruction. If none is
needed, as on a rounding instruction, there
need be no address in memory, and we have sav-—
ed four or five digit positions.

Furthermore, if we consider a decimal
machine which has 100,000 digits of storage,
as many as five digits may be allowed for the
address. If a particular address requires
only two or three digits, only that many need
be written, since the control circuits can
sense the "end-of-instruction" mark. On an
instruction which refers to the low-numbered
section of memory, this device saves about a
third in instruction length. Such a system
has enough advantages that it is surely being
considered by manufacturers.

‘ord Length

In conclusion, we can observe a continu-
ing struggle between builders and users. Al-
most always a choice is to be made between sim-
plicity of design, and simplicity or brevity
or convenience of programming. Illustrations:
some early machines used complements to mepres—
ent negative numbers; some early machines had
no divide order; only recently have built-in
floating point machines been available. As a
rough generalization, we may say thatin early
machines, the builders won the struggle; but from
now on, the users will win. Mahines will become
more complex structurally in orderto simplify or
make more powerful the work of the progmammer.
Along with this trend is an unsettled issue as to
whether to build machines with many and powerful
instructions, or to concentrate on making a ma-
chine with fewer and simpler instructions, but
which is very fast.

The impact of these considerations on
word length in computers will depend to a large
extent on experience with machines now begin-
ning to come into wide use. It is certainly
too early to ask for standardization; too
many possibilities remein to be tested.

- D -
* ¥ %
SOLVING PROBLEMS
(cont’d from page 9)

solver I have just described required consid-
erably less than one man year for its construc-
tion. The immediate stimulus for its construc-
tion was a matrix of order 190 to be inverted.
This matrix has been inverted, and the inverse
has been used and will be used repeatedly for
obtaining the solution of a number of systems
having the same matrix. The code will certainly
be used many times for solving other systems
with other matrices, and having been once con-
structed, the code remains available for use
as long as the Oracle survives in its present
form. Analogous remarks could be made about
countless other codes, even including many
that were made up with no thought that they
would be used more than once. Customers have
a way of finding that they need more of the
same.

I wish to emphasize again that I h ave
made no effort to associate a measure of util-
ity with the Hormer. First, this differs from
machine to machine since a one-Horner problem
on one machine could be several Horners on an-
other, perhaps even 10 or so. Again, there is
always the possibility that the problem did
not need to be done in the first place. The
physicists are among the major consumers, and
potential consumers of Horners and the demand
among them is great. So if you grant they are
worth the price, I think one thing is clear.
On the computing machine we are all Macphersons.
Hence, if we wish to save the jelly we need to
exercise some care to prevent the piece from
falling. - F\D -
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A GENERAL CURVE-FITTING SUBROUTINE
FOR TRANSCENDENTAL FUNCTIONS

ROBERT H. BRACKEN
Research Nepartment

Naval Ordnance Test Station
China Lake, Calif.

Introduction

A method is presented in this report to obtain
a least squares fit to n points using a transcend-
ental function of the general form

y = Ag («,@,x>+B‘a (n(‘P\x)+C

where A, B, and C are linear parameters .and of

and P are nonlinear. Any given function may
have: zero to three linear parameters, Zero totwo
nonlinear parameters, and one or two separate terms
each containing the independent variable. The pro-
gramming to compute each term in the function is
all that is necessary before the method, which is
coded in subroutine form, can be used. The s ub-
routine is easy to use and utilizes a searching
technique for functions containing nonlinear p a-
rameters in which accurate guesses of the first
estimates are not necessary. All sums of squares

and cross products are computed in fixed-poin t

double-precision arithmetic which assures a high~
degree of sensitivity to a fit and eliminates, in
most cases, the necessity for scaling the ind e-
pendent variable.

Discussion

Inception

A considerable amount of curve fitting i s
done using polynomials because of their simplicity
and flexibility, and computing installations have
standard programs which can handle these problems
from beginning to end by indicating only thedegree
of the polynomial to be used. Ilowever, there are
numerous nonlinear relationships in science i n
which a transcendental function is expected to
represent the relationship and which in most cases
cannot be reduced to a simpler form by considering
functions of the variables as new variables. The
problem of fitting these functions to a set of
points is not nearly as simple as that of fitting
polynomials and can be solved only by tedious nu-
merical methods. One of the most frequently ap-
plied is the Least Squares Differential Correction
Method and is most useful when a functioncontains
several nonlinear parameters. When applying the
method to a high~speed computer using a general
purpose program, one must first code the program
steps necessary to compute the given function and
the partial derivatives with respect to each pa-
rameter. Also good initial estimates of eac h
parameter must be used since the terms of degree
higher than the first were neglected when using
Taylor's series expansion in linearizing the nor-
mal least square equations. The ideal programfor
this type of curve fitting would be one which re-
quired no additional coding by the user, but of
course is impractical if not impossible.

Consider now only that class of transcend-
ental functions containing two or less nonlinear

parameters, three or less linear parameters, and
one or two separate terms. With regard to curve
fitting, this class of functions is used extensive-
ly. Therefore, a method of curve fitting appli-
cable to this class seemed desirable if the coding
by the user, the computing time, and the necessity
of closely estimating the parameters could be sig-
nificantly decreased with respect to other methods.

General Characteristics of Method

Returning to the general transcendentalfunc-
tion
g= ALl p)+B glvpd +C
Let v = ‘€(""F"°‘) , W= ca(o(.P«x)
Then y = Av + Buw + C

Assuming o and are constant, then the sum of
the squares of the residuals will be a function
of the three parameters A, B, and C only. Denot-
ing this function by G(A,B,C) the normal equations
can be obtained by setting the three partial de-
rivatives of G to zero. Solving the normal equa-
tions yields the values for A, B, and C which can
then be used to compute the sum of squares of the
residuals. By applying a two-way searching tech-
nique, new values of o¢ and are selected
and the computations repeated until the sum o f
squares of the residuals has converged to a mini-
mum. It should be noted that neither the partial
derivatives of y with respect to the nonlinear
parameters nor estimates of the linear parameters
were required. Justification for this method is
based on being able to eliminate these partial
derivatives by utilizing the speed of modern com-
puters with respect to trial and error solutions.

The searching technique assumes enough is known
about &« and ( that upper and lower bounds may
be assigned to each. The first values used will
then be ones which are half way between the upper
and lower bounds. Once the first sum of squares
is obtained the initial values, &, and @, are
changed to o¢y and Pa respectively, where
Ha= X, +Dot , Pa=p, + HP. A second
sum of squares of the residuals is computed an d
compared against the first. From this point the
logic of the search is best explained by the fol-
lowing example.

Let R; equal the sum of squares of the resid-
uals at stage i (see Figure 1 on page 19).

If Ry < R;, proceed in same direction.

If R} < Ry, reverse direction by setting
Xa = o, — Ao and ﬂa”ﬁl—A§~
Assuming the former is true, then R3 is computed
and compared with Ro. If R3< Ro, proceed in
same direction. If Rp<C R3, the logic of the
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search remembers that Rz < Ry ; therefore,
Xy = Ay + L By = Pa— OB . Now, if
Ry < Ry, R will be computed. Also R, if Ro<Ry.

Now assuming R; << Ry , Ry is computed. If R5<< Ry,

Rg is computed and if less than Rg the search con-
cludes that the function G(A,B,C) has a minimum
when o is equal to some value lying between (x+246%)
and ,+4AHx) and @ is equal to some value lying

between @y , and (g,— 2AB). A new starting

point is then selected within the new bounds by

comparing the previously computed R's; the original

deltas are decreased; and the search continued.

This process is repeated until satisfactory values
for o and @ have been determined.

It is important to note that when bad values
are initially used for o¢ and . the searching
technique can very well converge upon afalse min-
imum. This does not mehn that good initial val-
ues must be used but rather that the best available
ones be used. False minimums become obvious when
a computed parameter differs significantlyfrom an
estimate of the same parameter obtained experi-
mentally.

Application to the IBM 701 Calculator

When coding the method for the IBM 701 C al-
culator, the concepts of subroutines and programs
were used. Possibly the term "subroutine program"
should replace "subroutine" in the title of this
paper. However, since the method can be used to
fit a general class of transcendental functions to
a set of points when the functions themselves are
not explicitly defined, the term subroutine seems
more appropriate.

It is difficult to explain fully how the sub-
routine is applied to a given curve fitting pro b-
lem unless one goes into the details of the p r o-
cedure, assuming of course, that not every reader
is familiar with the 701. However, a general de-
scription of the procedure will show that a minimum
amount of effort is required when using the sub-
routine.

To begin with, one needs to code only t h e
necessary instructions for computing v and w .
Storage is available for any subroutine used in
the computations, and the coder assumes thato, @ ,
and 2¢ are available in three specific locations.
The linkage between the coding and the curve fit-
ting subroutine is supplied by 21 basic instruc-
tions. These instructions also contain informatim
used by the subroutine which allows for complete
flexibility in assigning the decimal point to all
data, variables, constants, and parameters. The
instructions and any subroutines are then put into
machine language by an assembly program. The time
required to complete the coding will vary depend-
ing on the function being used. In fitting th e
curve - —ax

- P S

y = Ae
the coding time would be approximately 30 minutes.
After coding, a control card is prepared, and

the x and y observations punched on cards using a
standard input card form. The information on the
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control card "tells" the curve fitting subroutine
the number of linear and nonlinear parameters and
the number of terms in a given function. It also
contains the number of points n to be used in the
fit, the upper and lower bounds of each nonlinear
parameter, the original deltas, and the number of
times to decrease the original deltas. The final
step is the actual running of the problem by load-
ing the -instructions, control card, and data into
the 701 and starting the computations.

An important function of the subroutine is
that all coefficients of the normal least squares
equations involving sums of squares and cross
products are computed using fixed-point double-
precision arithmetic. Thus, it is possible t o
carry along large numbers in the computations
without having to drop significant digits. Also,
only those terms necessary in solving for the linear
parameters are computed. To clarify this remark,
assume the parameter C is missing from a given
function, then the terms =V , Su¢ and =4
would not be computed as they are not used in
solving for A and B.

Upon reaching a solution, the parameters,the
original x and y values, the computed y values,
the squares of the residuals, and the sum of
squares of the residuals will be printed. An ad-
ditional feature allows one to print the parameters
and the sum of squares of the residuals at any
time during the computations. This featureis
used when there are nonlinear parameters in a func-
tion, and it makes it possible for the mathemati-
cian to watch the progress of the search.

It should be made clear that all input and
output functions are included in the curve fitting
subroutine. Also, there are several built-in
checking devices which will recognize errors made
by the coder or by the 70l.

Timing Statistics

The following illustrative timing statistics,
obtained when using the curve fitting subroutine,
may best evaluate the subroutine with respect to
computing time.

Given y = A log x+Bx + C with N =100 and
10 < x < 10,000 , 500 = y = 1200

Since there were no nonlinear parameters in this
function, the searching technique was ignored, and
the normal equations solved for A, B, and C. The
actual computing time was 3 seconds, while reading
in the data and printing the results took approx-
imately 54 seconds. The same function was used
with 189 data sets, of 10 points each, and the
total time for card reading, computing, and print-
ing was 23 minutes.
D

—t X
Given y = Ae + C

with N=16 and 0 <« <5, Ae«=0.2,

Ao divided by 10 three times,
0.05< x < 1.4, 0.1< y =< 0.3 .
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The above function required a one-way search for
o< and total computing time was approximately
12 seconds.

Given y - A +C
1+ xx 2 P

using this function with the same data as t h e
single exponential with

0 < e < 78, 0= @ < 0.8

Ax = 0.5 Ap = 0.010

Applying the two-way search, the total computing
time was 12 seconds; however, the first estimates
of both o¢ and P turned out to be exceptionally
good. When using "bad" initial values of o< and
e the computing time increased to 40 seconds.

_Px
Given y = Ae 4+ Be 4+ C

with N = 25 and 0 < ¢ < 1,0<P< 2,

Aot = 0.025, A(s = 0.05

0 x € 24, 25 < y = 130

This function is a solution, under certain
conditions, of a second-order-differential heat-
flow equation. The temperature, (y), is afunction
of time, (X .

Computing time for the curve fitting proced-
ure ranged from 30 to 90 seconds, dependingon the
initial estimates of « and p For this par-
ticular function o¢ was extremely sensitive and
bad guesses of both o¢; and Ao sometimes re-
sulted in false solutions. Also, the minimu m
seemed to be in a steep walled trough, and in some
cases, the search would converge to the bottom of
the trough and decrease the deltas before it found
out that it would have to continue down the trough,
at which time the deltas were too small for rapid
convergence.

Summary

In summary then, the curve fitting meth od
obtains a least squares fit to n points, using a
general class of transcendental functions by util-
izing a searching technique which minimizes th e
sum of squares of the residuals. The method,which
requires a high-speed computer, has been coded in
subroutine form and used successfully on the IBM
701 Calculator. When using the subroutine, since
it represents a general solution for a curve fit-
ting problem when the function to be fit has n