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The Computer Almanac and Computer Book of Lists -

Instalment 15 

Neil Macdonald 
Assistant Editor 

21 THREE-DAY SEMINARS IN COMPUTERS AND DATA 
PROCESSING OFFERED BY DATAPRO (List 800901) 

Data Communications I an introduction to con
cepts and systems 

Data Communications I advanced concepts and sys-
tems 

Data Communications I effective network design 
Teleprocessing Software I introduction 
Distributed Systems I effective approaches and 

applications 
Syste.ms Analysis and Design I concepts and ef

fective practice 
EDP Project Management I a practical approach 
Data Base Management Systems I concepts and 

planning guidelines 
Data Base Management Systems I a comparative 

analysis 
Minicomputer Sys t ems I guidelines for successful 

selection 
Advanced EDP Management I methods and techniques 
Data Processing I introduction to concepts and 

systems 
EDP Operations Today I effective scheduling and 

console operation 
Effective Computer Operations Management 
Computer Performance Measurement I tools and 

techniques 
Word Processing I introduction, concepts, sys 

tems, applications 
Word Processing I effective operations manage

ment 
Integration of Word Processing and EDP Systems 
Automating Your Office Today I planning and 

implementation methods 
Electronic Mail I overview of concepts, systems, 

applications 
Micro/Personal Computers I application, se l ~c

tion, and usage guidelines 

(Source : Joe Menende z , Manager of Educational 
Programs, Datapro - a McGraw Hill Co., 1805 
Underwood Blvd, Delran, NJ 08075, (609) 
764-0100) 

8 SESSIONS OF SEMINAR ON VERY LARGE SCALE 
INTEGRATED CIRCUIT (VLSI) DESIGN, FABRICATION, 
AND APPLICATIONS (List 800902) 

1. Device Fundamentals and Scaling Laws I Dr. 
John L. Prince, Director of Reliability 
Assurance, Intermedics 

fundamentals of VLSI device improvements 
- problem areas for VLSICs 
- MOS scaling anomalies 

2. VLSI Device and Circuit Projections I Dr. 
John L. Prince 

- dry processing, device interactions 
- VLSI MOS technologies and complexity-

performance projections 
- VLSI bipolar technologies and complexity

performance projections 
- summary of trends 

3. Advanced Lithographic Techniques / Dr. Kent 
Watts, Bell Laboratories 

- optical lithography 
- electron lithography 
- X-ray lithography 
- ion lithography 
- conc lusions 

4. Advanced Computer- Aided Design I Mr. Paul 
Losleben, Chief, Semiconductor Technology 
and ••. , National Security Agency 

what is computer aided design? 
- history 
- s tate of the art 
- perspective 
- management of complexity 
- structured design 
- functional design tools 
- physical design tools 
- design management 

5. VLSI Architectures I Dr. Earl E. Schwartz
lander, Jr., TRW Defense and Space Systems 
Group 

- VLSI technology basis 
- VLSI device architecture 
- VLSI system architecture 
- VLSI architecture case study 
- conclusions 

6 . Gallium Arsenide LSI and VLSI I Dr . Richard 
C. Eden , Rockwell International Science Cen-
ter 

- performance advantages expected for 
GaAs ICs 

- circuit approaches for digital lo gic ICs 
- fabrication technology 
- performance results 
- summary, conclusions, projections 

7. VLSI Applications and Testing I Dr. Barry H. 
Whalen, TRW Defense and Space Systems Group 

- VLSI app lications 
- VLSI testing 
- conclusions 

8 . VLSI Work in Other Countries / Mr. Robert I. 
Scace, National Bureau of Standards 

- past major semiconductor programs 
- present national semiconductor programs 

future prospects 

(Source: Palisades Inst. for Research Services, 
201 Varick St., 9th Fl.,New York, NY 10014; 
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course announcement, Boston, Oct . 20 - 23, 1980, 
San Francisco, Jan. 12- 15, 1981; registration by 
mail or phone (212) 620 3377) 

18 PRESIDENTS OF THE ACM (ASSOCIATION FOR 
COMPUTING MACHINERY (List 800903) 

Year 
Starting 

1947 
1948 
1950 
1952 
1954 
1956 
1958 
1960 
1962 
1964 
1966 
1968 
1970 
1972 
1974 
1976 
1978 
1980 

Name 

John H. Curtiss 
John W. Mauchly (Deceased) 
Franz L. Alt 
Samuel B. Williams (Deceased) 
Alston S. Householder 
John W. Carr III 
Robert W. Hamming 
Harry D. Huskey 
Alan J. Perlis 
George E. Forsythe (Deceased) 
Anthony G. Gettinger 
Bernard A. Galler 
Walter M. Carlson 
Anthony Ralston 
Jean E. Sammet 
Herbert H. R. Grosch 
Daniel D. McCracken 
Peter J. Denning 

(Source: information from the ACM, 1133 Ave. of 
the Americas, New York, NY, 10036, (212) 265 6300) 

4 OF THE MOST DESTRUCTIVE USES OF 
COMPUTERS (List 800904) 

The built-in targeting of cities on.the earth 
in missiles with nuclear warheads, which if 
used by anyone will produce millions of deaths, 
regional firestorms, vast lethal radiation, • • . 

The registering of all persons in a nation for 
purposes of controlling their political 
attitudes and behavior 

The operation of "electronic money" without 
methods for almost complete prevention of 
computer theft 

The disemployment of clerical labor without 
reeducation and retraining of clerks to 
perform new useful work 

(Source : Neil MacDonald's notes) 

4 OF THE MOST CONSTRUCTIVE USES 
OF COMPUTERS (List 800905) 

Finding answers to human problems by computation 
that could never previously be answered in any 
way 

Performing calculations in space navigation, 
engine design, statistical reasoning, • . • , 
that could never previously be performed 

Enabling routine office work, routine comple
tion of phone calls, routine check clearing, 
• •• in enormous quantities to be performed 
by machine and not human labor 

Enabling productive operations in manufacturing, 
machining, raw material extraction, . •. . , to 
be controlled far beyond the power of human 
control 

(Source: Neil Macdonald's Notes) 

13 LAWS OF GENERAL SCIENCE (List 800906) 

A cumulative impact never equals the sum of its 
impacts . 

- Newell ' s Second Truism 

Positive expectations yield negative results. 
Negative expectations yield negative 
results. Zero expectations sometimes yield 
positive results. 

- Bernstein ' s Law of Expectations and 
Results, modified by Berkeley 

Every practice or procedure is actually irra
tional; it is only a matter of time until 
it is seen to be so . 

- Novotney's Corollary 

The sooner you fall behind, the more time you 
have to catch up. 

- Ogden's Law 

When it is necessary to choose between ignorance 
and stupidity, choose ignorance . It is 
curable . 

- Moos's Law 

It is far better to play Hamlet in Denver than 
to play Laertes in New York . 

- O' Toole ' s Rule 

If a museum owns one cuneiform tablet, the like
lihood is very high that it will be dis 
played upside down . 

- Paper ' s Law 

Historical fancy is more persistent than his
torical fact . 

- Parson Weems ' Law 

Many are cold, but few are frozen. 
- Peary ' s Observation 

When the math starts to get messy - quit ! 
- Penner ' s Principle 

I am lost but I am making record time. 
- Pilot ' s Report 

When anything is used to its full potential, it 
will break. 

- Poulsen ' s Law 

Technology is dominated by two types of people: 
those who understand what they do not man
age; and those who manage what they do not 
understand . 

- Putt's Law 

(Source: "The Official Explanations" by Paul 
Dickson, Delacorte Press, One Dag Hammarskold 
Plaza, New York, NY, 10017, 1980, 270 pp) D 
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18th Annual Computer Art Exposition, 1980 [Al 

1 Our New World - I by Peter Stampfli , 
8 Our New World - II to V Bettlach, Switzerland 
8 Notes 
9 Mesas 
9 Canyon 

by Richard Helmick, Asst. Prof., 
Univ. of Missouri, MO 

9 Notes 
10 Spheres 
11 Network 
13 Notes 
12 Lions, Birds, and Pillars 
13 Notes 
13 A Nike Reaching for a Grape 
13 Notes 

Criteria f or Computer Art 

by David Dameron, 
Palo Alto, CA 

by Grace C. Hertlein, 
Art Editor 

by Bill Kolomyjec, 
Lansing, Ml 

6 Computer Art - New Directions? 

by Edmund C. Berkeley, Editor 

Nonabstract nonflat art vs. abstract flat art. 

[E] 

7 The Criteria of the Computer Art Exposition of [Fl 
"Computers and People" in 1980 

by Assoc. Prof. Grace C. Hertlein, Computer Science 
Dept., Calif. State Univ. - Chico, Calif. 

Introduction of perspective and new themes 
and choices. 

Artificial Intelligence 

14 The Era of Intelligent Machines? [A] 
by Thomas Logsdon 

A survey of all the exciting actions and behaviors 
which machines can perform - which would be 
called intelligent if they were done by men . 

20 Writing a Novel by Computer - Part 4: Events [A] 
by Edmund C. Berkeley, BPrkeley Enterprises, Inc., 
Newtonville, Mass. 

The nature, definition, counting, measurement, 
and calculation of events, descriptions, details, 
etc., in a story or a novel. 

Computers and Reemployment 

25 Home-Confined Former Employees Coming Back [NJ 
into Productive Work 

by W. M. Shaffer, Control Data Corp., Minneapolis, MN 

Computers and Crime 
25 Computer Crime: Detection, Prosecution, Deterrence [N] 

by Susan E. Atkins, SRI International, Menlo Park, CA 

Literacy in Computers 

7 The Course in Computer Literacy at Vassar College, [F) 
Poughkt>epsie, New York 

by Dr. Martin Ringle, Asst. Prof. of Computer Science, 
Vassar College, Poughkeepsie, NY, and the Editor 

The course at Vassar is called "Computers and 
People" ; the main reference is the magazine "Com
puters and People". Two reasons are the questions 
we concentrate on in our pages and the knowledge 
level which we aim to relate to. 
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The magazine of the design, applications, and implications of 
information processing systems - and the pursuit of truth in 
input, output, and processing, for the benefit of people. 

Computer Applications 

26 The Early Detection of Arteriosclerosis [NJ 
by Joseph Alper, Univ. of Wisconsin, Madison, WI 

17 The Surface of Venus [A] 
by Nicholas Panagakos, NASA, Washington, DC, 
and Peter Waller, Ames Research Center, Mountain 
View, CA 

A description of almost the entire surface of the 
planet of Venus, produced from putting together by 
computer quantities of observations of altitude above 
and below mean planet level ("sea" level, for Venus). 
The data produced by the Pioneer Venus space-
craft was assembled by computers and scientists at 
Ames Research Center. 

Computer Components 

25 The Incredible Shrinking Memory Chip 
by George Jones, Western Electric, New York 

Errors in Computers and Their Human Environment 

28 The Frustrating World of Computers 
by Harry Nelson, San Jose, Calif. 

Lists Related to Information Processing 

2 The Computer Almanac and the Computer 
Book of Lists - Instalment 15 

by Neil Macdonald, Assistant Editor 
21 Three Day Seminars in Computers and Data Process

ing Offered by Datapro I List 800901 

8 Sessions of Seminar on Very Large Scale Integrated 

Circuit (VLSI) Design, Fabrication, and Applications 

I List 800902 

18 Presidents of the ACM (Association for Computing 

Machinery) I List 800903 

[NJ 

[CJ 

[CJ 

4 of the Most Destructive Uses of Computers I List 800904 

4 of the Most Constructive Uses of Computers I List 800905 

13 Laws of General Science I List 800906 

Computers, Games, and Puzzles 

25 $100,000 Prize Established for the First Computer [NJ 
World Chess Champion - Part 2 

by Frank Raczciewicz, Carnegie Mellon Univ., 
Pittsburgh, PA 

27 Games and Puzzles for Nimble Minds -
and Computers 

by Neil Macdonald, Assistant Editor 

[CJ 

MAXIMDIJ - Guessing a maxim expressed in digits 
or equivalent symbols 

NA YMANDIJ - Finding a systematic pattern 
among random digits 

NUMB LES - Deciphering unknown digits from 
arithmetical relations among them 

- , 

Front Cover Picture 

The front cover shows a scene 
"Our New World - I", the first one 
of a series of five scope photographs 
of computer art by Peter Stampfli. 
See more on page 8. 

!Key 

[A] 

[CJ 
[E] 
[EN] 
[F] 
[FC] 
[NJ 
[R] 

Article 

Monthly Column 
Editorial 
Editorial Note 
Forum 
Front Cover 
Newsletter 
Reference 

Notice 
*DON YOUR ADDRESS IMPRINT 
MEANS THAT YOUR SUBSCRIP
TION INCLUDES THE COMPUTER 
DIRECTORY. *N MEANS THAT 
YOUR PRESENT SUBSCRIPTION 
DOES NOT INCLUDE THE COM
PUTER DIRECTORY. 

Advertisement 

"Computers and Social Controversy" 
by Thomas Logsdon (and two more 
books) published by Computer 
Science Press, Rockville, MD: 
see page 19. 

"THE COMPUTER DIRECTORY 
AND BUYERS' GUIDE" 

"The Computer Directory and 
Buyers' Guide" for 1978-79 contains: 
a Roster of Organizations of more 
than 1500 entries; a Buyers' Guide 
to Products and Services under 23 
categories, including Computer 
Dealers; and a listing of Digital Com
puter Characteristics including over 
800 computers made by more than 
100 organizations. 
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Editorial 

Edmund C. Berkeley 
Editor 

Computer Art 

As a result of discussion over a couple of 
years, we have decided to publish in this issue 
a selection of computer art that is different 
from prior years. This selection has had for 
its choices for content the following selection 
criteria: 

1. Each submitted drawing should be int
eresting and artistic . 

Of course, what is "interesting"? what is "art
istic"? All we can say is that each drawing 
published here has seemed to us to be interes
ting and artistic . 

2. Each drawing should show at least three 
kinds of forms. The forms could be 
crystals, leaves, and icicles. Or they 
could be trees, animals, and the sun . 
Or they could be pine needles, hoof
prints, and pebbles . 

Each of the drawings published here appears to 
us to have at least three kinds of forms . 

3. The forms should appear in various sizes, 
perspectives, and orientations . 

At least some perspective appears in each of the 
computer drawings here published; and each form 
appears in at least one other orientation, and 
one other size . 

4 . If a first form is in front of a second 
form, then the first form should ap
propriately conceal parts of the second 
form as in ordinary drawing. 

Of course, if no form is in front of another 
form, then there is no concealment and this 
requirement is very easy to meet . 

One of the philosophies of computer art is 
that whatever any person programming a computer 
produces calling it "computer art" is computer 
art . This view may be appropriate for the first 
decade of development of a new artistic form, 
such as a newly invented musical instrument, or 
a new style of poetry. But art evolves from 
decade to decade. 

Abstract art, art that does not represent any
thing in particular, evokes chiefly mathematical 
ideas, wallpaper ideas, fabric design ideas, 
etc. Nonabstract art (which includes but is 
not restricted to representational art) can pro
vide rather more: 

- an impression of solidity in depicting 
three dimensions; 

New Directions? 

- the showing of familiar objects or themes 
to evoke moods; 

- the representation of time, history, 
fate, drama, etc . , to invite human inter
pretation and human emotions 

- the expression of conundrums and humor, 
as in the art of Escher, Tennie!, •.. 

the depiction of science fiction worlds 
and worlds that exist only on computer 
displays, such as Space War 

This list is far from exhaustive . 

After 18 years of publishing computer art 
(1962 to 1980), I think it may be time for com
puter artists to bring at least some of their 
art into a more powerful, emotional, broader 
appeal to human beings . After all it is human 
beings and not computers who wish to be stirred 
by computer art, and who pay for the machines 
by t he i ncome that humans earn . 

Recently I was seeking to decide on what 
basis one poem may be compared to, better than, 
or preferred to another poem. Take for example: 

- Full many a gem of purest ray serene 
The dark unfathomed caves of ocean bear . 

Full many a flower is born to blush unseen 
And waste its sweetness on the desert air . 

- The fog comes 
On little cat feet; 
It sits on silent haunches, 
Looking over city and harbor, 
And then moves on . 

So I made a list of nine propositions . Here 
are three of them : 

A poem with a deeply significant message is 
better than a poem with a relatively insig
nificant message (ceteris paribus, i . e . , 
other things being equal) 

- A poem with musical qualities, such as 
rhyme, rhythm, beat, alliteration, asso
nance, measure, is better than one with
out (c . p.) 

- A poem with clarity, the property of being 
readily understandable, is better than 
one without (c . p . ) 

It seems to me that much the same thing is true 
of computer art or music or any kind of art, and 
that to deliberately choose always flat abstract 
design when three-dimensional nonabstract design 
could also be chosen is not necessarily a good 
direction for art to develop well. 

D 

6 COMPUTERS and PEOP LE for September-October, 1980 



Forum 

THE COURSE IN COMPUTER LITERACY AT 
VASSAR COLLEGE, POUGHKEEPSIE, NEW YORK 

1. From Martin Ringle, Ph.D. 
Asst. Prof. of Computer Science 
Vassar College 
Poughkeepsie, NY 12601 

There has been a great deal of discussion 
and argument in the past few years about bring
ing "computer literacy" to the college curricu
lum. Time and again one hears about the efforts 
which are being made to acquaint all students 
(not just mathematics and science majors) with 
the uses and implications of computers . Yet 
virtually all the magazines and journals devoted 
to computers are written for the afficianado or 
the experienced user . 

There is only one magazine which is designed 
for the intelligent layman, which contains valu
able information about facets of computerization 
and which is nontechnical: "Computers and 
People" . 

In recognition of the unique service which 
this magazine performs, I have entitled the core 
course in computer literacy at Vassar "Computers 
and People", and I have used the magazine as a 
key source in reading assignments . 

I hope that "Computers and People" will con
tinue its role as a forum for the discussion of 
the impact of computers, and that its value to
wards achieving the goal of "computer literacy" 
will be widely recognized . 

2. From the Editor 

We appreciate very much the evaluation by 
Prof. Ringle, of the aims and the accomplish
ments of our magazine. Since we began in 1951, 
twenty nine years ago, our policy has been to 
publish what is factual, useful, and understand
able about computers. Computers and computer 
science have changed from a small subject to an 
enormous subject, during this time. But I think 
it is true that even enormous subjects have 
certain parts and areas which are far, far more 
important than other areas. And we have tried 
over and over again to leave to other scientists, 
technicians, and writers important, intricate, 
difficult, advanced subjects, and to provide 
at least some discussion of important, simple, 
profound subjects, such as: 

- Do machines think? and if so how? 
What can they think about? and if so how? 

- How can computer scientists guarantee 
automatic prevention of errors in 
computer applications? 

- Are computers a blessing or a curse? 
- How do we make them a blessing? and stop 

them from being a curse? 
- What are the dozen (or 30, or 60) most 

important ideas in the computer field? 

and many more . 

THE CRITERIA OF THE COMPUTER ART 
EXPOSITION OF "COMPUTERS AND PEOPLE" 
IN 1980 - SOME PERSONAL REACTIONS 

Assoc. Prof. Grace C. Hertlein 
Art Editor, " Computers and People" 
Computer Science Dept. 
Calif. State Univ. - Chico 
Chico, CA 95926 

First I should like to comment on Edmund C. 
Berkeley's criteria for the selection of com
puter art being chosen for the 1980 Annual 
Computer Art Exposition in "Computers and Peo
ple . " 

As the editor and publisher of "Computers and 
People" (formerly "Computers and Automation"), 
the oldest magazine in the computer field, he 
has published more computer art than any other 
magazine . He has been an invaluable supporter 
of this new art medium. He has seen a great 
deal of computer art since 1962, when he began 
publishing this art medium. He is eager to 
see it fulfill a vast potential . 

When I first read the selection criteria for 
computer art for the 1980 Annual Computer Art Expo
sition of "Computers and People", I found the 
requirements stiff and objectionable . My first 
reaction was "No one should set down requirements 
for artists . " But on second thought I decided 
to try to execute some works showing perspec-
tive. As for three kinds of forms, much of my 
work already meets that criterion . After experi
menting with perspective for a few days, I found 
that criterion easy to meet, pleasurable in 
fact, interesting . The specific requirements 
turned into parameters in my computer program
ming. I could view them logically and creative
ly . 

It seems to me that we disagree respectfully 
but not discordantly on some aspects of computer 
art . Certainly, the criteria for selection of 
computer art in the 1980 exposition of "Compu
ters and People" are not to be taken as criteria 
for selection in 1981 or in other future years . 
This is a selection choice for this year ' s ex
position, and may or may not be the choice for 
a future year. This is plain from the discuss
ions we have had . 

It seems to me also that a person is to be 
classified as a computer artist when that per
son consistently produces high quality compu 
ter art or shows promise of producing this qua-
1 i ty of computer art consistently . Evidence of 
the quality of computer art produced by an art
ist is shown in publication of his or her art 
in important books and magazines and displaying 
of his or her art in important international 
exhibitions . 

(please turn to page 13) 
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Computers and People 
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fmund C. Berkeley, Editor 

r New World II to V 
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2544 Bettlach 

r New World I appears on the 
nt cover of this issue. 

"I'm using an 8080-Microcomputer with a Matrox-graphics-interface 
(Resolution: 256 x 256 points) and programming it in Palo-Alto-Tiny
Basic. Subroutines are drawing the different elements like trees, the 
sun, water waves, using simple recursion and iteration techniques. It 
is possible to select some elements and appropriate parameter values 
directly or by writing small programs (for example, combining waves 
into the sea). I'm awfully limited due to the coarse resolution of my 
graphics, my slow slow processor, and an inadequate programming languag 
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Richard Helmick, Jr., Asst. Prof., 
Dept. of Housing and Interior Design 
Univ. of Missouri 
Columbia, MO 65201 

Mesas 

Mesas and Canyon are black and white pho
tographs of colored, silk-screened, compu
ter-designed art. The originals are much 
larger and in brilliant colors. These are 
combinations of printer and plotter gra
phics, and the line printer is providing 
a textural quality. SYMAP and SYM-
VI EW software from Harvard Univ. are 
used here to achieve the patterns. 

Canyon 
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Spheres and Network 

David Dameron 
3080 Emerson Ave. 
Palo Alto, CA 94306 

' ' ' ' \ ' 
\ ' 
\ ' 
\ ' 
\ ' 
\ \ 
\ \ 
I \ 
I \ 
I I 
I I 
I 

I 
I 

"My comput er is a Z- 80 system with 48K RAM 
and one S and 1/4 inch disk drive used to store 
programs. Using Cromemco ' s BASIC and disk oper
ating system, about 20K bytes of memory are left 
for programs and data. Program routines can be 
altered in the middle of execution to produce 
particular variations on the graphic output . My 
plotter is a modified Sylvanhills DFT- 2 run from 
a parallel port ••. Each sphere has circles at 
constant Z drawn on it, and is then rotated 
about the X and Y axes before it is drawn. Be
fore each sphere is drawn, it is checked with 
all previous spheres to det ermine any segments 
which are hidden and thus should be eliminated . " 

Lions, Birds, and Pillars 

Assoc. Prof. Grace C. Hertlein 
Computer Science Dept. 
Cali f. State Univ. - Chico 
Chico, CA 95926 

The sys t em used t o creat e this computer art 
is interactive: entry of data making use of a 
keyboard, proofreading on a raster Hewlett-Pack 
ard display terminal, and output on an HP flat
bed plotter . Fi l es are stored on disk directly 
on an HP 3000 system . Modifications are made 
by editing text . Subroutines are also filed and 
stored on the HP 3000 . Programming is in 
FORTRAN IV . 

This is an example of "The Celtic Series" , a 
group of graphics begun this summer . Patterns 
of forms are derived from 9th century Celtic 
art as illustrated in Irish history and archeo
logy . 

A Nike Reaching for a Grape 

Bill Kolomyjec 
Kolomputer Design 
560 Paci fic Pkwy. 
Lansing, Ml 48910 

This was executed on an Apple 11 Per
sonal computer driving a Houston Instru
ment X-Y Digital Plotter. I am experi 
menting with the capabil ities of these 
3mall microprocessor graphic systems. 
The Nike was digitized by hand from a 
drawing originally done on graph paper. 
Linear interpolation· was used to gener
ate the hair from the top and bottom 
curves which themselves were generated 
by algorithms. The bunch of grapes 
and "aura" were produced by a sub
routine for drawing arcs, wi th an option 
for dashed lines. 

Hertlein - Continued from page 7 
Some brilliant people were involved in com

puter art in the 1960 ' s . Jasia Reichardt ' s 
exhibition "Cybernetic Serendipity" revealed 
a rich promise for computer art as a medium of 
art . 

I concur with the editor of "Computers and 
People" that many forms of computer art are 
essentially repetitions of computer art 15 and 
20 years ago. Some that was then new and exci
ting. is now stale , dull, unappealing . Yet with 
new hardware, new software, and new themes, it 
should be possible to produce novel, exciting, 
and even permanently valuable works in computer 
art, in the 1980 ' i . 

I have done work as an editor and curator 
of many computer art exhibitions, and so I have 
seen works of computer art from all over the 
world . Many of them are superior. Some of them 
are mediocre . Some of them are trivial. 

In the capacity of an editor, I would never 
set specific requirements for computer artists . 
All artists I believe should have complete free
dom to explore and create in highly individual 
styles , abstract or nonabstract, representation
al or nonrepresentational. 

But "Computers and People" may have performed 
a good service to computer art by setting some 
new criteria for the 1980 art exposition, a new 
focus on what has not yet been attained . 

. Computer artists should be thoroughly familiar 
with wh~t has often been done previously . Compu
ter artists should assess the communication 
power of their works : they should ask themselves 
"Am I creating for Jllyself? or am I communicating 
~o others? or both?" In the past computer art
ists may even_ have had too much of a tendency 
towards treating themselves as high priests in 
computer art. 

D 

COMPUTERS and PEOPLE for September-October, 1980 13 



The Era of Intelligent Machines? 

Thomas Logsdon 
c/o Computer Science Press, Inc. 
9125 Fall River Lane 
Potomac, MD 20854 

Note: This article is excerpted from Chapter 9, 
''The Era of Intelligent Machines?", in "Compu
ters and Social Controversy" by Thomas Logsdon, 
copyright© 1980 by and published by Computer 
Science Press, Inc., 9125 Fall River Lane, Poto
mac, MD, 20854, and reprinted with permission. 
The book is available from the publisher. 
Price, $17.95 . 

Editorial Note: This book is one of the most in
teresting, informative, lively, and fascinating 
discussions of computers and society that I have 
come across in a long time. The whole book in 
my opinion is well worth reading. -
Edmund C. Berkeley, Edi tor, "Computers and Peo
ple. II 

For a decade or more America's popular peri
odicals have carried a series of stories docu
menting the exploits of technology's cleverest, 
most intelligent, digital computers. In Novem
ber of 1970, for example, "Life" magazine fea
tured these rousing paragraphs explaining how a 
curious, goal-directed robot named "Shaky" spends 
his time creeping through the empty halls at the 
Stanford Research Institute like some impulsive 
mechanical lapdog exploring his own private 
world: 

it looked at first glance like a Good Humor 
wagon sadly in need of a spring paint job. But 
instead of a tinkly little bell on top if its 
box-shaped body there was this big metallic 
whangdoodle that came rearing up, full of lenses 
and cables, like a junk-sculpture gargoyle. 

"Meet Shaky," said the young scientist who was 
showing me through the Stanford Research Insti
tute. "The first electronic person." 

I looked for a twinkle in the scientist's eye. 
There wasn ' t any. Sober as an equation, ·he sat 
down at an input terminal and typed out a terse 
instruction which was fed into Shaky ' s "brain", 
a computer set up in a nearby room: PUSH THE 
BLOCK OFF THE PLATFORM. 

"Guides himself by watching the baseboards," 
the scientist explained as we hurried to keep up. 
At every open door Shaky stopped, turned his 
head, inspected the room, turned away and rolled 
on to the next open door. In the fourth room he 
saw what he was looking for: a platform one foot 
high and eight feet long with a large wooden 
block sitting on it. 

"He'll never make it." I found myself thinking. 
"His wheels are too small." All at once I got 

making machines do things that would require 

intelligence if done by men ... " 

goosef le sh. "Shaky," I realized, "is tbi nki ng 
the same thing." 

Shaky was also thinking faster. He rotated 
his head slowly till his eye came to rest on 
a wide shallow ramp. Whirring briskly, he 
crossed to the ramp and then pushed it straight 
across the floor till the high end hit the plat
form. Rolling back a few feet, he cased the 
situation again and discovered that only one 
corner of the ramp was touching the platform. 
Rolling quickly to the far side of the ramp, he 
nudged it till the gap closed. Then he swung 
around, charged up the slope, located the block 
and gently pushed it off the platform. 

Did Brad Darrach, who provided us with this 
stimulating reenactment of "Shaky's" impressive 
exploits, actually witness clearcut evidence of 
intelligent machine behavior? He certainly . 
thought he did. Indeed, in the remainder of his 
article he expressed the opinion that Shaky can 
"see", "understand", "learn", and, in general, 
has demonstrated "that a machine can think". 
Moreover, he quoted the predictions of a distin
guished computer scientist who stated that in 
"three to fifteen years we will have a machine 
with the general intelligence of an average h~
man being ••• and in a few months (thereafter) it 
will be at genius level. .. " 

A chilling poesibility, indeed, but by no 
means an isolated account of what some highly
respected experts believe to be the future of 
machine intelligence. In 1968 Marvin Minsky, 
director of the Artificial Intelligence group at 
Mass. Inst. of Technology wrote an article for 
the Science Journal in which he gave this opti
mistic evaluation of the progress that had been 
made up to that point in making machines intelli
gent: 

"At first machines had simple claws. Soon 
they will have fantastically graceful articula
tions. Computers ' eyes once could sense only a 
hole in a card. Now they recognize shapes on 
simple backgrounds. Soon they wi 11 rival man_' s 
analysis of his environment. Computer programs 
once merely added columns of figures. Now they 
play games well, understand simple conversations, 
weigh many factors in decisions. What next?" 

''Today, machines solve problems mainly accord
ing to the principles we build into them. Before 
long, we may learn how to set them to work upon 
the very special problem of improving their ca
pacity to so lve problems. Once a certain thresh-
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hold is passed, this could lead to a spiral of 
acceleration and it may be hard to perfect a 
reliable 'governor' to restrain it." 

In other words, computers are already impressively 
smart-and they're getting smarter at a frighten
ing rate. 

Another talented researcher, Herbert Simon is 
convinced that computers can do anything people 
can do, only better. Right after he developed a 
highly acclaimed program called the "General 
Problem Solver", in 1957, he wrote these words 
describing what he believed would be the ultimate 
capabilities of intelligent machines: 

"It is not my aim to surprise or shock you 
••• But the simplest way I can summarize is to 
say that there are now in the world machines 
that think, .•. learn, and •.• create. Moreover, 
their ability to do these things is going to 
increase quickly until (in the visible future) 
the r ange of problems they can handle will be 
coextensive with the range to which the human 
mind hRs been applied.~ 

Are these enthusiastic experts on the right 
track? Are we, indeed, on the threshold of a new 
era in which computers will duplicate human 
thought processes and behave in intelligent ways? 
In this chapter we shall attempt to find out what 
has happened in the field of artificial intelli
gence over the past decade or so and what is like
ly to happen throughout the next few years. 

What Is Intelligence? 

"Intelligence" is not easy to define; but even 
if we can't formulate a workable definition, most 
of us are convinced that we can recognize an in
telligent person by the way he behaves. For ex
ample, you would probably be inclined to agree 
that my 17-year old cousin in Tennessee is "in
telligent" once I have explained to you that he 
speaks halting French, makes good grades in col
lege calculus, and has learned to beat most of 
the people in his home town at checkers and chess. 
What convinces you that he is intelligent? Most 
of the characteristics he displays are imbedded 
in the following definition which has been adapt
ed for our purposes from a more abstract version 
that appeared in the 1976 edition of the Encyclo
pedia of Computer Science: 

"An intelligent person is able _to understand 
relationships between facts, discover meanings, 
and recognize truth. He also adapts himself 
to novel situations and exhibits the ability 
to learn; i.e., to improve his level of per
formance on the basis of his past experiences." 

The key words are "understand", "adapt" and "im
prove". 

Colliers Encyclopedia echoes the same funda
mental concepts in a slightly different defini
tion. Here are the characteristics they regard 
as being indicative of human intelligence: 

1. The ability to deal with abstract symbols, 
concepts, and relationships. 

2. Learning, or the ability to profit from 
experience. 

3. The ability to adapt to new situations, or 
problem solving in the broadest sense. 

Of course, in practice, we don't usually go 
through this checklist in deciding if a specific 
person is intelligent. Instead, we tend to base 
our judgment on how well he scores on a particu
lar I.Q. test. Accordingly, one sarcastic critic 
of the I.Q. concept has proposed that we should 
define intelligence as "Whatever an I .Q. test mea
sures". 

We can administer a test to a person, but how 
can we measure the intelligence of an animal or a 
machine? Indeed, should they be regarded as in
telligent entities? Or is intelligence an exclu
sively human trait? 

In a broad-ranging discussion of animal intel
ligence "Van Nostrand's Scientific Encyclopedia" 
proposes this simple definition: "Ihe ability to 
adapt to changes in environmental conditions 
through changes in behavior." By this yardstick, 
it is clear that all animals exhibit at least some 
degree of intelligence. However, even highly
evolved primates such as chimpanzees seldom rise 
above the performance level of a three year old 
child. Thus, if they were adult human beings we 
would be forced to classify them as idiots. 

On occasion, however, specific animals have 
exhibited spontaneous behavior patterns that 
would suggest that they are reasonably intelligent 
even in comparison with mature adults. In 1925 
W. Kohler published a landmark study in which he 
attempted to estimate the intelligence levels of 
anthropoid apes and other advanced primates. 
When fruit was suspended beyond his reach one en
terprising ape fetched a box upon which he could 
stand upright as a means of §aining access to the 
tempting morsels. One of his blood relatives, who 
spotted a tantalizing bunch of bananas suspended 
outside his cage, managed to snag them ~ after 
signs of much difficulty and frustration ~ by in
serting one bamboo shaft inside another to make a 
pole long enough to reach. 

Cornell University Professor Carl Sagan in his 
book "The Dragons of Eden" describes far more 
complex adaptive behavior as displayed by a fami
ly of chimps living on Tenerife in the Canary Is
lands. On one occasion two chimpanzees were ob
served maltreating a chicken: one would extend 
some food encouraging the fowl to approach where
upon the other would thrash it with a pi ece of 
wire concealed behind his back. The chicken 
would retreat but soon allow itself to approach 
again, only to receive another beating. According 
to Sagan "Here is a fine combination of behavior 
sometimes thought to be uniquely human: coopera
tion, planning -a future course of action, decep
tion, and cruelty." 

Chimpanzees have also been taught to use lang
uage in reasonably effective ways. Because their 
jaw and tongue s tructure is not conducive to 
pronouncing words, and because they miss the na
tural "babbling" stage of human infants, the best 
approach is to teach them either sign language 
or a "push-button" language using a computer 
console. By applying these two imaginative tech
niques, two psychologists at the University of 
Nevada, Beatrise aud Robert Gardner, have been 
able to teach certain selected chimps to us e and 
understand more than 100 vocabulary words. The 
chimps construct full sentences such as "Please 
machine give Lana juice." Occasionally, they have 
been observed to invent new compound noun s in no
vel situations . After tastin g watermelon for the 
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first time, a feisty young chimp named "Lucy" de 
scribed it as "candy drink" and, after she burned 
her mouth on her first radish, she described rad
ishes forever after as "cry hurt fruit". 

In these limited experiments the chimps were 
taught to communicate only with human beings or 
with machines. Bu·t in a more recent test series, 
conducted at the Yerkes Regional Primate Research 
Center in Atlanta, a few chimpanzees have been 
taught to communicate with one another. 

In one experiment the researchers alternately 
selected either of two chimps to be led off into 
another· room where he or she was allowed to watch 
as an opaque container was filled with any of 
eleven different kinds of food such as bananas, 
bean cake, or candy. Led back into the original 
room, the chimp was encourage to press the but
tons on a computer console in an attempt to com
municate to his or her roommate what the contain
er held. If the other chimp understood, and cor
rectly identified the food item by punching out 
the correct sentence on his own console, the 
chimps were allowed to share the food. In one 
series of trials two chimpanzees named Sherman and 
Austin got the message (and snack) 60 times out 
of 62 attempts. 

In another series of trials the two chimps 
were separated by a transparent plastic barrier 
only one of them being supplied with food. Spon
taneously, without prodding by the experimenters, 
the unfed chimp would punch out a request for a 
mouth-watering morsel. More often than not, his 
or her companion would comply. At first, as re
ported in a 1978 article in "Time" magazine, 
"Sherman, an older and apparently more qui ck-
wi t ted chimp, seemed to make 'errors'. When 
asked to share an especially tasty item (say, 
chocolate) he occasionally ignored th e request, 
seemed to feign ignorance, or proffered something 
less desirable." 

Upon being exposed to accounts of this type, 
we find it relatively easy to accept the fact that 
animals can be regarded as intelligent creatures. 
But for some reason, we tend to be more resistant 
if a colleague attempts to attribute the same in
tellectual powers to an inanimate machine. Are 
we merely exhibiting what NASA engineer Robert 
Jastrow has characterized as "carbon chemistry 
chauvinism"? Or is there more to it than that? 
Perhaps we develop those uneasy feelings because 
we need to reserve some uniquely human character
istic for ourselves? Or is it that machines real
ly can't think and our best insti ncts are protect
ing us from a gross misinterpretation? 

Perhaps the easiest way out of this dilemma is 
to avoid the issue altogether and talk not about 
the "intelligence" of our machines but about 
their "artificial intelligence". Thus, many re
searchers have adopted a convention first proposed 
by Marvin Minsky who defined "artificial intelli
gence" as follows: "the science of making machines 
do things that would require intelligence if done 
by men." lncidentally, if you find this defini
tion acceptable, you have already inadvertently 
attributed "artificial intelligence" to an inani
mate m~chine. You see , my cousin in Tennessee is 
not a person: he is a computer built by IBM. As 
will be explained elsewhere in this chapter, 
skillful programmers have already managed to teach 
him to speak halting French, score well on col
lege calculus exams, and beat most local enthusi
asts at checkers and chess. 

The Computer and the Brain 

A few years ago digital computers were often 
described in glowing terms as "giant brains" by 
excited journalists looking for a flashy head
line. If the computer was, indeed, a giant brain, 
it seemed to follow naturally that it was an in
telligent entity. PrJ:)ponents of the giant brain 
theory ofcomputer operation never seemed to pass 
up an opportunity to point out that the intercon
nections in the human brain resemble the electro 
nic circuits in a digital computer. Specifically, 
the brain's dendrites, like the computer's logic 
gates, are believed to transmit electrical pulses 
in a binary format. 

However, it is easy to get too carried away 
with the superficial similarities between brain 
function and computer processing. In fact, even 
if the computer does not resemble the human brain 
in every respect, it could eventually turn out to 
be a thinking machine. After all a Cheyenne heli
copter doesn't look or act like a bald eagle or 
a California Condor but, nevertheless, almost 
everyone would agree that a Cheyenne helicopter 
is able to fly at least as well as any of nature's 
free-flying creatures. 

Artificial Intelligence 

Much of the original work in artificial intel
ligence has been carried out at Stanford Univer
sity and the Massachusetts Institute of Technolo
sy. In general, the researchers at these two lo
cations attack their problems by using either the 
"simulation" mode or the "performance" mode. 
Those who use the "simulation mode" attempt to 
duplicate, in some sense or other, the way we use 
our brains in thinking. Those who use the "per
formance mode" attempt to duplicate some of the 
end results of our thought processes but no at
tempt is made to duplicate the way we actually 
think. In general, the "simulation mode" has not 
been notably succe.ssful ; the "performance mode" 
seems to be far more practical. 

Using a different type of classification sys
tem, we can divide the efforts devoted to arti
ficial intelligence into four major areas: 

1. Game Pl aying 
2. Language Translation 
3. Problem Solving 
4. Pattern Recognition 

In the next few subsections we shall discuss these 
major areas one by one. We start with game play
ing machines which have a surprisingly long his
tory. 

(to be continued in the next issue) 
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The Surf ace of Ven us 

Nicholas Panagakos 
National Aeronautics and Space Administration 
Washington, DC, and 

Peter Waller 
Ames Research Center 
Mountain View, CA 

"Venus' crust apparently comprises one huge tectonic plate, compared 
with Earth's six major plates and several minor ones." 

Extensive radar data has been returned by 
NASA's Pioneer Venus spacecraft, and so scien
tists for the first time have mapped nearly the 
entire cloud-shrouded planet, and have identifi ed 
huge continent-sized features ~ including moun
tains as high as Everes t and deep rift valleys. 

Pioneer Venus has mapped more than 93 per cent 
of the planet's surfac~. Prior to Pioneer, less 
than one percent of Venus' topography had been 
measured by ground-based radar. \ffinus' surface 
has never been seen because of th e clouds which 
pe rmanently cover the planet. 

The data suggest that Venus ' terrain and geo
logy have both strong similarities to and major 
differe nces from those of any known planet. Ac
cording to Dr. Harold Masursky, Venus' surface is 
gently rolling, with local dramatic highs like 
the North Ameri can continent. However , not cou nt
ing Earth's oceans, Venus' range of elevations is 
somewhat greater than Earth's, ranging from 2.9 
kilometers (9500 feet) above that level. 

Venus' Topography 

Pioneer's radar-mappe r measures Venus surface 
deviations in topograph y from 75 degrees North 
latitude to 63 degrees South latitude. This co
vers 83 per cent of the planet's surface, missing 
relatively small circular regions at each pole. 

Typical "footprint" size for altimetry mea
surements of topography is 25 by 50 km, on a grid 
with spacing of 100 km. 

Sixty per cent of Venus'· surface is relatively 
flat, rolling plains, varying in heig ht by only 
about 1000 meters (300 ft.) between high and low 
p0ints. This huge, planet-en compassing plain 
li es at a 6050-km radius from the center of the 
planet. (This 6050 km radius describes a refer
ence sphere, much as sea lev el does on Earth . ) 

About 16 per cent of Venus• surface li e s below 
the 6050-km me an radius. Such low-lying regions 
are far more common on Earth (they are the oce an 
basins) than on Venus, occupying nea rl y two-
thi rds of Earth's surface compared to the one
sixth of Venus. 

Based on a paper prepared by Dr. Harold Masursky of the U.S. Geo· 
logical Survey, Flagstaff, Ariz. , Dr. G.H. Pettengill of Massachusetts 
Institute of Technology, and others, for a Fall issue of the Journal 
of Geophysical Research. Drs. Masursky and Pettengill are members 
of the Pioneer Venus radar altimeter team. 

Most of the reraaining 24 per cent of surface 
are only a few thousand feet higher than the 
plain. Only eight per cent of the planet is 
"true highlands," ranging in height to maximum 
altitudes 10.8 km (35,400 ft.) above Venus' 
rolling plains. These true highlands may re
semble similar areas on Earth. They may be made 
of very light ro ck, and hence "float" much high
e r than other features. 

The largest of the highland r egio ns is half as 
larg e as Africa. This region has been named 
Terra Aphrodite. Venusian features have been ten
tati ve ly named by scientists, pending action by 
the Working Group on Planeta ry Nomenclature of the 
Int ernational Astronomical Union. 

Th e smaller highland region, Terra Ishtar, is 
the size of the continental United States. Both 
Ishtar and Aparodite are rough, ~pparently frac
tured and faulted. Two other notable highland 
areas are Beta Regio, site of what seem to be 
two giant shield-shaped volcanoes, and Alpha Re
gio, a region of rough, probably geologically 
old, terrain . 

Venus Crust and Crustal Movements 

The crust of Venus is not as thick as those of 
Mars and the Moon; but it appears t·hat Venus' 
crust is thicker than Earth's ~ so thick that it 
has choked off most crustal movement or plate 
tectonics. The lower layer of this crust appar
ently consists of heavier basalt-type ro cks and 
wraps the entire planet. On top uf this is a 
layer of light, granitic-type continental rock. 
The Soviet Union's probe Venera 8 found the r a
dioactivity of rocks in one area of Venus' plains 
to be like that of granite. This ancient layer 
of lighter rocks may form a single huge planet
gi rdling continent, covering about 84 per cent of 
Venus' total surface. Perched on top of this gi
ant Venusian continent are the smaller but still 
continent-sized highland regions. 

Venus' crust apparently comprises one huge tec 
tonic plate, compared with Earth's six major 
plates and several minor ones. Du e to continu
ous f ormation of new plate material , Earth ' s 
plates constantly expand and g rind together. 
Plates which adjoin are forced over and under 
each other~ as with the collision of the Indi
an and Asian plates, pushing up the Himalayas. 

COMPUTERS and PEOPLE for September-October, 1980 17 



On Venus, only about 16 per cent of the sur
face consists of low-lying basins comparable to 
Earth's ocean basins. There is no evidence of 
features similar to Earth's mid-ocean ridges, 
where molten basalt wells up to form new crust. 
On Earth, old crust is carried back into the hot 
interior by the submergence of a tectonic plate 
beneath its adjoining plate. Most of Earth's 
plate boundaries are at the edges of c&ntinents, 
but some are in mid-ocean. 

By evolving much more crust than Earth and 
producing a thick top layer of buoyant material, 
Venus has squelched plate tectonics, says Dr. 
William Kaula of the University of California, 
Los Angeles. 

Ancient Terrain and Highlands 

There appear to be abundant primordial impact 
craters like those on Mars and the Moon scatter
ed over the surface of Venus. These craters 
have diameters above 75 km (45 mi.), large 
enough for Pioneer to observe. Most of Venus' 
surface (and hence crust) appears to be ancient 
terrain. Atmospheric heating, water loss and 
crust formation apparently took place in the 
first 1 to 2 billion years of the planet's his
tory. 

Venus' two continent-sized highland areas, 
Ishtar and Aphrodite, may be remnants of the 
last plate tectonic collisional zones, before 
crust formation choked off tectonics completely. 
Alternatively, t hey may result from local li ft 
ing forces (like those that created Ca lifornia's 
Sierra Nevada range.) 

Ishtar Terra 

The highest and most dramatic conitnent-sized 
highland region on Venus is the northern high
land or Ishtar Terra. It is a high plateau, 
carrying several mountain ranges. It is about 
the size of Australia or the continental United 
States. 

The western p3rt of Ishtar (named for the As
syrian goddess of love and war) appears to be a 
smooth plateau. It is called Lakshmi Planum and 
is about 3300 m (10,000 ft.) above sea level. 
Lakshmi Planum is bounded on the west and north 
by mountains ranging upward from 2300 to 3300 m 
(7000 to 10,000 ft . ) above the plateau, and 
5700 to 7000 m (17, 000 to 20, 000 ft.) above "sea 
level". The western mountains have been tenta
tively named Akna Montes and the northern range, 
Freyja Montes. The Ishtar plateau is about as 
high as the Tibetan plateau, but twice as large. 
The central area of the plateau is smooth in the 
radar images and may be covered with relatively 
young lavas. The huge escarpments around the 
plateau's edge are quite steep. 

Maxwell Montes 

The highest point yet found on Venus, a moun
tain massif higher than Everest, has been named 
Maxwell Montes. This huge area of uplifted ter
rain occupies the entire east end of the Ishtar 
Terra highlands. Its highest point is 11,800 m 
(35,300 ft.) above "sea level" and 9000 m (27,000 
ft.) above the adjoining Lakshmi plain. The 
highest parts of the massif run northwest-south-

east with lower projections extending both east 
and west. Observations from both Earth and Pio
neer suggest that the mountain region itself is 
the roughest part of the planet ~jumbled ter
rain, changing abruptly from the smooth plateau 
west of it. The brightness of this feature in
dicates that the steep ·slopes of this Mount Eve
rest of Venus are covered with rocks larger than 
10 cm (2.5 in.). On the east flank of Maxwell, 
Pioneer data show a circular 100-km (60 mi.)
diameter dark feature more than 1000 m (3000 ft.) 
deep. This may be a volcanic crater. East of 
Maxwell, extending for 100 degrees of longitude, 
is a complex topography of ridges and troughs, 
including many closed basins. 

Aphrodite Terra 

The largest continent-sized highland region on 
Venus has been tentatively named Aphrodite. It 
is as large as the northern half of Africa, and 
consists of two mountainous areas separated by 
a somewhat lower region. Situated almost on Ve
nus' equator , Aphrodite Terra runs almost direct
ly east and west for 9600 km (6000 mi.). 

Unlike Ishtar, a relatively level plateau car
rying high mountains, the Aphrodite highland re
gion rises to various heights above the mean pla
net surface. The western mountainous area rises 
8000 m (23,000 ft . ) above the surrounding ter
rain, 9000 m (26,000 ft.) above Venus mean sur
face . The eastern mountains of Aphrodite rise 
3300m (10,000 ft) above the surrounding terrain, 
4300 m (13,000 ft.) above the mean surface. 
Like Ishtar, the terrain of these Aphrodite 
mountains appears to be quite rough. Because 
Aphrodite does not appear to contain uplifted 
plateaus or volcanic mountains, Apnrodite may be 
older and more degraded than Ishtar Terra. 

Beta Regio 

Centered at about 30 degrees north latitude on 
Venus is Beta Regi o, apparently consisting of 
two huge shield-shaped volcanoes, larger than the 
Hawaii-Midway chain. Beta Regio appears to be 
situated on a fault line running north and south, 
from 40 degrees north latitude to 50 degrees 
south latitude. This long f ault zone connects 
several other highland features, which may be 
volcani c, south of Beta Regio. The two huge, ad
joining mountains (smooth on the surface and 
shaped like the very wide-based Hawaiian volca
noes) cover a north-south distance of about 2100 
km (1300 mi.). Aside from their appearance, 
rocks making up the twin Beta mountains appear 
to be basaltic and hence very likely of volcanic 
origin. (The Soviet spacecraft Veneras 9 and 10 
landed just east of Beta, and found the rocks 
there to have radioactive element concentrations 
similar to basalts.) 

The two shield-shaped mountains making up the 
Beta region have been named Theia Mons (the 
northerly mountain) and the Rhea Mons (the 
southerly mountain). Both rise out of Venus' 
~reat planet-spanning plains, and both are about 
4000 m (13,000 ft.) above the plain, i.e., above 
Venus' mean surface. 
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Alpha Regio 

The fourth notable highland feature on Venus is 
Alpha Regio, a rough region lying about 1800 m 
(6000 ft.) above the Venusian great plain. Al
pha Regio is about 25 degrees south of the equa
tor and 6400 km (4000 mi.) west of Aphrodite . 
Radar imaging shows that it has extremely rough 
terrain with parallel fractures through the whole 
feature. It may combine old and new geologic 
forms and resembles the basin and range structure 
of the western United States. 

Venus' Great Plain 

As noted, a relatively flat, rolling plain co
vers 60 per cent of Venus' surface. Radar imag
ing shows many circular, dark features with 
bright central spots on this rolling plain. 

These apparent craters with diameters of 400 
to 600 km (250 to 320 mi.) characteristically 
have depths of only 200 to 700 km (650 to 2300 
ft.). The bright, central areas could be the 
central peaks, typical of impact craters. 

The very small depths and the very large dia
meters of these apparent craters, compared with 
t he Moon and Mars, r.:an be expl ained by "surface 
rebound" like that found on Jupiter· s planet
sized moons. (The apparent wide-spread crater
ing suggests that Venus ' heavily - cratered an
cient crust is preserved over much of the pla
net.) 

Lowlands 

The largest low area so far found on Venus is 
centered west of Ishtar at 70 degrees north. At 
its deepest puint, this great basin is about 
3000 m (9000 ft.) below Venus' great plain re
gion . This low area, like others on the pla
net, is smooth, and lacks large crater forms . 
Like Earth's ocean basins it may be relatively 
young geologically and filled in by basaltic la
va flows. It is about the same size as the 
North Atlantic ocean basin. 

The lowest point on the planet appears to be 
in the rift valley just east of Apnrodite, 
slightly lower than the northern hemisphere ba
sin at about 2.9 km (9500 ft.) below Venus' 
mean surface. This trench is deeper than the 
Dead Sea rift, ~ut only one- fifth the depth of 
the Marianas trench in the western Pacific . It 
is roughly the same depth as Vallis Marineris, 
the great canyon on Mars. While Venus apparent
ly has no plate tectonics, this rift valley and 
another parallel to it, both in the region east 
of Aphrodite, seem comparable to tectonic rifts 
on Earth. On Earth, in the rifts, new rock ma
terial wells up out of the molten interior. 

In general, the jumbled region east of 
dite is characterized by high ridges and 
valleys. There is a similar region east 
Ishtar. 
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This is the first really comprehensive book on Computer 
Chess. It describes the earliest chess "machine", the 
famous Automaton chess player that toured Europe and 
America, and gives a detailed account of Torres y Que
vado's invention that played the ending of king and rook 
against king. Following this is a lucid description of how 
computers play chess, a detailed history of computer chess, 
an account of early Soviet attempts at chess programming, 
a record of computer chess tournaments, plus much, much 
more. Paper. $9. 95: Cloth, $14. 95. 
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THE MICROCOMPUTER REVOLUTION 

THE CHALLENGE MATCH 
David Levy and Monroe Newborn 

By the year 2000 the world chess champion may be a com
puter! Chess playing computer programs have improved 
over the past 10 years to the point where a computer has 
even won a game with a grandmaster. This book details all 
the exciting events in the field since 1975, including a 
description of the microcomputer revolution and its impact 
on computer chess as well as a description of the $2500 
Challenge Match between David Levy and Chess 4.5. the 
world champion program. August 1980. $12. 95. 

COMPUTERS AND SOCIAL CONTROVERSY 
Thomas Logsdon 

This book examines the social consequences which the use 
of computers will eventually bring. After a review of current 
computer technology including mini and microcomputers 
and their use as personal computers, it examines seven ma
jor areas of computer impact including computers and 
privacy, crime, education, artificial intelligence, automa
tion, consumerism, and banking, illuminating the prob
lems and highlighting the controversies surrounding these 
issues . March 1980. $17. 95. 
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Writing a Novel by Computer Part 4: Events 

Edmund C. Berkeley 
Editor, "Computers and People" 
Berkeley Enterprises, Inc. 
815 Washington St. 
Newtonville, Mass. 02160 

"The events that happen in a novel consist of actions, conversations, and 
thoughts. The writer tells his story in the form of what actions occur, what 
the characters say to each other, and what they think. Plus descriptions." 

Outline 

38 . Synopsis of the First Three Parts 
39. Events 
40. Actions, Conversations, Thou ghts 
41. Descriptions 
42. Details in Chess 
43 . Details in Fiction 
44 . Moves and Chance 
45 . A Chief Character: "Nature, ... " 
46. Algorithms 

38. Synopsis of the First Three Parts 

This Part 4 of "Writing a Novel by Computer" 
considers some more of the aspects of writing a 
good novel, making use of the resources of a 
computer to the extent that is "probably" pos
sible or "reasonably" conceivabl e . 

Our main thesis is that just as a computer 
can play a good game of chess, it should be pos
sible for a computer to write a good novel, 
i.e., one that is interesting and worth reading. 

In Table 1 is a synopsis ( based on centered 
headings, in some cases amplified) of the prior 
subjects discussed in this series of articles. 
The centered headings in this Part 4 are number
ed in a continued sequence with those in prior 
parts. 

39. Events 

The events that happen in a novel are the 
fabric out of which the story is sewn together. 
In the same way, the moves that are made in a 
game of chess are the fabric out of which the 
game is sewn together. 

Some of the aspects of events are shown in 
Table 2. There are three kinds of actions: hap
penings, conversations, thoughts. Some events 
constitute "moves" as in the chess sense: a char
acter selects a choice and acts. Other events 
are not "moves"; they can be changed. A 
character can think something, but then change 
his mind. 

All of the events regularly require descrip
tions. 

A story told without descriptions is "bare 
bones". It does not supply a reader with satis 
fying images for his mind ' s eye, or imagined 

sounds for his mind's ear, or other recalled 
or imagined sense impressions . 

All of these events are subject to the acci 
dents and circumstances of the "real world" as 
represented in fiction, and the chaining or 
connectivity of the stream of events which toge
ther and in appropriate sequence constitute a 
story . 

40. Actions, Conversations, Thoughts 

The events that happen in a novel consist of 
actions, conversations, and thoughts. The 
writer tells his story in the form of what ac
tions occur, what the characters say to each 
other, and what they think . Plus descriptions. 

In Shakespeare ' s "Macbeth" for example, the 
first scene shows the witches in a desert place: 
three old women, a cauldron, a fire, dancing. 
Shakespeare devotes the largest number of his 
words to what the witches say . He devotes few 
words to the action, for action is shown by what 
the audience sees on stage . Finally there are 
the three thoughts implanted by the witches in 
Macbeth's mind: the three doom-bringing prophe
cies: Thane of Glamis, Thane of Cawdor, and King 
of Scotland . 

41. Descriptions 

All the aspects of events invite descriptions, 
the su ppl ying of details which stimulate the im
agination and the senses of the reader. Robert 
Somerlott in "The Technique of Modern Fiction" 
speaks of "magnificent trifles", and quotes Mi ch
el angelo "Trifles make perfection bu t perfection 
is no trifle". These are little details that 
"set a scene, reveal a character, lend reality 
to a situation, or make a subtle comment". For 
illustration, he quotes an exampl e from Suetoni
us, a Roman historian of the first century A.D., 
wh o wrote in regard to the assassination of Jul
ius Caesar: 

All the conspirato rs made off, and he lay 
there lifeless for some time, ~ntil finally 
three common slaves put him on a litte r and 
carried him home, with one arm hanging down. 

Somerlott notes that "with one arm hanging d own" 
is of no significance historically. But it con
vey s implications of great importance: 
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Table 1 

WRITING A NOVEL BY COMPUTER 

Part 1 

(March-April, 1979, p . 28 ... ) 

1. Writing a Novel Compared with Playing a Good 
Game of Chess 

2 . The Definition of a Novel 
3. The Length of a Novel 
4. The Elements of a Novel: A Story 
5. Programming a Computer to Tell a Story 
6. Some More Elements of a Novel (Characters; 

Problem; Solution; Complications and Plot; 
Suspense; Setting; Details) 

7. The Mathematical Structure of a Novel • 
8. Ideas 
9. Events 

10. Scenes, and Chapters, and Novel (counting 
words, ideas, events , scenes, chapters , etc .) 

11. Tempo 
12. Programming a Computer to Tell a Story: Veri

fying details against a knowledge data bank. 
13. Vocabularies (choice of words and ideas for 

describing characters, events , and scenes 
in the novel) 

14. Consistency of the Characters (verifying de
tails of behavior against the nature or per
sonality of the character) 

Part 2 

(May-June, 1979, p. 18 ... ) 
15. Synopsis of Part 1 
16. Creation of Life-Like Characters 
17. A Theory of Personality 
18. Real Persons and Imaginary Persons 
19. Personality Inside a Computer: Eliza 
20. Personality Inside a Computer: A Pattern of 

Behavior 
21. A Computer Program to Write Good Novels 
22. Computer Games from "Space War" to "Dungeon" 
23. An Actual Example of "First Draft to be 

Revised" 
24. First Draft: Input 
25. Second Draft: Output 
26. Modifications from First Draft, and Algo-

rithms to Produce Them: TOPICS 
27. Topic 1: Conflict 
28. Conflict , in the Second Draft 
29. Algorithm for Revising, in Regard to Conflict 
30. From Words and Phrases into Ideas 

Part 3 
(Jan-Feb, 1980, p. 22 ... ) 

31. Synopsis of the First Two Parts 
32. Topic 2: Suspense 
33 . Suspense and Conflict 
34 . Suspense and the Storyteller's Art 
35. The Measurement of Suspense: Suspense in 

the First Draft (of a passage from "Gur
nard Castle") 

36. Suspense in the Second Draft 
37. Algorithm for Revising, in Regard to 

Suspense 

- Suetonius saw it; 
- with his eyes we look into the Roman For-

um at the aftermath of the assassination; 
- the most powerfu l leader Rome has yet seen 

is reduced to a mere mortal. 

Was Suetonius there? No, he wrote a hundred 
years later; he might even have invented the de
tail -- but the symbolism is magnificent. 

Somerlott adds that 'Too many 'good' details 
are as bad as too few". How many is too few? 
How many is too many? What is a good detail? 
And what is a bad detail? 

As usual, the meaning given to these terms is 
the vague meaning of prescientific observers. 
But the meaning of "detai 1 s" is subject to mathe
matical analysis, and sifts down into "the speci
fication of the values of variables". What vari
abl es? What values? 

Let us now explain just what that remark is 
intended to assert, and show first the explana 
tion in the context of chess. 

42. Details in Chess 

In the recording of a game of chess, the de
tails of the chess events (the moves) are those 
which are just sufficient to specify precisely 
what happens in the game, according to some 
scheme of notation. There are two regular nota
tions, called the English and the continental. 
In Table 3, some examples of the recording of 
chess events in English notation are shown, to
gether with some translation of the abbreviations 
contained in the notation. Wh~never the chess 
piece referred to may be ambiguous, additional 
specification is needed; but in the chess event 
"pawn to king four", there is only one pawn 
which is in a position su ch that it can move to 
the chessboard square called king 4. 

Table 2 

ASPECTS OF EVENTS IN A NOVEL 

1. Actions 

2. Conversa
tions 

3. Thoughts 

4. Descrip
tions 

S. Moves 

6. Chance 

7. Connect
ivity 

Happenings; what characters ac
tually do 

What characters say, including 
dialogs and arguments; words 
spoken or reported 

What characters think; but usu
ally only the thoughts of the 
hero or heroine 

Details, atmosphere, culture 

What characters plan to do, and 
do 

Circumstances, accidents, luck, 
fate, Nature, Destiny, Acts of 
God 

The ways in which events connect 
to one another 
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Table 3 

DETAILS FOR CHESS EVENTS -
SPECIFICATION IN ENGLISH NOTATION 

Summary 
of 
Chess Event : 
Example: 

1. P-K4 •.• 

2 •••• N-Q3 

10. Q x Q ... 

8 . 0 - 0 •.• 

Piece Moving I Place to Which 
Moved I Color of Piece Moving I 
Number of Move I Capturing? I 
Castling? 

pawn I King 4 I white I 1st 
move I no capturing I no cas
tling 

knight I Queen 3 I black I 2nd 
move I no capturing I no cas
tling 

queen I the place occupied by the 
black queen I white I 10th move I 
capture, yes I no castling 

king and rook I king moving two 
spaces to the right, king's 
rook placed next to the king 
on the left I white I 8th move I 
no capturing I castling, yes 

Table 4 

CHESS EVENTS - VARIABLES AND VALUES 

Variable 

kind of piece 

player 

square on chess
board 

number of move 

capturing? 

castling? 

Values 

king, queen, bishop, knight, 
rook, pawn 

white, black 

64 values (systematically 
named) 

usually, up to 50; sometimes, 
up to 100; rare l y, over 
100 

yes, no 

yes, no 

In Table 4 , some of the variab l es that are in
cluded in chess are shown, together with the 
valu es that they may have. 

The details of telling the story of a game of 
c hess (without saying anythi ng about the reason
ing behind the player's mov es, the atmosphere or 
occasion in which they played, et c . ) are equival
ent to: 

1) Specification of the series of moves 
2) Specification for each move of t he 

values of the significant variables 

43. Details in Fiction 

In the telling of a story in fiction, the de
tails of the fiction events are those which are 
sufficient (considering the audience and the oc
casion) to specify what is significant to the 
story . 

Table 5 

DETAILS FOR FICTION EVENTS -
POSSIBLE CATEGORIES OF VARIABLES 

Category 
of Variable 

Place 

Time 

Scenery 

Activities 

Dialog 

Mental state 

Clothes 

What is Included 

where the event happens, geogra
phy, ••• 

when the event happens, calendar 
date, time of day, 

outdoors or indoors, furnishings, 
backdrops, ••• 

what they are doing, how they are 
moving, 

what they are saying to each, how 
they are speaking, 

what they are thinking and feel
ing, ••• 

what they are wearing, fabric, 
quality, colors, shoes, jewelry, 

Stage proper- books, chairs, fire in fireplace 
ties or not, pistols , ••• 

Weather clear, rainy, sunshine , moonlight, 

Sensations 

Miscellaneous 

sights, sounds, smells, tastes, 
touchings, 

There are two main requirements, t he telling 
of the assertions or events of the story, and 
the telling of the painted pictures, the sensory 
images, of the story. Neither by itself is e
nough. Furthermore, bo th have to be adapted to 
the audience, to the deg ree of its interest, and 
the quality of its attention , something that may 
be call ed "tempo", the rate at which the sto r y 
is to ld. 

Tempo varies with the audience. Aesop telling 
fab l es had to make his stories brief: he was tel
ling them to an audi ence not much interested and 
unaccustomed to paying much attention. At the 
opposite pole, Marcel Proust writing hi s novel 
"The Remembrance of Things Past" wrote for an 
audience greatl y interested in psychologi cal de
tails, ~nd willing to read a vast numbe r of them. 
Proust's kind of audi ence, ~owadays, however, 
may be tiny. Barbara Cartland has written over 
200 romantic novels set in Eng lish history and 
100 million co pi es of her books are in print: 
her audience is vast. 

Ordinarily the assertion of happenings takes 
few details, and the painting of pictures and 
sensory images take many details. 

The categories of details that are often pre
sented or implied i n the successive events of a 
nove l or a story are shown in Ta bl e 5 . 
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For example, in "Gurnard Castle" (see Part 2 
of this series of articles, "Computers and Peo
ple", May-June 1979, p 22), the passage occurs: 

She and Lord Carburton were standing 
side by side in a bay window of the ball
room, looking out at the summer night. The 
moon almost full painted all the shrubbery 
of the formal garden in silver, while all 
the shadows were stark black. It made her 
think of the squares of a great chess game 
~ in which she was much smaller than a 
pawn. 

What are the details that are expressed or 
implied? These are shown in Table 6. 

In this short passage from "Gurnard Castle" 
what are the words and ideas that assert happen
ings and that paint sensory images? These are 
shown in Table 7. 

The two ideas that assert happenings are only 
a small part of the story line, the thread of 
narrative. The nine ideas that paint sensory ima
ges are not a part of the story line. But they 
stir the reader, make him think thoughts appro
priate to a romantic novel (which "Gurnard 
Castle" aims to be) and help to convey to the 
reader a feeling of "being there". 

What is missing? If there were room for more 
words in this sceneCa question that cannot be 
settled on the basis available here), one improve
ment could be more sensations and more vivid 
sensations, such as: the smell of roses or jas 
mine or honeysuckle coming through the open win
dow ; Rowena's sensation of the night wind on her 
cheeks; the song of a nightingale. Such details 
would be more appropriate i [ Lord Carburton were 
young, attractive, romantic, instead of old, re
pulsive, and troublesome. 

44. Moves and Chance 

Moves in a chess game lead from one to anoth
er, because of reasons and chance . In the same 
way events in a story lead or connect from some 
events to other events, because of reasons and 
chance. 

Chess is an unusual aame ; it is always open 
to be looked at and assessed. A player examines 
the board, weighs the strength and locations of 
the pieces, makes a decision, and then makes his 
move. But of two moves that seem to be equally 
good, a player must select only one; at this 
p~int chance enters. Or the player may fail to 
see some aspect of the position, and therefore 
makes a move worse than he could have made, so 
chance enters. "Pi~ce touch~e, pi~ce j ou~e"; once 
he has touched a piece, he must move it. 

In a novel and in life, the "board" is not 
regularly open and in full view to be looked at, 
with every move assessable. Instead it is much 
concealed. Also it is characters (and not the 
author) who must examine the situation and the 
problems, weigh the strength and the location of 
the forces, make (or do not make) judgements and 
decisions, and then make (or do not make) moves. 

Table 6 

DETAILS FOR FICTION EVENTS IN 
THE SAMPLE PASSAGE 

Variable 

Place 

Time 

Scenery 

Characters 
Present 

Activities 

Dialog 

Mental state 

Costumes 

Stage 
Properties 

Weather 

Sensations 

Values 

London, the Frothinghams ' man
sion 

1681, June, evening, rather late 

ballroom, bay window, looking out 
on a formal garden 

Rowena Redruth, heroine; Lord 
Carburton, suitor 

standing side by side during a 
short intermission between 
dances 

about to begin 

Rowena, bothered, insecure, • 
unhappy; Carburton, much in 
love, confident, inebriated 

formal evening clothes, elegant 

goblet of champagne 

fine evening, moon almost full 

sights 

Table 7 

DETAILS OF IDEAS IN THE SAMPLE PASSAGE 

Variable Value 

I. Ideas that Assert Happenings 

looking 

thinking 

out of the bay window 

that she was more insignificant 
than a pawn in chess 

II. Ideas that Paint Images 

night 

the moon 

the illumi
nation 

summer 

almost full 

silvery, and stark black 

the shrubbery impression of squares in a great 
chess game 

Each fictional person has to act at all times 
in accordance with his character as it is or as 
it develops, unless he asks another character 
what to do, and then accepts the advice. He uses 
his own brand of personality, ~is own configura
tion of virtues and vices, as endowed by the 
author. Some characters will be craft y and 
scheming; others will be JUileless and direct; a 
few characters will be too placid to depart from 
the obviously easiest course of action. A reader 
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enjoys s1z1ng up a character and guessing what he 
will do, based on the reader's knowledge of that 
type of human nature. 

45. A Chief Character: "Nature ... " 

In a story there is always a chief character 
whose mind is not fully knowable and whose moves 
are not fully predictable. This character has 
many names, including: happenstance, chance, ac
cident, luck, Fate, Nature, Nemesis, God, Des
tiny, the "real world". But the "real world" in 
fiction is different from and more restricted 
than the "real world" in life. "Truth is stran
ger than fiction," says an old proverb. Readers 
reject as unacceptable a fictional world in 
which too many strange things happen. 

This chief character has nevertheless tremend
ous power over all the other characters in the 
story. He (or it) controls time; he ages all 
the other characters uniformly: "Time like an 
ever rolling stream bears all its sons away." 
He controls space. Two characters in a novel 
who at one moment are a thousand miles apart 
cannot in the next moment be next to each other. 
He controls sequence: once something has happen
ed, it can never unhappen. Splashed water will 
never pick itself up, coalesce, return in a 
parabola through the air, and enter the fountain 
jet that it issued from (except in movies run 
backward): he conforms to time's arrow . This 
chief character is represented in many games far 
more than in chess; his representation is dice 
thrown from a cup, or cards dealt and cut, or in 
other ways. This leads to much philosophy, like 
for example, the famous cowboy's: "Life ain't in 
holdin' a good hand, but in playin' a poor hand 
well." 

46. Algorithms 

Now, how do we proceed to tell a computer by 
means of one (or more) algorithms how to: 

- Create an event in fiction 
- Fit it into a series of events composing 

a story line for a novel 
- Clothe it with interesting actions of 

interesting characters, and other inter
esting happenings 

- Decorate it with plausible details, sens
ory images 

As usual ~e seek guidance to the answer to 
this question by looking at the analog in chess. 
~he construction of a good computer chess-play
ing program or algorithm has involved many in
vestigators for more than 20 years. Currently 
the best chess-playing programs can defeat more 
than 95 percent of human players in chess clubs. 
An interesting sidelight is that the world cham
pion of backgammon, according to the article, 
"Computer Backgammon" in the''Scientific American'' 
for June 1980, is the program BKG 9.8 designed 
by Hans Berliner. This computer program won a 
world championship backgammon tournament in July 
1980 in Monte Carlo, against Luigi Villa, the 
the world champion in backgammon. 

The evidence that a computer program to write 
a good novel can eventually be constructed is 
that a human being using only the contents of his 
or her brain can write a good novel. For it is 
true that every defined (and many undefined) in
tellectual operations that a human being can per
form can also be performed by a computer. 

That word "defined" needs some attention. If I 
walk up to a traffic intersection, look each way 
at the traffic, wait for a green light plus a 
stopping of the traffic, and cross without being 
run over by a car, I have performed an intellec
tual operation. But it is not fully "defined" 
for a computer because the computer needs to be 
programmed to recognize which light at an inter
section is a traffic light that has become 
green; so far as I know, this intellectual opera
tion is still "undefined" for the computer. 

Such an algorithm, may contain many thousands 
of instructions and many hundreds of modules. 
But even though it is at present out of reach, 
parts of it are in reach and can be expressed in 
computer programs. 

For example, readers like to know the place 
and time of the events that are contained in a 
novel. So here is an algorithm (effective cal
culating rule) no. 1: 

1. Make sure that each event in the novel 
has a place and time, either speci
fied or implied. 

Some more rules are evident, for producing a 
good novel: 

2. Numbers of more than one significant 
digit, like 2.49 and -1.335, should 
not appear in a novel. 

For example, a sentence like "John walked 2.45 
feet into the room and turned 85.6 degrees clock
wise to confront Dick," is ridiculous. It should 
be turned into: "John walked a few feet into the 
room and turned to confront Dick." This is bare 
bones but not ridiculous. 

Many of the standard rules contained in text
books for teaching the writing of fiction could 
be rather easily translated into algorithms for 
the computer to write a good novel. For example, 

3. Technical vocabulary should not be used. 

4. The connection from one event to a 
subsequent event should be possible 
and realistic. 

5. Anachronisms must be avoided. 

For example, to refer to the telephone in a novel 
dealing with 1681 is anachronistic: no telephone 
existed then. But telepathy may have existed, 
and was used to produce a striking effect in "Jane 
Eyre" by Charlotte Bronte. 

0 
(to be continued) 
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Computing and Data Processing Newsletter 

HOME CONFINED FORMER EMPLOYEES 
COMING BACK INTO PRODUCTIVE WORK 

W. M. Shaffer 
Public Relations Dept. 
Control Data Corp. 
Box 0 
Minneapolis, MN 55440 

At home, behind doors, an untapped and until 
recently ignored, re servoir of skills has been 
discovered by Control Data Corp. These talents 
lie in persons with years of experience and ex
pertness . 

Under a new arrangement entitled "Homework", 
persons who have had to leave their jobs in the 
company because of medical disability, now are 
being retrained and reemployed in a variety of 
capac1t1es . The employees use the PLATO computer 
based education system to learn programming and 
related skills, and then use those skills in 
new application software and new educational 
courseware . 

Joanne Saladin was an administrative assist 
ant for the company in Dayton, Ohio, when in 1974 
she suffered a ruptured blood vessel in the 
brain and concurrent stroke. Her speech was 
badly slurred, and she had to learn to walk once 
rnore . Now she has completed her training and 
works as a data entry clerk . "I was a vegetable . 
But now I can do something of value again ." 
The PLATO terminal automatically logs the hours 
she puts in and is paid for . 

If this system of "Homework" becomes wide
spread, it could greatly reduce the social costs 
of maintaining incomes for the 4 . 7 million (es
timated) unemployed and disabled Americans be
tween ages 16 and 64 . And of course it could 
apply to ab l e - bodied persons as well. 

COMPUTER CRIME: DETECTION, 
PROSECUTION, DETERRENCE 

Susan E. Atkins 
SRI International 
333 Ravenswood Ave. 
Menlo Park, CA 94025 

Losses due to computer-related crime are esti 
mated to be between $100 million and $300 million 
per year, according to the U.S. Chamber of Com
merce and SRI International. " No one knows the 
actual extent of the losses," stat es Donn Parker, 
senior management systems consultant at SRI and 
a leading expert on computer crime. "The 700 
cases that SRI has studied probably represent 
only the t ip of the iceberg ." 

SRI has produced a definitive document to aid 
i nvestigat ors and prosecutors dealing with compu 
ter-related crimes. The title is the "The Cri 
minal Justice Resource Manual on Computer Crime. " 
The auspices were the Law Enforcement Assistance 
Administrat ion of the U.S. Dept . of Justice. 

Criminals may be found among computer opera
t ors, programmers , tape librarians , electroni c 
engineers, and others . Their methods are new. 
A jargon has arisen to describe them: 

- salami techniques (small amounts of money 
sliced from large account s) 

Trojan horses (hid ing secret codes in some -
one e lse ' s computer program) 

- data diddling 
- superzapping 
- logic bombs 

Targets of computer crime include new forms of 
money: electronic money, stored in e l ectronic 
signals and magnetic patterns, and t ransmitted 
over telephone and other lines . A telephone 
with a terminal attached can be used to engage 
an on-l ine system in any part of the world. It 
is almost impossible to catch the performance 
of the criminal act : an illegal use of a credit 
card number could be executed on a comput~r in 
less than 3/1000 of a second . The computer i s 
rapidly becoming the account book and vau lt 
of both individuals and organizations . 

The Resource Manual is available for sale 
from the Superintendent of Documents, U.S . Govt. 
Printing Office, Washington, DC 20402, stock 
number 027-000-00870-4. 

$100,000 PRIZE ESTABLISHED FOR THE FIRST 
COMPUTER WORLD CHESS CHAMPION - PART II 

Frank Raczciewicz 
Dept. of Public Relations 
Carnegie Mellon University 
Schenley Park 
Pittsburgh, PA 15213 

(continued from C&P, July-August, 1980, p. 26) 

Dr . Hans Berliner said "We want to insure that 
any human competitor who is playing against a 
computer can have the right to place a qualified 
obser ver at some point to guarantee that the com
puter is actual l y making t he moves and not a 
group of consulting chess experts at the e nd of 
the wire," he explains. 

There is no chance that a computer will become 
World Chess Champion in the next five years, Ber
liner believes. "It will take mor e than five 
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years and probably much longer," he says. "By 
1990, I think there is a 50- 50 chance that it will 
happen . From that point, the odds will gradually 
get better and twenty years from now it is almost 
a certainty." 

Winning the championship is a long process 
that takes four years for a human, and the computer 
will likewise have to work its way up the ladder 
in tournament play. "Ev en getting to the first 
rung of that ladder is three or four years away," 
Berliner continues, "but I think that a computer 
will be playing in the U.S . Invitational Champion
ship within the next five years." 

In the interim, a set of incentive prizes will 
be offered each year for computer-versus-human 
competition . "Two human players of a specified 
skill level will be sel ected randomly from among 
chess players at that level," Berliner explains . 
"These players will engHge the best and second 
best computer programs as determined by that 
year's competition . Each contest will consist of 
a pair of games with the players, human or mach
ine, with the best score in ' the two games receiv
ing the prize. In case of a tie, the prize money 
wi 11 be split evenly . " 

In each succeeding year, the skill level of the 
human players will be increased as will the amount 
of the prize. The first competition will be held 
this November at CMU and the prizes will be $1 , 500 
and $1,000 respectively. 

The first major progress in computer chess 
dates back to 1965, when Richard Greenblatt of MIT 
developed a program which became the first ever 
to win a game against a tournament level player . 
Within a year, Greenblatt had improved the pro
gram to a point where it was able to achiev e a 
rating of Class C in human competition . Th e .b est 
program available today is one at Northwestern 
University which plays at low expert level . 

THE INCREDIBLE SHRINKING MEMORY CHIP 

George Jones 
Western Electric 
222 Broadway 
New York, NY 10038 

As micro -miniaturization continues to shrink 
the size of solid - state components, the task of 
manufacturing such small devices of th e hi ghest 
quality has grown and grown . 

"In l ess than five years, we have gone through 
four generations of memory chips, going from 
1000 bits to over 64,000", according to Howard 
Tooker, engineering department head, at the 
Allentown (Pa.) works of Western Electric . 

The new high density 64 K semi - conductor mem
ory chip contains actual l y 65,536 bits, each of 
which can be recalled in less than a millionth of 
a second . A whole range of new concerns in pro
duction and reliability has sprung up . 

Three new processes have been installed; cur
rently the metal oxide silicon (MOS) chip produc
tion line consists of 150 process steps with SO 
to 60 control charts. 

The first new process is a system of ion im
plantation : a 4 inch diameter silicon wafer con
taining more than 130 chips is bombarded with 
atoms from another element. These atoms pen
trate the surface to create different e lectrical. 
configurations which are the basics of integra
ted circuits . The silicon wafers have been pro
cessed to provide layers of oxide and metal, 
and have been etched with photomasks for specific 
circuits. So the ion implantation can be care
fully pinpointed. 

The second new process is the use of a plasma 
technique instead of wet chemicals for etching 
the wafer. A radio frequency discharge is pro
duced in a gas atmosphere . This discharge acts 
as a catalyst that causes the desired chemical 
reaction to take place at lower temperatures 
than required by wet chemicals . 

The third new process is an unusual laser 
repair system . The laser beam can precisely al 
ter an electrica l circuit by substituting a 
spare bit for one that does not work, and so 
save a chip from being scrapped . A test set 
automatically eva luates a chip, and if some of 
the bits are inoperative, they can be removed, 
spaces can be inserted, and spare bits can be 
connected, so that the circuit is fully opera
tional . This repair system is only possible 
because the laser has been perfected to such 
a degree that it can be applied in this fashion. 

THE EARLY DETECTION OF ARTERIOSCLEROSIS 

Joseph Alper 
University-Industry Research Division 
Graduate Student Science Writing Program 
University of Wisconsin - Madison 
610 Walnut St., No. 1215 
Madison, WI 53706 

Arteriosclerosis is a silent disease that 
affects millions of Americans . Often, it goes 
undetected until serious complications occur, 
such as heart at t ack, stroke , or senility . 
Physicians are regul arly rather helpless 
because there is no routine method for screen
ing persons for the disease, as there is for high 
blood pressure: the blood pressure sleeve and 
the blood pressure meter. 

A device developed at this university by two 
biomedical engineers, John G. Webster, and T. M. 
R. Shankar,may provide such a method . How much 
an artery expands as blood pulses through it is 
called arterial compliance . The method measures 
arterial compliance and compares compli ance of 
arm and leg arteries, because leg arteries nor
mally harden before arm arteries . 

The device resembles a blood pressure sleeve 
It measures voltage drop from one part of a 
limb to another, since electrical resistance for 
more compliance is smaller than electrical resis
tance for less compliance . 

If tests of the device are successful, it 
could become as common in doctors' offices as 
the blood pressure sleeve, giving early signals 
of arteriosc lerosis, and thus helping patients 
and doctDrs treating them. 

0 
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Games and Puzzles for Nimble Minds - and Computers 

It is fun to use one's mind , and it is fun to use the 
art ificial mind of a computer. We pub lish here a variety 
of puzzles and problems, re lated in one way or another 
to computer game playing and computer puzzle so lving , 

NAYMANDIJ 

In this kind of puzzle an array of random or pseudoran
dom digits ("produced by Nature") has been subjected to a 
"definite systematic operation" ("chosen by Nature"). The 
problem ("wh ich Man is faced with") is to figure out what 
was Nature's operation. 

A "definite systemat ic operation" meets the follow ing 
requirements: the operat ion must be performed on all the 
digits of a definite class which can be designated: the result 
must display some kind of evident , systematic, rational 
order and completely remove some kind of randomness ; the 
operation must be expressib le in not more than four English 
words. (But Man can use more words to express the so lu
tion and still win.) 

NA YMANDIJ 8009 

8 8 7 8 9 5 3 4 5 5 4 9 6 9 2 9 3 4 0 4 

1 1 3 6 3 5 0 4 0 5 1 9 5 2 4 0 0 8 4 1 

9 1 7 3 6 2 4 4 7 2 3 0 0 9 9 1 1 4 6 4 

9 5 3 2 3 3 2 6 2 5 1 6 5 5 8 9 3 0 5 1 

2 8 6 7 6 9 7 6 7 6 7 4 5 5 1 8 6 7 5 

3 2 2 6 3 5 6 7 3 3 6 5 3 6 7 1 2 1 9 5 

5 0 6 2 6 5 7 5 7 7 9 9 1 9 1 0 1 2 3 2 

7 8 5 3 8 3 2 5 4 0 4 8 3 2 3 2 6 7 9 9 

1 5 2 9 4 0 6 7 5 4 5 9 8 3 4 1 3 2 4 7 

4 4 1 7 7 1 8 4 8 4 9 3 1 3 2 5 9 5 8 

MAXIMDIJ 

In this kind of puzzle, a maxim (common saying , proverb , 
some good advice , etc.) using 14 or fewer different letters 
is enc iphered (using a simple substitut ion cipher) into the 
I 0 decima l digits or eq uiva len t signs, plus a few more signs. 
To compress any extra letters into the set of signs , the en
cipherer may use puns, minor misspellings , equivalents (like 
CS or KS for X) , etc. But the spaces between words 
are kept. 

MAXIMDIJ 8009 

=¥: e o * • v t 
J6 ·'I: e % + ,f6oO£ 

Neil Macdona ld 
Assistant Editor 

or to programming a computer to understand and use 
free and unconstrained natural language. 

We hope these puzzles will entertain and challenge 
the readers of Computers and People. 

NUMB LES 

A "n umb le" is an arithmetica l problem in which: digits 
have been rep laced by capita l letters ; and there are two 
messages , one which can be read right away , and a second 
one in the digit cipher. The problem is to so lve for the 
digits. Each capital letter in the arithmetica l prob lem 
stands for just one digit 0 to 9 . A digit may be repre
sented by more· than one letter. The second message , ex
expressed in numerical digits, is to be translated (using 
the same key) into letters so that it may be read ; but 
the spe ll ing may use puns, or deliberate (but evident) 
misspe ll ings , or may be otherwise irregu lar, to disco ur
age cryptanalyt ic methods of deciphering. 

NUMBLE 8009 

P R A I S E 

* T H E 

I DGGEPV 

I NHTARN 

R D R N D I E 

P A N DP R P V 

82229 55503 01 

AE=YV 

We invite our readers to send us solutions. Usually 
the (or "a") solution is published in the next issue. 

SOLUTIONS 

NA YMANDIJ 8007: Column 17: 3 mu ltip les. 
MAXIMDIJ 8007: Hope is as cheap as is despair. 
NUMBLE 8007: Imagination gives many voyages . 

Our thanks to the fo llowing people for sending us 
solutions: Ro land Anderson , Stockholm, Sweden -
Maximdij 8005, Naymandij 8005, Numble 8005; 
Leon Davidson, White Plains, NY - Maximdij 8007 ; 
T. P. Finn , Indianapolis , IN - Maximdij 8007 , 
Numb le 8007 ; Steve Werdenschlag, Livingston, NJ -
Maximdij 8007, NJymand ij 8007, Numb le 8007. 
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The Frustrating World of Computers 

by Harry Nelson 
1135 Jonesport Court 
San Jose, CA 95131 
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