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Fig. 5--0ptimization of tolerances for minimum cost or 
maximum performance. 

straight lines on Fig. 4. Replotting with UK2 as the 
abscissa would show that linearization of the depend­
ence of Ph on UK2 and ui is also impossible. Further 
examination of the figure reveals the remarkable fact 
that the performance of this system can actually be 
degraded by tightening tolerances. For example, 
when UT = 30 percent, the probability of hit is de­
creased from .28 to .24 as the tolerance on UK is 
reduced from 30 percent to 0 percent. This is quite at 
odds with the widespread opinion that when toler­
ances are relaxed in one part of a system, they must 
be tightened elsewhere to maintain the system per­
formance. In the present example, this apparently 
anamolous behavior results from a cancellation of 
effects when K and T both vary widely from their 
nominal values. 

A more general and far reaching conclusion arising 
from this example is concerned with the form of the 
mathematical model selected to represent the de­
pendence of the system-performance index on param­
eter values. In the more conventional approach to the 
study of tolerances, one begins by assuming a specific 
model for this dependence. 7 For example, on the basis 

7 Evans, op. cit. 

of experience gained in the optimization of nominal 
values, the system designer might decide that an ade­
quate model for the relationship between Ph and the 
values of the parameters, K and T, is given by the 
quadratic expression: 

Ph = 'Yo + 'YI(K - Ko) + 'Y2(T - TO) + 'Yll(K - KO)2 
+ 'Y12(T - To)(K - Ko) + 'Y22(T - TO)2 (3) 

N ow since the values of K and T were independent in 
this experiment (and very often in practice) the 
average or expected value of Ph measured over the 
ensemble of missiles is given by 

Phve = E(Ph ) 

= 'Yo + 'YllE(K - KO)2 + 'Y22E(T - To)2 (4) 

where the symbol E denotes the expected value or 
theoretical average resulting from repeated estima­
tion of Ph. The other terms vanish because they have 
zero expected value. Now, by definition, the ensemble 
averages in the above expression are just the vari­
ances; Le., 

E(K - KO)2 = Uf{2 = variance of K (5) 

E( T - TO)!~ = UT2 = variance of T (6) 

so (7) 

This is the analytic origin of the common assumption 
that performance depends linearly on the variances. 
If one accepts this assumption, then all that is re­
quired is to perform an experiment, selecting many 
values of the variables and recording the performance 
index along with the values of the variables. Regres­
sion analysis is then accomplished on equation (3) 
yielding the desired coefficients,. 'YO, 'Yll, an~ 'Y22. 

While the above approach WIll succeed If the as­
sumed model (3) is in fact correct, it has already 
been shown that the resulting conclusion of linear 
dependence of performance on parameter variances 
cannot possibly describe the behavior of the example 
at hand. The reason is that the effect of the terms 
UI, U2, and U!U2 are absent from (7) whereas a regres­
sion analysis of the experimental results based on (2) 
shows that U!U2 is in fact the most significant term. 
This term represents interaction effects which are of 
prime importance in this sY!3tem. The a~tual fina~cial 
cost of ignoring this term could be conSIderable sI~ce 
utilization of (7) would lead both to unnecessanly 
tight tolerances on K and to degraded performance 
when UT is large. 

The process of deriving the effects of tolerances 
from a model for performance-dependence on param­
eter values can be turned around. That is, if one 
knows the, coefficients in an equation like (2), 

Ph = ao + aIUK + a2UT + aUUK2 + W12UKUT + a22UT2 (2) 

then the effect of parameter values can be inferred 
(though not uniquely). For example, if it were true 
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that 

Ph =aO+a'l! K-Ko \ + a'2\ T-TO \ + al1(K-Ko)2 
+ a'12 I K - Ko II T - TO I + a22(T - TO)2 (8) 

then (2) would follow and the coefficients in (8) 
could be obtained from a regression on tolerances 
such as was performed in the present example. 

To summarize, in the light of the preceding discus­
sion, it is maintained that one should in general re­
verse the usual approach to tolerance analysis by: 

1. Performing a simulation with randomized co­
efficients as described in the section above on 
Tolerance Optimization. 

2. Derive the mathematical model for the system 
from a regression analysis of the dependence of 
system performance on the tolerance vector. 

In this way, new insight can be obtained into the 
relationship between performance and parameter 
values, and serious errors in tolerance assignment can 
be avoided. 

DESIGN OF EXPERIMENTS 

The Need for Experimental Design 

The experiment just described involved only two 
parameters. In a more realistic problem, it is likely 
that a much larger number of system parameters 
would be considered in the assignment of optimum 
tolerances. Utilization of the method presented in 
this paper leads to an alarming increase in the total 
number of runs as the number of parameters increases 
unless the experiment is carefully designed. The 
problem of determining just how to take data so as 
to obtain the most information with a lIlinimum of 
effort falls within the realm of statistical design of 
experiment. This field is so extensive that it is neither 
possible nor desirable to consider it in detail in this 
paper. Fortunately, there are several excellent texts 
on the subject which treat a variety of types of 
experiment. 8 

While a general discussion of design of experiment 
is not appropriate, there are two aspects of this field 
which are particularily useful in experiments of the. 
type discussed in this paper. In the first place, it is 
necessary to be able to estimate the total amount of 
data required to define P(Q) before beginning the 
experiment. Secondly, in the event that this number 
is too large, it is very desirable to have a means for 
reducing this total by a judicious choice of data 
points in the tolerance-vector space. Both of these 
problems are considered below in connection with the 
present experiment. 

Estimation of the Amount of Data 

In the missile simulated, the measured values of 

8 W. G. Cochran and G. M. Cox, Experimental Designs, John 
Wiley and Sons, New York, 1950. 

the performance index, Ph, possess a binomial dis­
tribution, because they result from repeated trials of 
the same experiment. One can therefore estimate the 
variability of successive measurements of P h.9 It 
turns out that if Ph is the true or theoretical proba-

bility of hit and Ph is the measured ratio of hits to 
total firings, then 

Ph = i\ ± l/vn (9) 

n = total number of simulated firings 

with probability .95 or better. Consequently, since 
the data in Fig. 3 was obtained by making five hun­
dred simulated firings per data point, 

Ph = i\ ± 1/V 500 ~ Ph ± .045 (10) 

That is, we can have at least ninety-five percent con­
fidence that the true Ph lies within ±.045 of the 
values listed in Fig. 3.10 Utilization of quadratic re­
gression (2) considerably improves the confidence we 
may have in the final result of Fig. 3. 

If one were to decide that a precision of ± .045 
with ninety-five percent confidence was required of 
every point, and furthermore, that m values of each 
of k parameters must be considered, then for this 
example the total number of runs would be given by 

n = 500 mk (11) 

This number may be so large as to make a "brute 
force" determination of P(Q) impractical, even with 
a high speed computer. In such an event, some means 
such as the experimental design described below must 
be found for reducing this total. 

Factorial Design 

In the example treated in this paper, the data 
points were taken at uniformly spaced points in a 
UK, UT space (Fig. 3). Fortunately, it is not necessary 
to take data at all of these points to determine a 
quadratic relationship between P(Q) and Q. One 
type of design of experiment which allows fewer data 
points to be considered is called "fractional factorial 
design".n This design method involves a sequential 
determination of the points at which observations 
should be made, and is particularly well suited to the 
determination of P(Q). The total number of com­
puter runs may be drastically reduced, amounting 
possibly to several orders of magnitude in the total 
effort required to define P(Q). While the complete 

9 P. G. Hoel, Introduction to Mathematical Statistics, John Wiley 
and Sons, New York, Chapter 10, 1947. 

10 Methods also exist for the estimation of confidence intervals in 
the event that the variables do not possess a binomial distribution. 
Ibid., Chapter 10. 

11 J. S. Hunter, "Designing and Interpreting Test~," Control 
Engineering, pp. 137-141, Sept. 1959. 
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Fig. 6-Measured probability of hit as a function of 
parameter standard deviations. 

theory is somewhat involved, Fig. 3 can be used to 
illustrate the basic idea of fractional factorial design. 

Referring to the experimental example, if one knew 
the relative importance of the terms UK, UT, and UKUT 

in determining P(Q), then a more intelligent selec­
tion of sampling points could be made. Now an esti­
mate of the relative effects can be obtained by evalu­
ting P(Q) only at the vertices of the table of Fig. 3. 
Fig. 6 is an abbreviated table, obtained by using only 
the four corners of the other table. The relative effect. 
of each of the three terms above is obtained as follows: 

(1) Estimated effect of UK = average of Ph over 
column (2) - average Ph over column (1) = 
(.29 + .27)/2 - (.34 + .24)/ = -.01 

(2) Estimated effect of UT = average of Ph over row 
(2) - average Ph over row (1) = (.24 + .27)/2 
- (.34 - .29)/2 = -.06 

Further development of fractional factorial design 
provides a solution to the problem of determining the 
optimum location for data points in the parameter­
tolerance space. 

SPECIAL SIMULATION CONSIDERATIONS 

Correlation Between Successive Parameter Values 

In order to simplify the analysis of data, it is de­
sirable that successive values of parameters selected 
from noise generators be uncorrelated. For noise 
sources shaped by first-order filtering, the correlation 
of output samples separated by time T is given by 

(12) 

where T1 is the filter time constant.12 Consequently, 

Multiplexing of Noise Generators 

In a problem of realistic complexity, a sizable 
num ber of uncorrelated noise voltages are required 
to provide parameter values. These voltages can be 
obtained from a single noise generator by frequency­
multiplexing techniques. Rice has shown13 that an 
ensemble of samples drawn from a Gaussian noise 
generator can be described by a Fourier series with 
un correlated random coefficients. Consequently, if 
such a signal is passed through a bank of bandpass 
filters, the correlation between filter outputs can be 
made as small as desired by reducing the spectral 
overlap of the filters sufficiently. In this process, the 
correlation between successive samples from a single 
filter must also be considered. This factor sets a 
lower limit on the bandwidth of the individual filters. 

(3) Estimated effect of UK(JT = average difference High-Speed Data Processing 
of row (2) - average difference of row (1) = When solution rates are as high as the 50-cps capa-
(.27 - .24)/2 - (.29 - .34)/2 = .04 bility of repetitive computers, data reduction must 

Thus it can be seen that the "interaction effect" of 
UKUr is greater than the "main effect" due to UK 

and nearly as great as the "main effect" due to UT' 

While this result is obtained from only four data 
points, it is (qualitatively) quite in accord with the 
final result obtained by regression analysis (Fig. 4). 
The significance of this test is simply that the UKUr 

term cannot be dropped from the regression equa­
tion (2). There is, however, a possibility of dropping 
the linear term UK. If this were done, then less data 
would be required to estimate the remaining regres­
sion coefficients. A more sophisticated approach to 
fractional factorial design must consider confidence 
intervals and other effects to determine whether or 
not a given term can be dropped from (2). 

When a large number of parameter tolerances are 
involved in Q, the dropping of even one term from 
the regression equation may provide a considerable 
saving in the simulation effort required to obtain 
P (Q). Even if no terms can be dropped from the 
regression equati.on, uniformly-spaced data points do 
not provide the best grid for measurement of P(Q). 

be at least partially accomplished by the computer. 
One such computer (GPS) has a probability-distri­
bution analyser which automatically provides proba­
bility of hit. This means that there is no need to 
process individual solutions off the computer. It ap­
pears that such an instrument or a related one I is 
essential in simulations where hundreds of thousands 
of runs are required. 

CONCLUSIONS 

The role of simulation in the preliminary design of 
control systems can be expanded to include selection 
of optimum manufacturing tolerances. If a high­
speed computer is available, one may abandon linear 
models for the effect of varying tolerances and thereby 
obtain a realistic method for performing the crucial 
trade-off between cost and performance. A lesser 
effort is apt to lead to false conclusions concerning 
system performance. 

12 J. L. Lawson and G. E. Uhlenbeck, Threshold Signals, p. 42' 
McGraw-Hill, New York, 1950. 

13 S. O. Rice, "Mathematica.l Analysis of Random Noise," Selected 
Papers on Noise and Stochastic Processes, N. Wax, ed., pp. 157-161, 
Dover Publications, New York, 1954. 
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The Crossed-Film Cryotron and Its Application 
to Digital Computer Circtlits 

V. L. NEWHOUSE,t J. w. BR,EMERt AND H. H. EDWARDst 

INTRODUCTION 

THE NAME cryotron was applied by the late 
.D. A. Buck to the superconductive relay which 
he described. 1 Buck's cryotron consisted of a wire 

of tantalum surrounded by a coil of niobium and was 
operated at the boiling point of liquid helium at 
atmospheric pressure. At this temperature the tan­
talum "gate" wire was only just superconducting. 
By passing a sufficient current through the niobium 
control coil, a magnetic field was created. which was 
sufficient to transform the tantalum gate to its resis­
tive state. 

It was found by two of the authors that it is pos­
sible to produce the cryotron in a geometry suitable 
for deposition on a fiat surface. 2 This will be referred 
to as the crossed-film cryotron (CFC). The CFC 
was first presented in public at the Electron Device 
Research Conference at Ithaca in June 1959. Similar 
devices were described at the same meeting by M. L. 
Cohen, J. L. Miles, A. E. Slade and C. R. Smallman 
of the A. D. Little Company, and by A. E. Brenneman 
and R. de Lano of the IBM Research Center. 

This· paper describes a crossed-film cryotron de­
posited on an insulated superconductor. This CFC 
has a time constant of less than one microsecond and 
is approximately one hundred times faster than the 
original vacuum-deposited cryotron. 2 The d-c dissi­
pation is less than 5 microwatts and the active area 
of each element is approximately 5 X 10-4 square 
centimeters. These cryotrons and all their inter­
connecting circuitry can be vacuum deposited at one 
and the same time in a few simple steps. 

The cryotrons can be applied to both switching and 
storage. Some experimental storage and shift-register 
circuits are described, which demonstrate a circuit 
property unique to superconductors. A shift-register 
circuit is shown which is deposited in an area corre­
sponding to 20,000 active elements per square foot. 

Calculations are presented which show that with 
this component density, a computer or memory co~­
taining more than one million elements can be accom­
modated in a one-cubic-foot liquid helium container 
using presently available refrigeration methods. 

t General Electric Company, Schenectady, N. Y. 

1 D. A. Buck, "The Cryotron - A Superconductive Computer 
Component," Proc. I.R.E., Vol. 44, pp. 482-493, 1956. 

2 V. L. Newhouse and J. W. Bremer, "High-Speed Superconductive 
Switching Element Suitable for Two-Dimensional Fabrication," 
J.A.P., Vol. 30, p. 1458, Sept. 1959. 

SUPERCONDUCTIVE FILMS 

The devices to be described are made up of tin, 
lead and insulator films only. Of these, only the tin 
films change their state during operation. We can, 
therefore, confine our attention mainly to tin films. 
At temperatures below the so-called critical temper­
ature Tc, tin and lead become superconducting. For 
lead, Te = 7.2°K. For the tin films used, Te = 
3.75°K. The devices described are operated at ap­
proximately 3.6°K. At this temperature, the tin 
films can readily be switched from the superconduct­
ing to the normal (resistive) state, but the lead films 
remain superconducting throughout. 

Just as in the case of bulk materials, it is possible to 
restore a superconductive film to the normal state by 
the application of a magnetic field greater than the 
so-called critical field He. The variation of He for 
bulk tin is shown in the insert of Fig. 1. 

400 He OF BULK TIN 
VS TEMPERATURE 

T"K 

Fig. I-Critical field of gate film as a function of temperature. Solid 
line: measured directly. Points: calculated from cryotron char­
acteristics and grid widths, using Eq. 4. Grid widths: ... 16 microns 
(unshielded), 065 microns (shielded), 0 40 microns (shielded). 

The main portion of Fig. 1 compares He of bulk tin 
and He of a 0.3-micron-thick tin film. The film curve 
was determined experimentally, with a uniform 
magnetic field applied parallel to the film surface. 
The data points shown in the figure are values of He 
calculated from the electrical characteristics of 
crossed-film cryotrons. These are discussed in con­
nection with Eq. (4) below. 

Fig. 1 shows .that He of the film is higher than for 
the bulk material. It can be established on the basis 
of thermodynamics3 that if the film thickness is of the 
same order of magnitude as, or less than, the penetra-

3 D. Shoenberg, Superconductivity, pp. in-174, 2nd edition, 
Cambridge Univ. Press, 1952. 
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tion depth, He varies inversely with film thickness. 
The penetration depth is roughly equal to the thick­
ness of the surface layer in which the current flows in 
a bulk superconductor. For tin, the penetration 
depth at absolute zero is approximately 5 X 10-6 

cm, but at temperatures close to T e , it is larger. At 
3.6°K, a typical operating temperature for a crossed­
film cryotron, the penetration depth is about 0.1 
mICron. 

The variation of resistance with current for a 0.3-
micron tin film is shown in Fig. 2. By applying the 
current in short pulses, it is possible to obtain the so­
called isothermal transition shown in the broken 
line. This curve is connected with the actual super­
conducting behavior of the film, and is reasonably 
independent of other film characteristics, such as 
resistivity, and of the substrate properties. If a 
slowly-rising current is passed through a film, Joule 
heating causes thermal ('propagation" of resistive 
areas in the film.4 This behavior is shown in the solid 
curve of Fig. 2, and is strongiy dependent on sub­
strate thermal conductivity and on film resistivity. 
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Fig. 2-D-c and pulse current-induced transitions for 0.3 micron 
thick, 4.05 mm wide tin film on sapphire substrate .... T = 0.08°K. 

The current at which resistance first appears is 
known as the critical current Ie. For thin films 
Ie = ic W(Te - T) where W is the film width and T 
the bath temperature, provided that Te - T« Te. 5 

ie increases as film thickness increases and appears to 
depend somewhat on heat treatment and film sub­
strate. It has been found that ie is more than doubled 
if the film in question is deposited on top of an 
insulated lead "shield" plane. 

The explanation of why a tin film which lies 
adjacent to a lead shield plane has a higher critical 
current than a similar tin film deposited on glass is 
believed to be as follows: It can be shown6 that a 
film in the shape of a cylinder will carry twice as' 

4 J. W. Bremer and V. L. Newhouse, "Thermal Propagation Effect 
in Thin Superconducting Films," Phys. Rev. Letters, Vol. 1, p. 282, 
1958. 

{) J. W. Bremer and V. L. Newhouse, "On Current Transitions in 
Superconductive Tin Films," Phys. Rev., to be published. 

6 V. L. Ginzburg, "Critical Currents in Superconducting Films," 
Soviet Physics "Doklady," Vol. 3, p. 102, 1959. 

much current as the same film unwrapped into a 
flat plate. When current passes through a tin film 
adjacent to a superconducting shield, surface cur­
rents are induced in the shield to prevent flux from 
penetrating into it. It can be shown that these surface 
currents double the field between the film and the 
shield, and produce an approximately zero field on 
the opposite side of the film. This field configuration 
is the same as would occur if the tin film were in the 
shape of a cylinder. It is to be expected, therefore, 
that the critical current for a shielded flat film is 
increased from the value for the unshielded flat film 
to that for the cylinder. 

The mathematical problems of calculating the sur­
face currents induced in a superconducting surface 
due to the presence of an external current-carrying 
conductor are similar to the problems of calculating 
the surface charge produced in a perfect conductor 
due to an external charge. It is found that some of 
the results of the "method of images" of electro­
statics can be carried over to superconductors if an 
electronic dipole is replaced by a magnetic dipole, and 
a line of charge by a line of current. For a current­
carrying wire above a superconducting surface, for 
instance, it can be shown that the net field outside 
the surface is e'qual to the field of the original cur­
rent plus that of an equal and opposite shielding 
current which is the same distance behind the super­
conducting surface as the real current is in front. 
This effect increases the field between the current and 
the surface, but reduces it everywhere else. (It is 
assumed that the maximum net field is less than the 
critical field of the superconducting shield plane.) It 
can be seen therefore that if it is desired to reduce 
the effective inductance of a wire or length of film, 
it is simply necessary to place a superconducting 
plane with a high critical field in close proximity. 

THE CROSSED-FILM CRYOTRON' 

The basic structure of a crossed-film cryotron 
(CFe) is shown in Fig. 3. If a sufficiently large cur­
rent is passed through the "grid" film, the resulting 
magnetic field produces a resistive channel across the 
much wider tin "gate" film. The grid remains super-

TIN GATE 

LEAD CONNECTORS 

GLASS SUBSTRATE 

LEAD GRID 

'" S i 0 INSULATOR 

Fig. 3-8tructure of crossed film cryotron. Typical dimensions: gate 
film - 0.3 microns X 2 mm, Insulator - 0.4 microns, grid film 
- 1 micron X 25 microns. 
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Fig. 4--Comparison of electrical characteristics of unshielded and 
shielded CFC. Shield insulation thickness = 4 microns. Grid 
width - 30 microns, gate width - 2 mm, Tc - T = O.07°K. 

conducting at all times. The characteristics of the 
unshielded cryotron are shown in the broken curves 
of Fig. 4. The curve intersecting the left-hand ordi­
nate at 91 mao shows values of gate and grid current 
at which resistance just begins to appear. Its inter­
section with the ordinate defines Ie for the gate film 
used. It can be seen that the presence of gate current 
"helps" the grid current to make the gate resistive. 

The gain of the CFC can be defined as the ratio of 
the maximum current Ie which the gate can carry 
and remain superconductive, to the minimum grid 
current I G required to make the gate resistive at low 

to be expected, therefore, that the portion of the gate 
film which can be made resistive by grid current ac­
tion is that portion lying under the grid. The maxi­
mum calculated resistance of the shielded CFC is 
shown dotted and is seen to be in fair agreement with 
experimen t. 

We will now show that the gain of the CFC i$ 
proportional to the ratio of the gate to the grid 
widths. As mentioned abov<e, for thin tin films, Ie is 
proportional to the film width W, i.e., 

(2) 

Here ie is a constant of the material roughly propor­
tional to T e - T as long as this is small. 

In a current-carrying superconducting film (at 
least when the film thickness· is large compared to the 
penetration depth of the current), the current density 
is not uniform over the film surface, but is more con­
centrated near the edges. For a current-carrying film 
close to a superconducting shield plane, however, the 
current is distributed more uniformly. 

The field H between a film of width w carrying a 
current I which is assumed distributed uniformly, 
and a shield plane is 

H = 0.4'1!1/w. (3) 

This formula will apply to the field in the space be­
tween a grid and its shield plane, which contains the 
gate film. If the gate film has a critical field He at gate currents, i.e., 

(1) which it becomes resistive, then the grid current I G 

at which the gate just becomes resistive will, using 
Eq. (3), be For the unshielded cryotron Ie = 91 ma and I G = 

31 ma at the temperature shown. The other broken­
line curves shown in Fig. 4 refer to the right-hand 
ordinate and represent the variation of resistance 
with grid current at constant gate current. The slope 
of these curves can be accounted for, to within a 
factor of 2, in terms of the known critical field of the 
film and the film resistivity. 

If the CFC shown in Fig. 3 is covered with an in­
sulating layer followed by a film of lead, the induc­
tances of the gate and grid will be reduced as ex­
plained above, and the d-c characteristics will be 
somewhat changed as shown in the solid lines of 
Fig. 4. It can be seen that Ie for the shielded tin film 
is more than three times that for the unshielded 
film. I G is also somewhat larger. However, the gain 
of the shielded cryotron is larger than that of the un­
shielded one. 

It is noteworthy that the curves of resistance as a 
function of grid current for the shielded CFC ap­
proach a saturation value of resistance. This is be­
cause the field due to a grid above a shield plane falls 
off very rapidly beyond the edge of the grid; because 
in this region the fields, due to the grid current and 
the shield current, tend to cancel one another. It is 

I G = H ew/0.471". (4) 

The points shown in Fig. 1 are values of He calcu­
lated from experimental values of I G for representa­
tive cryotrons of different grid widths. It is clear 
that Eq. (4) is at least approximately correct. From 
(1), (2) and (4) we finally obtain the gain as 

ie W 
g = 0.471" H -. 

c w 
(5) 

It is seen that the gain is proportional to W /w. 
ie/ He is a property of the material and decreases with 
gate film thickness. ie rises linearly with D.T = Te - T 
close to the critical temperature. However, as Fig. 1 
shows, the curve of He vS. D.T has a knee at D.T ~ 
0.08°K. It is to be expected, therefore, that g should 
rise strongly as the temperature is decreased below 
Te until T goes below the knee of the He-vs.-D.T 
curve. This appears to be the case. The cryotrons 
described here are operated at D.T = O.07°K, i.e., 
just above the "knee" and are not, therefore, operat­
ing at their maximum gain. 

The speed of a cryotron is, of course, dependent 
on the mode of operation. In the circuits described 



258 1959 PROCEEDINGS OF THE EASTERN JOINT COMPUTER CONFERENCE 

below, the cryotron gate is in parallel with the load, 
which consists of the grid crossing a similar cryotron. 
The time constant T at which current will be diverted 
from a cryotron gate to the grid of the load cryotron 
is L / R where R is the resistance of the driving cryo­
tron. L is the sum of the grid inductance of the driven 
cryotron, the gate inductance of the driving cryotron, 
and the inductance of the connecting circuits. Out of 
all these terms, only the grid inductance is important. 

The inductance of a grid of width w spaced d cm 
from the superconducting shield plane can be shown 
to be 47r X 10-9 d/w henries/cm. The driven cryotron 
has a width W, hence its grid has a length Wand 

Wd 9h' L = 47r - X 10- ennes. (6) 
w 

As discussed in connection with Fig. 4, the maximum 
portion of a shielded cryotron which becomes resis­
tive is that part of the gate film covered by the grid. 
Hence, the resistance R of the driving cryotron of 
width W, energized by a grid of width w, is 

w 
R = p Wt ohms (7) 

where t is the gate film thickness and p the effective 
bulk resistivity. (For very pure films, p is itself a 
function of t, but for the relatively impure films used 
here, this dependence can be neglected.) 

From (6) and (7), we find that the effective time 
constant T of one cryotron driving another is 

T = L/R 

~ 4.. t: (:) 2 X 10-9 sec. (8) 

Substituting from (5) for W /w in (8) we find the time 
constant in terms of the gain: 

2 

T = 47r td (..!!~) g2 X 10-9 sec. (9) 
p O.47rtc 

There are two points of interest in (9). First, 
T ex: t(Hc/O.47ric)2. This shows that there is an opti­
mum value of the gate thickness t, because as we 
attempt to reduce T by reducing t, HclO.47ric in­
creases. For solid wires, Hc/O.47ric ---.,;. 1, but for the 
0.3-micron tin films presently used, Hc/O.47ric is be­
tween 20 and 50. The second point of interest is that 
T is not a function of the grid and gate widths. 
Hence, a reduction in cryotron area will not increase 
speed. 

Present values for the material constants in (9) are 

t = 0.3 microns, 

d = 1.0 micron, 

p = 6-12 X 10-7 ohm-cm, 

~ = 20-50. 
O.47ric 

A practical value for the gain is 2. Substituting these 
'values into (8), we obtain a theoretical range of 
T = 5 - 65 X 10-8 sec. A typical cryotron, described 
below, has an experimental time constant of 38 X 10- 8 

sec. at the temperature of operation. 

A SIMPLE STORAGE CIRCUIT 

We will now describe a simple storage circuit 
which makes use of a principle unique to super­
conducting networks. The principle will be illus­
trated with the circuit shown in Fig. 5-A. 

In one mode of operation of this circuit, a current 
is applied between X and Z. Most of this flows 
through the path XZ rather than XYZ, because the 
former has much lower inductance. The equivalent 
circuit is shown in Fig. 5-B. 

~ TIN FILM 

L.-J LEAD FILM 

INPUT GATE OUTPUT GATE 

OUTPUT GRID 

INPUT GRID 

A 

B 
Fig. 5--(a) Cryotron storage cell. (b) Equivalent circuit. 

If current is now passed through the input grid, 
X Z becomes resistive and I is diverted through the 
path XYZ. It is now possible to switch off the current 
through the input grid so that X Z becomes super­
conducting again. Since L2 is still superconducting, 
it is to be expected that I will remain diverted 
through L2 , even though L1 has become supercon­
ducting again. This does, in fact, happen experi­
mentally. The current in XYZ can conveniently be 
determined with a d-c measurement by measurip.g 
the resistance of M N. 

If, after I has been diverted to L2 and after L1 has 
become superconducting again, I is switched off, a 
circulating current will remain in loop XYZ. Its mag­
nitude can be calculated as follows: 

Assume that a current +1 has been injected into 
node X and completely diverted to L2, through L1'S 
having been temporarily been made resistive. If now 
current -I is injected into node X, it will divide 
itself between XZ and XYZ in the inverse ratio of 
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their inductances. The current along X Z will be 

L2 
Ixz= -1---

Ll + L2' 

and the net current along XYZ will be 

1 XYZ = 1 - 1 Ll = 1 L2 
Ll + L2 Ll + L2 

Therefore, - 1 xz = I Xyz. Hence, the circulating 
current 

1circ (10) 

Eq. (10) has been confirmed experimentally, and cur­
rents have been stored for several hours. 

The results which have been described in connec­
tion with the above storage circuit can be generalized. 
If a current is injected into a network of supercon­
ductive elements, it will distribute itself among them 
in inverse ratio to their inductances. By making one 
or more of these inductors resistive for various 
lengths of time, current will be diverted from the 
resistive elements to the superconducting ones. As 
soon as the resistive elements are made superconduct­
ing again, however, the current distribution stops 
changing, as long as the external injected current re­
mains constant. 

It is clear that in a cryotron computer, analog and 
digital storage will be simpler than in a transistor 
computer, where positive feedback circuits, or mag­
netic cores which cannot conveniently supply a con­
tinuous output, are required. 

The circuit of Fig. 5 provides a convenient way of 
measuring the effective speed of the cryotrons used 
in it. The deflection of current from leg XZ to leg 
XYZ takes place with a time constant 

(11) 

(R is the resistance produced in XZ by the input 
grid current). By applying individual pulses of known 
length to the input grid, we can measure the current 
changes in the output grid and obtain an experi­
mental value for T. 

The result of applying 0.05-microsecond current 
pulses to the input grid of one of the storage loops 
shown in Fig. 7 is shown in Fig. 6. The experimental 
curves have a time constant of approximately 0.38 
microseconds. The value given by Eq. (11), using 
calculated values for Ll + L2 and experimental values 
for R, is 0.33 microseconds. The curve of rising cur­
rent is obtained when 150 rna. is injected into the 
cryotron loop and gradually diverted to the output 
leg. The curve of decreasing current corresponds to 
a stored current (with the external current switched 
off) being destroyed by pulses on the input grid. 

140 
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Is 
mo 

80 

60 

40 

CURRENT SWITCHED 
""'- .... _- FROM GATE TO GRID 

(1
0

: 150 mol 

DESTRUCTION OF 

/

STORED CURRENT 
(10: 0 I 

20 
NO OF 0.05 P SEC. 150 ma PULSES OF I G 

10 

t - TIME P SEC· 

Fig. 6-Change of stored current due to 0.05 J1.Sec pulses on input 
grid of storage cell of Fig. 7. Curves are fitted to the data points 
corresponding to a time constant of 0.38 ,usec. 
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Fig. 7-Portion of experimental shift register. Note the insulator 
film separating the grids from the underlying gate films. 

A SHIFT REGISTER 

The memory circuit described has been applied to 
a shift register. A short portion of such a register is 
shown in Fig. 7. The register is of the three-stages­
per-bit type and requires two advance and two reset 
windings. A diagram and a set of calculated wave­
forms are shown in Fig. 8. 

Information travels from left to right. To inject a 
"I" into the register, the input winding is pulsed 
while advance current II is on. This diverts II from 
the first cryotron to its output grid and when II goes 
off, a circulating current C1 remains in the first cell. 
12 is now injected into the second storage cell. Due 
to the existence of C1, 12 will be diverted to the out­
put grid of the second storage cell. It is necessary at 
this time to destroy CI • This is done by passing cur­
rent through the reset winding R2 • C1 has to be 
destroyed before 12 is switched off since, otherwise, 
C2, the circulating current in the second storage cell 
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Fig. 8-Calculated waveforms for shift register. 

caused by the effect of CIOn 12 , would be destroyed. 
After C1 has been destroyed and 12 switched off, the 
injected "I" is represented by the circulating current 
C2 in cell 2. In similar fashion, C3 is created and C2 is 
destroyed. Only now can a new "I" be injected into 
the first storage cell. The grid of the last storage cell 
crosses an output cryotron whose resistance is an 
indication of the presence or absence of the circulat­
ing current C 4. As described earlier, the experimental 
and calculated time constant of the cryotron in this 
circuit module is 0.38 microseconds. This time con­
stant could probably be reduced to approximately 
0.1 microsecond by working at a lower temperature 
and changing the cryotron dimensions to lower the 
gain. The register has been used to transfer informa­
tion. However, it has not yet been operated at high 
repetition rates. 

A summary of cryotron characteristics is shown in 
the table: 

Time 

Size 

Dissipation (d-c) 

0.4 ILsec 

6mm2 

= 5 X 10-6 watts 

The lower limit in size is presently set by difficulties 
in getting good contact between the CFC gate and 
its connecting circuitry. 

Using our present elements and putting one per 
square cm (this would leave plenty of area for inter­
connections), it should be possible to accommodate 
1000 circuits on a 1 ft2 plate. Stacking two of these 
plates per cm would give a 50,000 element computer 
in 1 cu ft. Assuming each element to be on for 10 per 
cent of the time gives the total dissipation as 
5 X 104 X 5 X 10-7 = 0.025 w. Approximately 0.25w 
of heat enters the liquid helium due to radiation and 
conduction through the container. It has been cal­
culated that 100 input and output leads, 10 of which 
carry' 200 mao dc, would contribute less than 0.2w in 
conduction and Joule heating. (It was assumed that 
the upper ends of these leads would be in thermal 
contact with a liquid nitrogen chamber.) The total 
heat inflow is therefore just under 0.5w for the sys­
tem under discussion. Helium refrigerators with 1-w 
capacity for a 1-cu.-ft. volume are presently being 
designed. 

What role will cryotrons play in future computers? 
They are, of course, small. They appear to constitute 
the cheapest method of assembling a large number of 
circuits in a small place, and they are the only active 
circuit component which can be deposited in a few 
steps at the same time as the interconnections. 

Because CFC's are, in principle, as cheap as mag­
netic cores, they make possible radically improved 
memory structures where each storage element can 
have logic associated with it. Memories, in fact, ap­
pear as an attractive first application because their 
structure is repetitive and because they have many 
less logic levels than even the simplest computer. 

Computers are presently built from plug-in circuit 
packages where each plug-in unit represents a few 
logical elements. CFC's make it possible to deposit 
the equivalent of a present-day rack on a small plate 
in a few hours. The problems of testing and fault 
correction in such a complex multi-level logic module 
are real, but they are not greater for cryotrons than 
for any other component which would allow similar 
packing densities. If these problems can be solved 
economically, and we feel sure that they can be, the 
next ten years may see the development of cryotron 
ground-based computers, as well as air-borne com­
puters and memory sustems. 
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