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Foreword

Since its inception seven years ago, the growth of the personal computer market .
has been driven by the emergence of a de-facto industry standard. e industry
standard started with the original IBM PC system architecture and has evolved to the
80386 architecture in use today.

The industry-standard architecture (ISA) provides enormous benefits to the PC
user community. It is a stable platform for software and hardware development that
gives customers the largest selection of products in the history of computing. ISA
comﬁiatibih'ty across a wide range of products enables users to adopt new technologies
quickly and efficiently, while protecting their investment in expansion boards and
software. Availability of a variety of ISA compatible products has freed PC users from
a single-vendor, proprietary architecture and given them real freedom of choice to
select the best computers, software and peripherals to meet their needs. Over the last
seven years, ISA has evolved to a customer-controlled standard rather than a vendor-
controlled standard.

Between 10 and 15 million personal computers based on the industry standard
architecture are in use today. There are tens of thousands of software products and
thousands of expansion boards and peripherals available for ISA compatible PCs.
Hundreds of personal computer models are available from dozens of manufacturers
that take advantage of the huge base of hardware and software. U.S. business has
invested nearly $100 billion in ISA personal computers, software, expansion boards,
peripherals and user training.

A steady progression of advances has resulted in performance and function
enhancements to the industry standard, while maintaining full compatibility with PC
hardware and software products. Microprocessors progressed from the 8088 and 8086
to the 80286 and then to the 80386. DOS has evolved to support over a gigabyte of
fixed disk storage space and expanded memory manager software has been dev:}g})ed
to allow DOS applications access to expanded memory. MS-Windows, OS/2, UNIX,
and XENIX and now provide multi-tasking capabilities on the 80286. Expansion bus
1/0 and memory addressing were incrcasexf with the addition of a 16-bit data bus and a
24-bit (16 megabyte) address bus. Each advance was carefully engineered for full
compatibility with industry standard hardware and software.

Upon this firmly established foundation, the industry standard will continue to
strengthen and evolve. The future will bring even faster 80386 microprocessors and
eventually a compatible 80486 microprocessor. It will bring new, compatible versions of
operating systems, including advanced versions of DOS and an 80386 version of OS/2.

The combination of the 386 architecture and advanced operating systems will
stimulate the development of a new generation of PC applications traditionally
associated with departmental computer systems: like advanced networking,
communications - gateways, database access by multiple users and transaction
processing. These multi-user applications require the transfer of large volumes of data
and will create the need to extend the ISA data and address bus to 32-bits.
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This EISA specification is a joint effort by computer industry leaders to develop
the 32-bit extension for industry standard computers. It defines a high-performance,
open-architecture bus available to PC manufacturers, expansion board vendors,
software developers and semiconductor suppliers without financial or technical
constraints.

Notational Conventions

The following notational conventions are used throughout this specification.

Register Notation and Usage

The standard Intel naming conventions are used for the 80386 registers. AX.
BX, CX, and DX are the names of the general registers when used as word-length (16-
bit). AH, AL, BH, BL, CH, CL, DH, and DL are the names for the general registers
when they are used as byte-length registers (8-bit). When addresses are handled, BX
usually contains the offset. However, SI (source index) or BP (base pointer) may also
be used with the ES (extra segment) register.
Bit Notation

Bit fields within a byte or word are shown as a range of decimal numbers
separated by two dots and enclosed in angle brackets, as name <xiy>.
Signal Names

A bus is shown as the bus signal name followed by a range of decimal numbers
separated by two dots and enclosed in angle brachets, for example, SA<19:0>.

A slot-specific signal is shown as the signal name followed by a lower case x, for
example, AEXXx.

Negative true logic is indicated by an asterisk (*) following the signal name, for
example, START®.

Radix Notation
Hexadecimal numbers are indicated by a lower case "h" following the digits, for

example, 100h.

Bytes, Words, Double Words
A byte is 8 bits. A word is 16 bits. A dword is 32 bits.
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Units of Measure

The following units of measure are used throughout this specification.

A amp

cm centimeter 10-2 meters
GB ﬁji%abyie 230 bytes

K ilo-ohm 103 ohms
KB  kilobyte 210 bytes
KHz kilohertz 103 hertz
MB megabyte 22 bytes
MHz megahertz 10¢ hertz
m meter

S microsecond 10 sec
mA milliampere 10-3 amps
mm millimeter 10-3 meters
ms millisecond 103 sec

ns nanosecond 109 sec

pF  picofarad 10-12 farads
S second

LA microamps 10 amps
Vv volt

W watt
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1. EISA Overview

The Extended Industry Standard Architecture (EISA) is a superset of the ISA §-
and 16-bit architecture. It extends the capabilities of that standard while maintaining
compatibility with ISA expansion boards.
EISA introduces the following major advances:

. 32-bit memory addressing for CPU, Direct Memory Access (DMA) devices and
bus masters

. 16- or 32-bit data transfers for CPU, DMA and bus master devices

. An efficient synchronous data transfer protocol that allows for normal single
transfers as well as high-speed Burst transfers

«  Automatic translation of bus cycles between EISA and ISA masters and slaves
+ . Support of intelligent bus master peripheral controllers

«  Enhanced DMA arbitration and transfer rates

« 33 MB/s data transfer rate for bus masters and DMA devices

o Shareable interrupts, programmable for edge or level triggering

«  Automatic configuration of system and expansion boards

1.1 Compatibility with ISA

EISA systems maintain full compatibility with the existing industry standard. EISA
connectors are a superset of the 16-bit connectors on ISA system boards. ISA 8- and 16-bit
expansion boards can be installed in EISA slots. All EISA performance and function
enhancements are, similarly, superset features that maintain full compatibility with ISA
expansion boards and software.

1.2 Memory Capacity

EISA systems support a 32-bit address path. The main CPU, bus masters and DMA
devices can access the entire 80386 memory space. ISA memory cards can be used in the
lower 16 megabytes without modification. EISA memory cards can add as much memory
as needed for the application. The total memory supported is limited only by the
packaging constraints of the individual product, rather than the system architecture.
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1.3 Synchronous Data Transfer Protocol

The EISA bus achieves its speed and flexibility through the use of a synchronous
transfer protocol. Bus masters and multiple processors can synchronize their bus cycles to
a common clock to achieve maximum performance. The synchronous transfer protocol
also provides the cycle control necessary to execute Burst cycles with up to 33 MB/s data
transfer rate.

On the EISA synchronous bus, control signals, address lines and data bus use a bus
clock generated by the system board as the reference for a transfer. Unlike many systems,
however, the bus clock 1s not a fixed frequency. Since the system board is the source of
most bus cycles, the system board adjusts the bus clock frequency and phase to achieve the
maximum performance of the CPU and memory.

EISA provides a variety of cycle types to cover the range of speed and the
complexity requirements for different applications. The standard transfer cycle requires 2
clock cycles, but CPUs are permitted to generate a 1.5 clock COMPRESSED cycle for
slaves that request it. At the high end of the performance spectrum are Burst cycles which
require 1 clock per transfer.

1.4 Enhanced DMA Functions

EISA systems provide a number of DMA enhancements, including: 32-bit
addressability, 8-, 16-, and 32-bit data transfers and higher performance arbitration and
data transfer cycles. EISA DMA provides ISA compatible modes, with ISA timing and
function as the default.

DMA offers a lower cost alternative to an intelligent bus master. The EISA DMA
functions are intended for I/O peripherals that do not require local intelligence on the
peripheral interface.

1.4.1 32-bit Address Support for DMA Transfers
EISA 32-bit address support enables ISA, as well as EISA DMA devices to transfer
data to any 32-bit memory address. The default DMA supports ISA compatible 24-bit

address with no software or hardware modifications. DMA software can be modified to
support the 32-bit memory space, without modifications to the DMA hardware.
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1.4.2 8-, 16- or 32-bit Data Transfers from DMA Devices

Any DMA channel can be programmed for 8-, 16- or 32-bit data transfers. An 8-bit
DMA device uses the low 8 bits of the data bus, a 16-bit device uses the low 16 bits, and a
32-bit device uses the full 32-bit data bus.

A 32-bit DMA device can perform up to 33 MB/s data transfers using Burst cycles.

Performance Gains for DMA Devices

EISA DMA devices can be programmed for high-performance data transfers using
one of four DMA cycle types. The default cycle type, Compatible cycles, delivers a higher
data transfer rate than ISA compatible computers. The improvement is the result of
EISA's faster bus arbitration and requires no hardware or so e modifications to ISA
compatible DMA devices. Type "A" and Type "B" cycles are EISA modes that, with special
programming, allow some ISA compatible DMA devices to achieve even higher
performance. The Burst DMA (Type "C") cycle type is the highest performance DMA
cycle and is only available to DMA devices designed specifically for Burst.

The following table indicates peak data transfer rates for each DMA cycle type and
the DMA devices that are compatible with the cycle type.

DMA Cvcle Types

DMA Transfer Rate Compatibility
Cycle Type (MB/s)
Compatible
8-bit 1.0 AllISA
16-bit 2.0 All ISA
Type "A"
8-bit 13 Most ISA
16-bit 2.6 Most ISA
32-bit 5.3 EISA Only
Type "B"
8-bit 20 Some ISA
16-bit 4.0 Some ISA
32-bit 8.0 EISA Only -
Burst DMA (Type "C")
8-bit 8.2 EISA Only
16-bit 16.5 EISA Only
32-bit 33.0 EISA Only
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1.5 Bus Master Capabilities

EISA based computers support a bus master architecture for intelligent peripherals.
The bus master architecture provides a high-speed data channel with data rates up to 33
MB/s using EISA Burst cycles. The bus master provides local intelligence by including a
dedicated I/O processor and local memory. It can relieve the burden on the main CPU by
performing sophisticated memory access functions, such as non-ordered scatter-gather data
transfers. Examples of applications that might benefit from a bus master implementation
include communication gateways, disk controllers, LAN interfaces, data acquisition
systems, and certain classes of graphics controllers.

1.6 Data Size Translation

The EISA bus system Yrovidcs a mechanism for EISA expansion boards to
communicate with ISA compatible devices. The EISA bus master or slave generates EISA
data and control signals, letting the system board copy the data to the appropriate byte
lanes and translate the control signals as necessary. :

The system board provides the automatic translation for 16-bit ISA bus masters, §-
or 16-bit memory and I/O slaves, and DMA devices. The system board also provides
autornatic translation for transactions between 16- and 32-bit EISA devices.

1.7 Bus Arbitration

EISA systems also Yrovide a centralized arbitration scheme that allows efficient bus
sharing among multiple EISA bus masters and DMA devices. The centralized arbitration
supports preemption of an active bus master or DMA device and can reset a device that
does not release the bus after preemption.

The EISA arbitration method grants the bus to DMA devices, DRAM refresh, bus
masters and CPU functions on a fair, rotational basis. The rotational scheme provides a
short latency for DMA devices to assure compatibility with ISA DMA devices. Bus masters
fmd the CPU, which typically have buffering available, have longer, but deterministic
atencies.

1.8 Edge/Level Triggered Interrupts

EISA systems provide level-triggered, shareable interrupts. Any EISA interrupt can
be individually configured for level- or edge-triggered operation. Edge-triggered operation
provides full compatibility with existing, interrupt-driven, ISA devices. Level-triggered
operation facilitates the sharing of a single system interrupt by a number of devices. Level-
triggered interrupts might be used, for example, to share a single interrupt between a
number of serial ports.
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1.9 Automatic System Contiguration

EISA provides the capabilities for automatic configuration of system and expansion
boards. EISA expansion board manufacturers include configuration files with expansion
board products. The configuration files can be included with either new, fully
programmable EISA boards or switch-configured ISA products. The configuration files are
used at system configuration time to assign system resources (such as DMA channels,
interrupt levels) and thus prevent conflicts between the installed expansion boards. For
switch-configurable boards, the configuration files can be used to outline the proper
assignment of resources and instruct the user about the proper selection of switch settings.

To accomplish the automatic system and expansion board configuration, EISA
grovidcs a method for accessing I/O port ranges that are slot specific. This means that a
oard using these ranges can be plugged into any slot in the system without the risk of I/O
range conflicts. These I/O ranges can be used for expansion board initialization or for
normal I/O port assignments that are guaranteed not to conflict with any other expansion

board installed in the system.

EISA also includes a product identification mechanism for systems and expansion
board products. The aﬁ;gduct identifier allows products to be identified dunn% the
configuration and initialization sequences for the system and expansion boards. EISA
includes guidelines for selection of a product identifier. The identifier of each product is
selected by the product manufacturer and does not need the approval of any other party in
the industry.
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1.10 EISA Feature/Benefit Summary

The following is a summary of the key features and benefits of the extended industry
standard architecture.

Feature Benefit
Full sup(fort of industry Preserves  customer  and  industry
standard expansion boards investment. Provides maximum flexibility

in product selection.

ISA expansion board size 63 square inches of board space for
complex peripherals and  ease of
implementation.

Maximum +5 V power per slot Ample power available for complex,
of approximately 4.5 A intelligent peripherals.

Full-function 32-bit address and 33 MB/s bus master and DMA data
data buses transfer rates for high-performance
peripherals.

Support for greater than 16 MB of
memory.

Programmable level- or
edge-triggered interrupts

Facilitates interrupt sharing by multiple
devices.
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Feature

Benefit

Enhanced DMA functions

Efficient arbitration
cycles

Support of demand and
block DMA transfers

Fast DMA cycle
times

Support of 32-bit address
and data size

Bus master support

Support for multiple bus
master peripherals

Efficient arbitration
cycles

Automatic 32-, 16- or
8-bit data path
translation

Support of 32-bit
transfers

Support of fast Burst
cycles

Automatic expansion board
configuration

Improved performance and memory
addressing for ISA and EISA DMA
devices.

Improved efficiency of DMA data block
transfers up to rates of 33 MB/s for 32-bit
DMA transfers.

Provides high performance and local
intelligence for sophisticated peripherals.
Data transfer rate up to 33 MB/s for 32-bit
bus master peripheral.

Enhanced ease of configuration for new
EISA boards and existing ISA expansion
boards.
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2. E1SA Bus Specification

2.1 Signal Descriptions

This section describes signals from each connector of the EISA bus.

211 Address and Data Bus Signal Group

This section describes the bus signals used for memory and I/O addressing and bus
signals used for the transfer of data.

BE*<3:0> - (EISA Connector)

BE*<3:0> are the byte enable signals that identify the specific bytes addressed in a
dword. BE*<3:0> are pipelined from ope cycle to the next and must be latched by the
addressed slave if required for the whole cycle. The timing of these signals varies
depending on the cycle type. During normal cycles, they go valid before BALé goes active
and remain valid as long as the LA<31:2> lines remain valid. During DMA or 16-bit ISA
bus master cycles, they go valid at least 1/2 BCLK before the CMD* or ISA command
signals go active.

It is permissible for a 32-bit bus master to drive both of the high bytes of the data

bus on write cycles even if it only places valid data (as indicated by BE* <3:0> lines) on
one of the high bytes.
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The following table shows the allowable combinations.

Byte Bytes driven during write| Bytes driven by
enables slave on read

at 32-bit 16-bit}downshift

bus master master!| master 32-bit 16~bit|8-bit
BE* lane lane lane lane lane |lane
3210 3210 1 0 3210 3210 10 0
0 000 3210 === 3 216¢0 3210 10 0
0001 321 === 321 321 1 1
001O0 == = - = - - - - -
0011 32 3 2 3232 3 2 3 2 2
0100 - - - - - - -
0101 = === - - - - - - -
0110 == - - - - - - -
0111 37 3 3?2 3 3?2 3 3
1000 2210 === ?2 210 2210 10 0
1 001 721 === 221 221 1 1
1010 | == e -
1011 ? 2 2 ? 2 2 2 2 2
1100 10 10 10 10 0 0
1101 1 1 1 1 1 1
1110 0 0 [¢] 0 0 0
1111 === o= - - - - - - -—

The character =" means that the BE*<3:1> code should never be generated. The character *?" means that
the data bus byte may be driven, but will be ignored.

D <31:24> - (EISA Connector)
D<31:24> are the highest-order 8 bits of the 32-bit EISA data bus. A 32-bit device

uses D<31:24> to transfer the fourth (highest) byte of a dword when the address line
BE* <3> is asserted. :

D<23:16> - (EISA Connector)

D<23:16> are the second highest-order 8 bits of the 32-bit EISA data bus. A 32-bit
device uses D<23:16> to transfer the third (second highest) byte of a dword when the
address line BE* <2> is asserted.

D<15:8> - (I1SA Connector)

D<15:8> are the high 8 bits of the 16-bit data bus. Sixteen-bit devices use these

lines to transfer the high half of a data word when SBHE*®, BE*<3> or BE*<1> 13

asserted. thirty-two-bit devices use D <15:8> to transfer the second (third highest) byte of
a dword when the address line BE* < T> is asserted.

49



EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

D < 7:0> - (1SA Connector)

D<7:0> are the low 8 bits of the data bus. Eight-bit devices use these lines to
transfer data. A sixteen-bit device uses these lines to transfer the low half of a data word
when the address line SA<0> is low or when BE*<2> or BE*<0> is asserted. Thirty-
two-bit devices use D<7:0> to transfer the first (lowest) byte of a dword when the address
line BE* <0> is asserted.

LA <16:2> - (EISA Connector)

The <16:2> are a part of the latchable address bus. The latchable address lines
(LA<31:2>) are pipelined from one cycle to the next and must be latched by the
addressed slave if required for the whole cycle. LA<31:2> are presented early enough in
the cycle decode to suQFort 1.5 or 2 BCLK memory accesses. During standard cycles, they
go valid before START® is asserted and remain valid at least 1/2 BCLK after CMD* or
the ISA command signals are asserted. During DMA or 16-bit ISA bus master cycles,
LA<31:2> are valid at least one BCLK before the CMD* or ISA command signals are
asserted. LA<31:2> can be driven by an expansion board acting as a bus master. An
EISA slave may latch the entire address (LA<31:2> and BE*<3:0>) and status signals
(M-IO and W-R) on the trailing edge of START* or leading edge of CMD*.

LA <23:17> - (ISA Connector)

LA<23:17> are a bart of the 32-bit latchable address bus. They have the same
characteristics as LA<16:2>, except that they are wired to the 16-bit portion of the ISA
connector. An ISA slave can latch 1LA <23:17> with the trailing edge of BALE.

LA* <31:24> - (EISA Connector)

LA*®<31:24> are the highest byte of the 32-bit latchable address bus. They have
the same characteristics as LA<16:2>, except that they use inverted logic. A high on a
LA*<31:24> address bit must be interpreted as an address bit of "0". A low must be
interpreted as an address bit of "1". (When the notation LA®*<31:2> is used, only
LA <31:24> are active low, the next are active high.

SA<19:0> - (ISA Connector)

The SA<19:0> lines address memory or I/O devices within the system. They form
the low-order 20 bits of the 32-bit address. On normal cycles SA<19:0> are driven onto
the bus while BALE is high and are latched by the system board on the trailing edge of
BALE. SA<19:0> are valid throughout the bus command cycle. On DMA or 16-bit ISA
bus master cycles SA<19:0> are valid nominally one BCLK before the command signals
and remain valid nominally one BCLK after the command signals go away. :
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SBHE®* - (ISA Connector)

SBHE* (System Bus High Enable) indicates (when low) that expansion boards that
support 16-bit data transfers should drive data on the high half of the D<15:0> data bus.
On normal cycles, SBHE*® becomes valid on the bus when BALE is asserted and remains
valid until afier the command (MRDC®*, MWTC*, IORC*, IOWC* or CMD?*) is negated.
On DMA or 16-bit ISA bus master cycles, SBHE* is valid nominally one BCLK before the
command signals and remains valid nominally one BCLK after the command signals go
away.

AENX - (ISA Counnector)

This slot-specific (the X" refers to the slot number) signal, when negated (low),
indicates that an 1/O slave may respond to addresses and IfCl)] commands on the bus.
AENXx is asserted hi%h) during DMA cycles to prevent 1/O slaves from mis-interpreting
DMA cycles as valid 1/O cycles. The system board must negate AENx when START™ is
asserted for an 1/O access, and AENx must remain negated until after CMD* is asserted.
AENGx is also used to disable 1/O accesses to all other option slots during accesses to a
particular slot's slot-specific /O address range.

212 Data Transfer Control Signal Group

This section describes the signals used to control data transfer cycles on the 8-, 16-
and 32-bit bus.

BCLK - (ISA Connector)

BCLK is provided to synchronize events with the main system clock. BCLK
operates at a frequency between 8333 MHz and 6 MHz, with a normal duty cycle of 50
percent. BCLK is dnven only by the system board. The BCLK period 1s sometimes
extended for synchronization to the main CPU or other system oard devices. For
example, the COMPRESSED cycle type extends each BCLK period by holding BCLK low
for half a cycle beyond the normal transition to high. The BCLK extension facilitates
synchronization during the 1.5 BCLK COMPRESSED cycle. During bus master accesses,
the system board extends BCLK only when required to synchronize with main memory.
Events must be synchronized to BCLK edges without regard to frequency or duty cycle.
BCLK is always synchronous with the trailing edge of START* and the leading edge of
CMD*. BCLK may not be synchronous with the leading edge of START™* or the trailing
edge of CMD*. .

MSBURST* - (EISA Connector)
An EISA CPU or bus master asserts MSBURST?* to indicate to the slave (typically,
main memory) that the CPU or bus master can provide Burst cycles. MSBURST® 1s

asserted with the LA<31:2> address lines for the second and all subsequent cycles of the
Burst and is sampled on the rising edge of BCLK by the slave.
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SLBURST* - (EISA Connector)

A slave (typically, main memory) indicates its support of Burst cycles by asserting
SLBURST*. The slave develops SLBURST* from the LA<31:10> address lines and
M-1O and produces SLBURST*® regardless of the state of MSBURST*. SLBURST" is
sampled on the rising edge of BCLK by the main CPU, DMA controller or bus master.

M-10 - (EISA Connector)

The main CPU or an EISA bus master asserts M-IO to indicate the type cycle in
progress as a memory cycle (high) or 1/0 cycle (low). M-IO is pipelined from one cycle to
the next and is latched by the addressed slave if needed for the whole cycle. M-10 should
ll:dc iéncludlcg 1161 all decodes by EISA slaves. M-IO must not be used in decoding the signals

16* or I016*.

LOCK* - (EISA Connector)

The main CPU or a bus master may assert LOCK* to guarantee exclusive memory
access during the time LOCK® is asserted. A bus master may also assert LOCK* 1o
guarantee exclusive 1/O access during the time LOCK* is asserted. Assertion of LOCK*
allows bit test-and-set operations (as used for semaphores) to be executed as a unit, with
the bus lock preventing multiple devices from simultaneously modifying the semaphore bit.

EX32# - (EISA Connector)

A memory or I/O slave asserts EX32* to indicate that it supports 32-bit (dword)
transfers. A two BCLK cycle is executed when a slave asserts EX32° during a memory
access. The slave asserts EX32* after decoding a valid address on the LA<31:2> address
lines and M-I0. EX32* should not be latched by the slave. Both 16- and 32-bit EISA bus
masters must monitor EX32* at the trailing edge of START* to determine if the slave
supports 32- (and 16-2 bit EISA transfers (asserted), or if the system board is performing
data size translation (negated). If data size translation is being done and the master is a
32-bi; master, then the system board asserts EX32* to indicate completion of the
transiation.

EX16* - (EISA Connector)

An EISA memory or I/O slave asserts EX16* to indicate that it supports 16-bit
(word) transfers. A 16-bit EISA bus master samples EX16* asserted to confirm 2 16-bit
EISA slave. An EISA cycle (two BCLK) is executed when a slave asserts EX16* during a
memory access by the system board or a 16-bit EISA bus master. The slave asserts EX16*
after decoding a valid address on the LA<31:2> address lines and M-I0. EX16* should
not be latched by the slave. 16-bit EISA bus masters must monitor EX16* to determine if
the slave supports 16-bit EISA transfers (asserted), or if the systemn board is performing
data size translation (negated). If data size translation is being done (ISA cycles) and the
master is a 16-bit master (indicated by the master asserting MASTERI16*), then the system
board asserts EX16* to indicate completion of the translation.
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EXRDY - (EISA Connector)

EISA 1/0 and memory slaves negate. EXRDY to request wait state timing (each
wait state is one BCLK). The system board samples EXRDY on each falling edge of
BCLK after it asserts CMD*. The system board bolds CMD* asserted during the entire
Ecriod EXRDY is negated, and at least one half BCLK after sampling EXRDY asserted.

XRDY must be driven with an open-collector tygo: buffer (a system board pull up resistor
rovides the asserting drive current). ~ The EISA slave should negate EXRDY during
ART™ or on the nising edge of BCLK at the end of START® if wait states are to be
added. The slave must allow EXRDY to float high (asserted) synchronously with BCLK
falling edge and must not hold EXRDY asserted longer than 25 us EXRDY should never
be dniven high.

START®* - (EISA Connector)

The START?® signal provides timing control at the start of a cycle. The CPU or bus
master asserts START® after LA <31:2> and M-IO become valid and negates START™ on
a rising edge of BCLK after one BCLK cycle time. BE*<3:0> and W-R may not be valid
at the leading edge of START™. '

CMD* - (EISA Connector)

CMD* provides timing control within the cycle. The system board asserts CMD* on
the rising edge of BCLK, simultaneously with negation of START*. The system board
holds CMD* asserted until the end og the cycle. The end of the cycle normally is
synchronized with the rising edge of BCLK, but in certain cases is asynchronous. A bus
master does not drive CMD?*. i

W-R - (EISA Connector)

The status signal, W-R, identifies the cycle as a write (high) or read (low). W-R
becomes valid after assertion of START* and before assertion of CMD*. W-R remains
valid as long as address lines LA<31:2> are valid. W-R is driven from the same edge of
BCLK that activates the START® signal.

BALE - (ISA Connector)

BALE (when high) indicates that a valid address is present.on the LA<31:2>
address lines. The LA<31:2> address lines or any decodes developed from them by ISA
devices are latched (with transparent latches) on the trailing edge of BALE if the address is
needed for the whole cycle. BALE is always high during a DMA or 16-bit ISA bus master
operation. EISA devices should not use BALE to latch addresses; the trailing edge of
START?™ or leading edge of CMD* should be used.
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MRDC* - (ISA Connector)

The system board or ISA bus master asserts MRDC* to indicate that the addressed
ISA memory slave should drive its data onto the memory bus. MRDC* is asserted for read
accesses to memory, except when inhibited by assertion of EX32* or EX16* (an EISA
device responded).” During ISA Compatible DMA cycles, MRDC* is asserted for read
accesses to memory addresses between 00000000h to 00FFFFFFh, regardless of the type of
memory responding. A DMA device should not use MRDC?* to decode its I/O address.
MRDC?® is also asserted for refresh cycles. MRDC?® can be driven by an expansion board
acting as an ISA 16-bit bus master.

MWTC* . (ISA Connector)

The system board or ISA bus master asserts MWTC?* to indicate that the addressed
ISA memory slave may latch data from the memory bus. MWTC?* is asserted for write
accesses to memory, except when inhibited by assertion of EX32* or EX16* (an EISA
device responded). During Compatible DMA cycles, MWTC® is asserted for write
accesses to memory addresses between 00000000h to O0FFFFFFh, regardless of the type of
memory responding. A DMA device should not us¢ MWTC® to decode its I/O address.
MWTC* can be driven by an expansion board acting as an ISA 16-bit bus master.

SMWTC* - (ISA Connector)

The system board asserts SMWTC* to indicate that the addressed memory slave
may latch data from the memory bus. SMWTC* is only asserted for ISA write accesses 1o
memory addresses between 00000000h to 000FFFFFh. SMWTC* is derived from MWTC*
and has similar timing.

SMRDC* - (ISA Connector)

The system board asserts SMRDC* to indicate that the addressed memory slave
should drive its data onto the memory bus. SMRDC® is only asserted for ISA read
accesses to memory addresses between 00000000h to OOOFFFFFh or refresh cycles.
SMRDC* is derived from MRDC* and has similar timing.

IOWC* . (I1SA Connector)

A DMA device can latch data from the data bus when JOWC?® is asserted. An ISA
1/0 slave latches data from the data bus when IOWC® asserted and AENX is negated. The
main CPU or bus master must drive valid data on the bus before asserting IOWC*.

IORC* - (ISA Connector)
A DMA device can drive data on the data bus after sampling IORC* asserted. An

ISA 1/0 slave drives data onto the bus while IORC* is asserted and AENx is negated
(low). The device must hold the data valid until sampling IORC* negated-
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CHRDY - (1SA Connector)

An ISA memory or 1/O slave can negate CHRDY to lengthen 2 bus cycle from the
default time. The slave negates CHRDY a%tcr decoding a valid address and sampling the
command signal (MRDC*, MWTC*, SMRDC*, SMWTC*, IORC* or IOWC*) asserted.
When the slave's access has completed, CHRDY should be allowed to float high (asserted).
Bus cycles are lengthened by an integral number of BCLK cycles. The ISA command
signals remain active at least one BCLK after the slave asserts CHRDY. CHRDY should
be driven with an open collector type of driver, and should never be driven high. CHRDY
may not be held low for more than 2.1 us. EISA slaves should never negate CHRDY.

NOWS?* - (ISA Connector)

An ISA memory slave asserts NOWS* (No Wait State) after its address and a
command have been decoded to indicate that the remaining clock cycles are not required.
NOWS® must be asserted before the falling edge of BCLK to be recognized during I1SA

cles. During EISA cycles, an addressed E%SA slave may assert NOWS* before the main
PU negates START* to generate COMPRESSED cycles (1.5 BCLKs/cycle). A slave
should not assert NOWS* and negate EXRDY or CHRDY during the same cycle.

M16* - (1SA Connector)

M16* signals the system that the addressed ISA memory is capable of transferring
16 bits of data at once. When M16* is asserted, during a memory read or write and is not
superceded by EX32* or EX16*, the ISA compatible three BCLK memory cycle is run.
M16* is decoded from LLA<23:17>. M-IO is not included in the decode and M16* should
not be latched by the ISA slave. Ouly ISA memory slaves need to generate M16*; the
system board generates M16* from EX32* or EX16* for EISA memory slaves. M16*
should only be driven with an open-collector type of driver.

1016* - (ISA Connector)

A 16-bit ISA 1/0 slave asserts I016* (after decoding a valid address on SA<15:1>)
to indicate its 16-bit data size. The system board defaults to a three BCLK 1/0 cycle when
it samples 1016* asserted by an ISA I/O slave (EX32* and EX16* negated). 1016* should
only be driven with an open-collector type of driver.

The system board does not automatically assert I016* when a 16-bit ISA bus master
accesses an EISA I/O slave. EISA slaves that support 16-bit ISA bus masters must assert
1016* as well as EX32* (or EX16*) when addressed. The EISA I/O slave asserts I016*
on decoding a valid address on LA<15:2>. EISA I/O slaves that do not support 16-bit
ISA bus masters need not assert I016*,
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213 Bus Arbltration Signal Group

This section describes signals used to arbitrate for bus control. These signals are a
combination of new EISA signals and existing ISA signals.

MREQx* - (EISA Connector)

MREQx* is a slot-specific signal used by EISA bus masters to request bus access.
The "x" refers to the slot number. Bus masters requiring use of the bus must assert
MREQx* until the system board grants bus access by asserting MAKx*. The requesting
device must hold MREQx* asserted until the system board asserts the appro dateM‘
signal. The system board samples MREQx* on the rising edge of B f MREQx* is
sampled asserted, the arbitration controller performs the arbitration and the system board
asserts MAKx* when the bus becomes available. The bus master can bmnving the bus
with address and other signals on the falling edge of BCLK when * is sampled
asserted.

When a bus master completes a transfer, it can release the bus by negating
MREQx* on the falling edge of BCLK. If no bus cycle is in progress when MREQx* is
negated, the bus master must float LA<31:2>, BE*<3:0>, MSBURST*, LOCK?*,
D<31:0>, START®, M-IO, and W-R on or before the rising edge of BCLK after MREQx*
is negated. If a cycle is in progress when MREQx* is negated, then the LA<31:2>,
BE*<3:0>, MSBURST?®, LOCK®*, START*, M-IO, and W-R signals must be floated by
the rising edge of BCLK at the end of the cycle. The data signals D<31:0> must be
floated on (l%)CRDY termination) or before (EX32* or EX16* termination) the falling
edge of BCLK after the end of the %cle. Cycle completion is indicated by the memory or
I/O slave asserting EXRDY or the system board asserting EX16* or EX32* after
completing bus conversions. A bus master must wait at least two BCLKSs after releasing the
bus before re-asserting its MREQx*. The trailing edge of MREQx* must meet the setup
and hold time to the sampling point for proper system operation.

MAKXx* - (EISA Connector)

MAKXx*® is a slot-specific signal that is asserted by the system board to grant bus
access to an EISA bus master. The "x" refers to the slot number. MAKx* is asserted from
the rising edge of BCLK and the bus master can begin driving LA<31:2>, BE*<3:0>,
MSBURST®, START*, M-IO, and W-R on the next falling edge of BCLK. The system
board negates MAKx® on the rising edge of BCLK after sampling MREQx* negated. The
system board can also negate MAKx* to indicate to an active bus master that another
device has requested the bus. The bus master must negate MREQx* to release the bus
within 64 BCLKSs (8 115) of sampling MAKx* negated.
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DRQ<7:5>, DRQ<3:0> - (ISA Connector)

The DRQ <x> lines are used to request a DMA service from the DMA subsystem
or for a 16-bit ISA bus master to request access to the system bus. The request is made
when DRQ<x> is asserted. The system board allows DRQ<x> to be asserted
asynchronously. The requesting device must hold DRQ<x> asserted until the system
board asserts the appropriate DAK*® <x> siﬁnal. For demand mode DMA memory-read
1/0-write cycles, DRQ<x> is sampled on the rising edge of BCLK, one BCLK from the
end of the cycle (the rising edge of IOWC®). For demand mode DMA memory-write I/O-
read cycles, DRQ<x> is sampled on the rising edge of BCLK, 1.5 BCLKs from the end of
the cycle (the rising edge of IORC*).  For demand mode Burst DMA, DRQ<x> is
sampled each cycle on the rising edge of BCLK. For 16-bit ISA bus masters, DRQ<x> is
sa;‘nﬁlcd on the rising edge of BCLK, two BCLKs before the system board negates
DAK*<x>. The trailing edge of DRQ<x> must meet the setup and hold time to the
sampling point for proper system operation.

DAK*<7:5>, DAK*<3:0> - (ISA Connector)

The system board asserts a DMA channel's DAK* <x> to indicate that the channel
has been granted the bus. A DMA device is selected if it decodes DAK®* <x> with IORC*
or IOWC* asserted. DAK® <x> can also be used to acknowledge grant of bus access to a
16-bit ISA bus master. The bus master must assert MASTER16* after sampling
DAK® <x> asserted. Address and cycle control signals must be floated and MASTER16*
must be negated before the system board negates *<x>. For EISA block or demand
mode DMA transfers, DAK* <x> remains asserted until the transfer completes or until the
centralized arbitration controller preempts the DMA process. The preemption occurs after
another device requests the bus and 4 is elapse.

T-C - (ISA Connector)

This signal is bidirectional, acting in one of two modes, depending on the
programming of the channel. In the output mode, the system board asserts T-C to indicate
that a DMA channel's word count has reached terminal count. Terminal count is indicated
when the decrementing word count "rolls over” from zero to FFFFFFh. The system board
asserts T-C only while asserting the channel's DAK*<x>. A DMA device decodes T-C
with the appropriate DAK* <x> asserted to determine when the transfer has completed.

In the input mode, T-C can be used by a DMA slave to stop a DMA transfer.

During ISA Compatible, Type "A", or Type "B", transfers, T-C is sampled by the system

-while IORC* or IOWC?* is asserted. During Burst cycles, T-C is sampled at the same time

as the DRQ <x> input, on the rising edge of BCLK. If it is sampled asserted the transfer is
terminated, and if auto-initialize is programmed, the transfer restarts at the beginning.

MASTERI16* - (ISA Connector)

A bus master asserts MASTER16* to indicate 16-bit data size. A bus master can
assert MASTER16* after the system board asserts DAK* <x> or MAKx*. The 16-bit
EISA bus master negates MASTER16* after completing the last transfer. An ISA master
negates MASTER16*, immediately when the system board negates DAK* <x>. A 32-bit
bus master can assert MASTER16* during START* to disable automatic 32-to-16-bit data
size translation for 16-bit EISA memory Burst slaves. It canthen perform 16-bit Burst
cycles to a 16-bit EISA slave.
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REFRESH* - (ISA Connector)

REFRESH"* is used to indicate (when low) a refresh cycle in pro%rcss. REFRESH*
causes SA<15:0> (or LA<15:2>) to drive the row address inputs of all DRAM banks so
that when MRDC* (or CMD?*) is asserted, the entire system memory is refreshed at one
time.

21.4 Utility Signat Group

This section describes a variety of general utility signals. These signals are all on the
ISA conmnector.

OSC - (ISA Connector)

OSC is a clock for use in timing applications. Its frequency is 1431818 MHz with a
50 percent duty cycle.

RESDRY - (ISA Connector)

Assertion of RESDRYV causes a hardware reset of ISA and EISA expansion boards.
RESDRY is asserted by the reset controller during power up or after a bus timeout.
Software can cause assertion of RESDRV by setting I/O port 0461h bit 0 to a "1".
RESDRY is negated when the software resets this bit to a zero. RESDRYV has a minimum
pulse width equivalent to 9 BCLK periods (the minimum time between two ISA I/O write
cycles). All devices that can prevent operation of the CPU, memory or system board I/O
must use RESDRYV for hardware reset. Slaves that insert wait states based on internal
state machines, devices that require software initialization, and DMA devices are examples
of hardware that reset after sampling RESDRYV asserted.

IRQ<15:14>, IRQ<12:9>, IRQ<7:3> - (ISA Connector)

The IRQx lines are used to interrupt the CPU to request some service. In
compatible mode, the interrupt is recognized when IRQx goes from a low to a high and
remains there until the appropriate interrupt service routine is executed. If programmed to
level-sensitive mode, the interrupt is recognized when the IRQx signal is asserted (low).
Another interrupt is generated at the end of the interrupt service routine if the IRQx signal
is still held low, allowing a single line to be shared by more than one device. IRQ<15:3>
are pulled up by the system board. A floated interrupt line is guaranteed to stabilize at a
TTL "high" after 500 ns. Interrupt service routines must reset the interrupt latch (which
floats the interrupt line), then wait at least 500 ns before issuing the end-of-interrupt
command and enabling interrupts.

IOCHK* - (ISA Connector)
An EISA or ISA expansion board can assert IOCHK?* to signal the main CPU that a
serious error has occurred. Assertion of IOCHK?* causes an NMI if Port 061h bit 3 is set to

"1" and NMIs are enabled. Parity errors and uncorrectable system errors exemplify
problems that might cause an expansion board to assert IOCHK®*.

58



EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCRITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

2.15 Summary of Signals
The following tabulation shows the EISA bus connector signals added for EISA
support:
Bus Signal
Pins Name Description
16 D<31:16> data lines
8 LA®<31:24> address lines
15 LA<16:2> address lines
4 BE*<3:0> byte enables
1 LOCK*® bus lock
1 EX32* 32-bit EISA slave indicator
1 EX16* 16-bit EISA slave indicator
1 START® EISA start of cycle control
1 CMD* EISA end of cycle control
1 M-IO EISA memory or I/O indicator
1 W-R EISA write or read indicator
1 EXRDY EISA ready indicator
1 MREQx* slot specific bus request
1 MAKx* slot specific bus grant
1 SLBURST® Burst cycle indicator from slave
1 MSBURST* Burst cycle control from master
S5 Total new pins on EISA connector
21.6 Signal Usage by System, Masters and Slaves

The following three tables indicate typical signal usage by an EISA system board, ISA
bus masters, ISA slaves, EISA bus masters and EISA slaves.

Table Legend:
I/0 = Input and Output
I = Input
O = Output

Signal Not Needed

LI ]

Subscript "

N indicates that one or more of the signals in the group may be
implemented.

An 1/0 shown in parentheses () indicates that the signal is optional for this
device.
The following notes are referenced in one signal usage tables:
1. SLBURST and MSBURST are implemented together or both are omitted.
2.  Only DMA devices that implement Burst cycles use EXR_DY.
3. EISA DMA devices can be 8-, 16-, or 32-bits wide.
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4. ISA DMA device can be either 8- or 16-bits wide.

5. DMA devices need not monitor BE* <3:0> unless they support partial-width
data transfers.

6.  Only EISA slaves that support COMPRESSED cyéles assert NOWS*,

7. EISA 1/O slaves that need to be accessed by 16-bit ISA bus master must asser:
1016* when addressed.

8. An 8-bit memory slave is assumed to onlfl decode the SA<19:0> address lines
(1 megabyte maximum address). If a full decode is done, LA <23:17>,
MRDC*, IORC*, and BALE are also used.

9. BCLK is only required if the slave device supports Burst cycles or uses EXRDY.

10. A 16-bit EISA bus master thatdoes not drive the full 32-bit address will be
limited to 16 megabyte addressing.

11. A 32-bit EISA bus Burst master thatcan "downshift" to a 16-bit EISA Burst -
memory slave asserts MASTER16* during START™.

EISA/ISA Signal Usage - System Board +

Signal System | Signal - | System
Name Board | Name Board
AENx 0 M-IO 1/0
BALE O Mi16* 1/0
BCIK 0] MAKXx* o)

BE*<3:0> | 1/0 | MASTER16" I

CHRDY I/0 | MRDC* 1/0

CMD* O | MREQx* |1

D<31:0> I/0 | MSBURST* | 1/0
0

DAK*<7:0>| MWTC* I/0
DRQ<7:0> 1 NOWS* I
EX16* I/0O OSsC @)
EX32¢ I/0 REFRESH® | I/0
EXRDY 1/0 RESDRV O
1016* I SA<19:0> I/0
IOCHK* I . | SBHE* 1/0
IORC* 1/0 SLBURST®* | 1
IOWC* 1/0 SMRDC* O
IRQ<15:3> I SMWTC* O

LA*<31:24> 1/O | START® 1/0
LA<232> | 1/0 | T-C 1/0
LOCK* o | WR 1/0

* The signals listed are required to support EISA functions. Additional signals are
required if the system board also contains EISA or ISA slaves.
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ISA Signal Usage - ISA Expansion Boards

IsAa IsA Isa Isa Isa IsAa
16-bit { 16~-bit|8~bit 8-bit
Signal Bus Mem I/0 Mem 1/0 DMA
Name Master|Slave Slave |Slave Slave |Device Notes

AENX - - I - I -
BALE - I - (1) - - 8
BCLK (1) (1) (1) (1) (1) (1)
CHRDY I (0) (0) (0) (0) -
D<7:0> I/0 .I/0 I/0 I/0 I/0 1/0
D<15:8> 1/0 I/0 I/0 - - (1/0) 4
DAK*<7:0> Im - - - - I
DRQ<7:0> 0 - - - - 0
I016=* fn - o] - - -
IOCHK* (0) (0) (0) (0) (0) (0)
IORC* I I I
IOWC*
IRQ<15:3>
LA<23:17>
Mlé6*
MASTER16%*
MRDC*
MWTC*
NOWS*
oscC
REFRESH*
RESDRV
SA<16:0>
SA<19:17>
SBHE*
SMRDC*
SMWTC*
T-C

>
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EISA connector signals are not used by ISA expansion boards and are not included
in the preceding table.
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EISA/ISA Signal Usage - EISA Expansion Boards

32-bit] 32-bify 32-bit] 16-bitg 16-biyg 16-bit

EISA EISA EISA EISA EISA EISA EISA
Signal Bus Mem I/0 Bus Mem I/0 DMA
Nanme Master] Slave| Slave| Master] Slave| Slave| Device Notes
AENX - - I - - I -
BCLK I (1) (1) I (1) (1) (1) 9
BE*<3:0> o I I 0 I I (1) 5
CMD=* - I I - I I -
D<7:0> 1/0 1/0 1/0 I/0 1/0 1/0 1/0
D<15:8> I/0 I1/0 1/0 1/0 1/0 I/0 (1/0) 3
D<31:16> 1/0 1/0 1/0 - - - (1/0) 3
DAK*<7:0> - - - - - - I,
DRQ<7:0> - - - - - - Op
EX16* - - - I 0 (o] -
EX32%* I 0 0 I - - -
EXRDY I (0) (0) I (0) (0) I 2
I016%* - - (0) - - (0) - 7
IOCHK* (0) (0) (0) (0) (0) (0) (0)
IORC* - - - - - - I
IOWC* - - - - - - I
IRQ<15:3> | (0,.) (0.) (0,) (0,.) (0.) (0,.) (0,.)
LA<15:2> gl Im fn gx fn Im I
LA<23:16> o} I - (o] I - -
TA*<31:24> (e} I - (0) I - - 10
LOCK~* (©) (1) (1) (0) (1) (I) -
M-I0O e] 1 I (o] I I -
MAKx* I - - I - - -
MASTER16%* (0) - - 0 - - - 11
MREQX* (o] - - 0 - - -
MSBURST* (0) (1) - (0) (I) - - 1
NOWS* - (0) (0) - {0) (0) - 6
0sC (1) (I) (1) (I) (1) (I) (1)
REFRESH* - I - - I - -
RESDRV I I I I I I I
SLBURST* (I) (0) - (I) (0) - - 1
START* (o] I I (o] I I -
T-C - - - - - - | (1/0)
W-R o I I 0 I I -

Many ISA signals are not used by EISA expansion boards and are not included in
the preceding table.
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2.2 ISA Cycles

2.2.1 CPU CYCLES

ISA systems provide different timing for cycles to and from 8- and 16-bit memory
and I/O slaves. ISA systems generate a default 6 BCLK memory or 1/O cycle for 8-bit
slaves and a default 3 %CLK memory or I/O cycle for 16-bit slaves. All cycles can be
extended by the slave by negating CHRDY. Additionally, memory or I/O slaves can
shorten most cycles (except 16-bit I/O cycles) by asserting NOWS=.” If both CHRDY is
negated and NOWS* is asserted, then wait states will be added.

ISA cycles begin with the system presenting a valid address on LA<23:17>, and one
BCLK period later, asserting BALE and presenting a valid SA <19:0> address.

For 16-bit memory accesses, the system asserts MRDC*, MWTC*®, SMRDC*, or
SMWTC* on the first rising BCLK edge after SA<19:0> become valid. For 8-bit memory
accesses, and for all I/O accesses, the system delays an extra one-half BCLK period before
asserting the ISA command signal to allow extra time for address decode.

During write cycles, the system presents valid data on the first rising BCLK edge
after SA<19:0> become valid. The slave can latch the data after the specified data valid
delay or on the trailing edge of the ISA command signal. During read cycles, a slave
presenting valid data, drives the data bus after receiving the ISA command signal. The
systemdlatches the read data on the edge of BCLK on which the ISA command signal is
negated.

NOWS* is sampled on each falling edge of BCLK during the time that the ISA
command signal is asserted. This allows 8-bit slaves to shorten a standard 6 BCLK cycle to
a 3,4 or S BCLK cycle. A 16-bit memory slave can shorten a standard 3 BCLK cycle to 2 2
BCLK cycle. A 16-bit 1/O slave cannot shorten cycles, since the ISA command signal is
delayed one-half BCLK period; therefore, NOWS* cannot be generated early enough to
shorten the cycle.

Systems built according to the EISA specification implement a sampling window for

Y, instead of a distinct sample point. To guarantee the insertion of one wait state,
CHRDY must be held negated For a minimum time period while BCLK is high. If
CHRDY is negated before the rising edge of BCLK, it must be held for the specified hold
time past the rising edge. If CH.REY 1s negated after the rising edge of BCLK, then it
must be held negated for a specified gulse width. In either case, CHRDY may then be re-
asserted with setup to the next rising BCLK edge. Negation and assertion of CHRDY must
meet the pulse width, setup and hold time requirements specified in the ISA signal timing
parameter table.
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Figure 1 - CHRDY "Sample Window"

SPRRN S S e F & s s N s T
s . /
CHRDY '
1ws X '
- I A
L gl e R
o YL
o dede b
e N
oy T g T

1. T1 = CHRDY negsied hold Ume.
2. T2 = CHROY asseried setup to BCLX mang edge

J  See ISA Bus Tumung Parumelen for specific timung vaiues

The CPU or master can extend the length of the cycle beyond the minimum
requirements indicated by the slave by keeping the ISA command signals asserted. Both
memory and I/O slaves are required to extend the end of the cycle until the ISA command
signals are negated.
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The system indicates the size of a memory or 1/O transfer being attempted by using
SBHE"® and SA<0>. The following table shows the size of transfer for each combination
and which byte lane contains the data. Byte lanes not included in this table must not be
driven by the slaves during read cycles, and must be left unmodified during write cycles.

SBHE® SAO SIZE BYTE LANES
0 0 2 D<15:8>,D<7:.0>
0 1 1 D<15:8>
1 0 1 D<7:0>
1 1 0
222 MEMORY SLAVES

Memory slaves can be either 8- or 16-bits wide. An 8-bit memory slave can use
either 20 address bits (SA<19:0>) or 24 address bits (LA<23:17>, SA<19:0>). When
using 20 address bits, the 8-bit slave must use SMRDC* and SMWTC* to guarantee that
only cycles to the first 1 MB of memory will be performed. A 16-bit memory slave must use
24 address bits and normally uses MRDC* and MWTC*.

A 16-bit memory slave asserts M16* after decoding LA<23:17>. The decode for
M16* must not include SA <19:0>, SBHE?®, or any other control signals, since the timing
requirements for M16* cannot be assured if control signals are included.

Memory slaves can shorten default cycles by asserting NOWS?*, or extend them by
negating CHRDY. However, the slave cannot control the maximum length of any cycle,
and is required to extend the length of write cycles and to hold read data valid on the bus
until the ISA command signals are negated.

2.2.3 I/O SLAVES

I/0O slaves can be either 8- or 16-bit wide. I/O slaves decode addresses SA <9:0>
and AENx. A 16-bit I/O slave asserts I016* when it decodes a valid address with AENx
low. The decode for I016* should not include any control signals.

1/0 slaves can shorten default 8-bit cycles by asserting NOWS*®, or extend 8- or 16-
bit cycles by negating CHRDY. However, the slave cannot control the maximum length of
any cycle, and is required to extend the length of write cycles and to hold read data valid on
the bus until the ISA command signals are negated.

224 BUS MASTERS

The ISA bus master device driver programs a DMA channel for cascade mode. The
ISA bus master asserts DRQ<x> for that channel to request control of the bus. The
system board performs the bus arbitration and asserts DAK* <x>, granting control of the
bus to the 16-bit ISA bus master and disabling the system board address, data, and control
lines. The system board does not assert AENx during DAK* <x> to disable 1/O accesses.
Consequently, an ISA bus master can perform normal I/O and slot-specific I/O accesses.
BALE is asserted with DAK* <x> to indicate valid address on the LA <31:2> bus. '
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An ISA bus master asserts MASTER16*, but this line is ignored in EISA systems.
The ISA bus master then waits at least one BCLK before driving address, data, and control
lines to allow the system board to float its drivers. An ISA bus master presents
LA<23:17> and SA<19:0>, driving the same address on LA<19:17> and SA<19:17>.
ISA bus masters cannot pipeline addresses since the system board holds BALE asserted
while the ISA bus master drives the bus. '

EISA does not assume that ISA masters are synchronized to BCLK. The EISA
system board assumes that they are asynchromous. However, ISA masters should
chronize control signals to BCLK if they are required to be compatible with ISA slaves
esigned prior to the EISA specification which generate wait states synchronous with
BCLK.

EISA requires that all ISA masters monitor CHRDY and add wait states when
CHRDY is negated. An ISA master may optionally use NOWS* to shorten default cycles.
If both NOWS?* is asserted and CHRDY is negated, then the ISA master must insert wait
states.

If an ISA master must run refresh cycles without releasing the bus, then it floats the
address buses and command lines and asserts REFRESH* with an open collector type
driver. The master must then wait for 1 BCLK period after MRDC* has been asserted and
negated before floating REFRESH* and driving the address and command buses. EISA
systems require ISA masters to wait for the end of MRDC®* before regaining the bus during
refresh cycles, if proper operation is to be assured. :

An ISA bus master releases the bus by floating its address, data, and control signals,
negating DRQ<x> and floating MASTER16*. The system board samples DRQ<x>
negated on the rising edge of BCLK. The system board negates DAK* <x> on the third
rising edge of B after sampling DRQ<x> negated. e ISA bus master negates
(floats) MASTER16* (if still asserted) when it samples DAK® <x> negated. On the next
B%‘LK the system board asserts the bus grant signal for the device that wins the bus
arbitration.

ISA bus masters use the same combinations of SBHE* and SA<0> as indicated for
CPU cycles to indicate the size of the transfer and the location of the data. It is the bus
master's responsibility to convert 16-bit transfers into two 8-bit transfers if a 16-bit slave
does not respond. However, the system board will provide data copying from D<7:0> to
D<15:8> for odd-address reads g‘om a byte slave, and from D<15:8> to D<7:0> for
odd-address writes to a byte slave.

66



EP 0 426 184 A2

EXTENDED INDUSTRY STANDAKD ARCHITECTURE
CONFIDENTIAL INFORMATION CF BCPR SERVICES, IMNC.

2.3 ISA CPU and Bus Master Cycles

The following comments apply to all ISA cycle description diagrams:

Note 1: Heavy black lines indicate the transfer of control from one bus master to another.
Note 2: Shaded areas indicate a "don't care” signal state.

Note 3: Black dots indicate signal sampling points.

2.3.1 8-bit Memory Cycles
Figures 2, 3, and 4 show the relevant signals for standard cycle (6 BCLK), one wait

s}ate ISA Cycle (7 BCLK), and no wait state cycle (3 BCLK) memory accesses to 8-bit ISA
slaves. :
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Figure 2 - Memory Access to 8-bit ISA Slave -
Standard Cycle (6 BCLK)
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Figure 4 - Memory Access to 8-bit ISA Slave (3 BCLK)
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23.2 8-bit 1/0 Cycles

Figures 5, 6, and 7 show the relevant signals for standard cycle (6 BCLK), one wait
state ISA cycle (7 BCLK), and no wait state cycle (3 BCLK) I/O, byte accesses to 8-bit ISA
slaves,
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Figure 6 - 1/O Access to 8-bit ISA Slave (7 BCLK)
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Figure 7 - 1/0 Access to 8-bit ISA Slave (3 BCLK)
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233 * 16-bit Memory Cycles

Figures 8, 9, and 10 show the relevant signals for standard cycle (3 BCLK), three
wait state ISA cycle (6 BCLK) , and no wait state cycle (2 BCLK) memory, word accesses
to 16-bit slaves.
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Figure 8 - Memory Access to 16-bit ISA Slave -
Standard Cycle (3 BCLK)
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Figure 9 - Memory Access to 16-bit ISA Slave (6 BCLK)
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Figure 10 - Memory Access to 16-bit ISA Slave (2 BCLK)
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234 16-bit I/O Cycles

Figures 11 and 12 show the relevant signals for standard cycle (3 BCLK) and three
wait state ISA cycle (6 BCLK) 1/O word accesses to 16-bit ISA slaves.
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Figure 11 - I/O Access to 16-bit ISA Slave -
Standard Cycle (3 BCLK)
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Figure 12 - 1/O Access to 16-bit ISA Slave (6 BCLK)
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2.4 EiSA CPU and Bus Master Cycles

EISA systems provide standard, COMPRESSED and Burst cycle types for data
transfers between the main CPU and memory or 1/O slaves. EISA bus masters may use
standard and Burst cycles, but may not use COMPRESSED cycles.

The following notes apply to the EISA cycle description diagrams:
Note 1: Heavy black lines indicate the transfer of control from one bus master to another.
Note 2: Shaded areas indicate a "don't care” signal state.

Note 3: Black dots indicate signal sampling points.

2.41 Standard Memory and 1/0 Cycles

The standard EISA cycle type completes one transfer each two BCLK periods (zero-
wait-state). It can be used to transfer data to or from an EISA memory or I/O slave. Each
wait state adds one BCLK period. The total transfer time can be calculated with the
following formula:

Total Transfer = N*(2+T,,)*(1 BCLK period)

Where:
T, = number wait states in each bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted standard transfer of 256 bytes (64 dwords) completes
in 15.4 us for a 32-bit transfer and an 8.33 MHz BCLK. A 16-bit transfer completes
in 30.8 us. This example assumes that no preempts occur during the transfer.

Standard EISA cycles begin with the CPU or bus master 8resentin a valid address
on LA <31:2> and asserting M-IO to indicate a memory or I/O cycle. e address can
become valid before the end of the previous cycle to allow address pipelining. The
memory or 1/0 slave decodes the address and asserts the appropriate signals to indicate
the type of slave and whether or not it can perform any special timings. The memory or
1/0 slave asserts EX32* or EX16* to indicate support of EISA cycles. An I/O slave must
also decode AENXx negated (low) to determine a valid address.

The CPU or bus master asserts START* to indicate the end of the previous cycle
and to indicate that the new cycle is now on the bus. The master also asserts W-R to
indicate a read or write cycle and BE*<3:0> to indicate the bytes being transferred and
their location on the EISA bus. 16-bit transfers use BE®<3:2> (address A1=1) as well as
BE*<1:0> (address Al1=0) to indicate the bytes to be transferred even though only the
low 16-bits of the data bus are used. LLA<31:2> and BE* <3:0> remain valid until after
n?%z}lgﬁ of START?™. A slave that needs to latch the address does so on the trailing edge
0 T=. -
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The system board asserts CMD*® simultaneously with negation of START*® to
control the data transfer to or from the slave. If a read cycle is being performed, the slave
presents the requested data when CMD* is asserted and holds it valid until CMD* is
negated by the system board. For a write cycle, the CPU or bus master presents the data
q_rbior to assertion of CMD* and the slave latches it on or before the trailing edge of CMD*.

e duration of START* and CMD* may vary, depending on the type and speed of the
devices performing the transfer.

Wait states can be added to the cycle by slow EISA memory or I/O devices. The
slave negates EXRDY after it decodes a valid address and samples START* asserted. The
stave may hold EXRDY negated for a maximum of 2.5 us to complete the transfer, but
must release EXRDY synchronous to the falling edge of BCLK to allow the cycle to
complete.

The slave must allow EXRDY to float high (asserted) synchronously with the BCLK
falling edge and must not hold EXRDY negated longer than 2.5 us.

An EISA 1/0 slave must assert I016* as well as EX32* (or EX16*) when addressed
if 16-bit ISA bus master compatibility is pecessary. 1016* is asserted after decoding a valid
address on the LA <31:2> address bus and is latched while CMD?* is asserted. M-10 is not
included in the address decode for I016*. EISA I/O slaves that do not need 16-bit ISA
bus master compatibility may assert EX32* (or EX16*) only. :

The system board develops M16* from EX32* (or EX16*) to assure compatibility
with ISA bus masters. An EISA memory slave should not drive M16*.

EISA standard memory and I/O cycles are illustrated in flow diagrams. The flow
diagram is a hybrid diagram combining aspects of flow charts and timing diagrams. The
flow diagram is intended to demonstrate the basic concepts for various cycles performed on
the EISA bus. At least one sample of every possible "action” (such as wait states and Burst
tzrnﬁnation) is provided, although, of course, every possible combination of bus cycle is not
shown.

The flow diagrams consist of flow-chart-like blocks and arrows, with board-specific
actions enclosed in the blocks. Line types (solid, dotted, bold) are used to differentiate
between the parts of the system involved (such as system board, slave, and bus controller).
The flow diagram is divided into horizontal sections, each section representing the BCLK
edge or level during which the enclosed action occurs.” Note that at the beginning of many
i:_ycle types BCLK may not be active. In this case the BCLK states are drawn with dotted
1nes. .

Flow diagrams do not follow the conventions of normal flow charts in that there is
no "decision” block. In essence, the flow diagrams answer a question such as "To design a
32-bit one-wait-state EISA memory board, what signals apply during an access to the
board." The designer would then follow the flow diagrams for accesses to 32-bit memory,
and when a branch labeled "Wait states needed,” appeared that branch would be followed
to add the desired number wait states.

Flow diagrams should be used to gain an initial understanding of the EISA bus
cycles. They also <grovide a means of following the sequence of signals when reading the
timing diagrams. Once the designer understands the basic cycle types, specific information
on timing and special cases should be obtained from the timing diagrams themselves. In
the event of a conflict of information, the timing diagrams should be assumed to be correct.
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Figures 13 and 14 illustrate the flow of a data transfer from a 32-bit master (0 32-bit
slave memory (read and write cycles). The figures include standard and COMPRESSED
cycles. Data transfers from a 16-bit master to a 16-bit slave are the same except for the use
of EX16* instead of EX32°.

Figure 15 shows the relevant signals for 2 and 3 BCLK EISA slave accesses.
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Figure 13 - 32-bit Master to 32-bit Slave Memory
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Figure 14 - 32-bit Master to 32-bit Slave Memory

Write Accesses

BCLK
- Woster, ——————
0-1) ~_ Present Memory
-~ LAC> M-10 Syslem- - ==
- © e e e @ OOV
1",\7 LOw Decode
- ADORESS
...... —_ ] RO [
Y
- _ Assert
-2 A STARTe W=R
- Present 8L+<>
/?\: G Hormol os Extro Woil Stole Campressed
o/
pom——
r-)"...__.‘l-..l r-}_--\[___l
TN i Sompie 1 1 Sompie I
2-30 e | STARTe | | STARTe |
- | Assert BALE | | Asert BAE )
- I 1==--
Y. X
Assert
£X32+ EX3IZ« NOWS.
®
Present Present
DATAC> DATACY>
! 1
PR 20, PR 2
i i
! Somple H | Sample |
; EX32¢ | . boEX32,
Negate BALE | NOWSe 1
-------- : Negate BALE :
@ = Sompic | Assert CMDs |
£X32+ ! Negote START
Assert CMDe : Present 1
Negole STARTe | Next Address :
i !
Woit_Stales Needed te
EX32-,
ote
@ HGH woil States ROy sore | | Mo
Nol Needed T Cycles More Cycles
k ¥ A —
Sampie EXRDY Somple X,
Present Nexl E£XROY totch Lotch
. ADDRESS - DATACS DATACS
wort
I Stotes ! Negole CuD~ ) : Negote |
Floot Stit ! Assert ) | CKO. '
EXRDY | | Needed | STARTeM-R | Soooqe--os
{ Present BL<O. !
T Wait S—— {
Slotes
Negole No Longer
@ Low £X32¢ Needed
c::;: \) No More Cycles
! Negole CMDe [ pom e §
! Negote CMDe |
totch
DATACY> Lolch
= - DATAC>
Asser|
STARTs W-R
Presenl BEe<>
e T ! e i v+ e e e
. |

86




EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, iinC.

Figure 15 - Access to EISA Slave - 3 BCLK and
Standard (2 BCLK) Cycles
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24.2 COMPRESSED Cycles

The COMPRESSED cycle type completes one transfer each 1.5 BCLK period. It
can be used by the main CPU to transfer data to or from fast EISA memory or 1/O slaves.
The total transfer time can be calculated with the following formula:

Total Transfer = N*(1.5 BCLK period) s
Where: N = number of bus cycles for transfer

For example, an uninterrupted 32-bit COMPRESSED transfer of 256 bytes (64
dwords) completes in 11.5 gs with an 833 MHz BCLK. A 16-bit transfer completes
in 23 ps. This example assumes that no preempts occur during the transfer.

COMPRESSED cycles are a special case of Standard cycles in which the main CPU
presents a new address each 1.5 BCLK period and the system board reduces the duration
of CMD* to 0.5 BCLK The timing re%uiremcnts for the generation of COMPRESSED
cycles are more strict than for normal EISA cycles, and, as such, special design methods are
required for both the systems and slaves that support these cycles. A slave indicates
support of COMPRESSED cycles by asserting Ng S* in time for the system board to
sample on the rising edge. of BCLK at the leading edge of CMD*. The slave must not
negate EXRDY after asserting NOWS®. The CMD* pulse width is 1/2 BCLK for
COMPRESSED cycles, but the slave. must be prepared to accept a CMD* pulse of 1 BCLK
or longer. The longer CMD* occurs when a gus master or other device initiates the cycle
instead of the main CPU.

Figure 16 shows the relevant signals for COMPRESSED read and write cycles
between a 32-bit master and a 32-bit slave. Observe the half-cycle extension of BCLK for
synchronization. Data transfers from a 16-bit CPU to a 16-bit slave are the same except for
the use of EX16* instead of EX32*.
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243 Burst Cycles

The Burst cycle type provides a continuous sequence of 1 BCLK read or write
cycles. Burst cycles are zero-wait-state transfers to or from EISA memory. Burst cycles
cannot be used with 1/O devices or ISA memory devices (slaves or masters). The total
time for a Burst transfer can be calculated with the following formula:

Total transfer = (1+T;+N)*(1 BCLK period) us

Where:
T, = number wait states in initial bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted 32-bit Burst of 256 bytes (64 dwords) completes in
7.8 us with an 8.33 MHz BCLK. A 16-bit transfer completes in 15.6 us. This
example assumes that no preempts occur during the transfer.

The first cycle in a Burst transfer begins like a standard cycle. The CPU or bus
master presents a valid address, and the memory slave, after decoding the address and
M-I0, indicates that it can perform Burst cycles by asserting SLBURST*. The CPU or bus
master samples SLBURST* on the rising edge of BCLK at the trailing edge of START®.
The CPU or bus master indicates its ability to do Burst cycles by asserting MSBURST* on
the falling edge of BCLK and presenting the second address to the slave. If the CPU or
bus master found SLBURST™* asserted, it performs the transfer using Burst cycles, and the
system board, instead of negating CMD* keeps it asserted while the CPU or bus master

rforms the Burst. The CPU or bus master reverts to a standard cycle and leaves
SBURST™* negated if the memory slave does not assert SLBURST* or if the slave type
does not support the Burst.

If the Burst cycle is a read, the Burst addresses are presented on the falling edge of
every BCLK, and the slave presents the data for that address for sampling 1.5 BCLK
periods later. If the Burst cycle is a write the CPU or bus master presents the data on the
rising edge of BCLK 1/2 cycle after presenting the address. This differs from standard
cycles in which the data is presented on the falling edge of BCLK. The CPU or bus master
iﬁmllinates thfe Burst cycle by negating MSBURST® at the address change and completing

e last transfer.

A Burst transfer must be all reads or all writes. Mixed cycles are not allowed. The
byte enables may change within the block. Although a Burst transfer normally performs
zero-wait-state cycles, a slave can add wait states during a Burst sequence by megating
EXRDY before the falling edge of BCLK (with CMD* asserted). e master samples
EXRDY on the falling edge of BCLK and extends the cycle until EXRDY is asserted. The
master can still change to the next address even though EXRDY is negated. Note that it is
not possible to decode a valid address in time to negate EXRDY. The slave must know in
advance that wait states are needed. An intelligent slave can use the wait states to
interrupt the Burst sequence while it accesses local shared memory. A memory slave
cannot terminate a Burst.

-Addresses asserted during a Burst sequence to DRAM memory must be within a
1024 byte DRAM memory page (address lines LA<31:10> cannot change during the
Burst).” To cross a DRAM page boundary, the Burst sequence must be terminated by the
CPU or bus master by negating the MSBURST®* signal on the last cycle in the page. The
Burst sequence can be restarted on a new page.
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Figure 17 shows a Burst read cycle from a 32-bit master to a 32-bit slave. Figure 18
shows the relevant signals for reads and writes between a 32-bit master and a 32-bit slave.
Data transfers from a 16-bit master to a 16-bit slave are the same except for the use of
EX16" instead of EX32*.
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Figure 17 - 32-bit Master to 32-bit Slave Burst
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Figure 18 - 32-bit Master to 32-bit Slave Burst
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Figure 19 - Access to EISA Slave - Burst Cycles

(With and Without Wait States)
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2.5 DMA Cycles

DMA devices can use one of four cycle control sequences to transfer data between
the DMA device and memory: ISA compatible cycles, Type "A" cycles, Type "B" cycles, or
Burst DMA cycles. Each cycle type can gc run as a single cycle transfer ()'Spingle mode), or
as a continuous sl;?uence of cycles (Block or Demand mode). See the DMA controller
section for more information on Single, Block and Demand DMA controller modes. The
DMA controller supports 8-, 16- and 32-bit data transfer sizes. The DMA device reads or
writes the appropriate bytes on the bus for its data size.

DMA devices use IORC* and IOWC* for 1/O reads and writes. The system board
asserts the appropriate 1/O command signal (IORC* or IOWC*) with DAK* <x> and
negates the command signal when the data lines are valid (for a write) or when the system
board latches the data (for a read). The I/O command signal remains asserted during
memory wait states or data size translation. The DMA device cannot add wait states.

2.5.1 ISA Compatible DMA Cycles: 1SA Compatible

The ISA compatible DMA cycle type executes one transfer cycle in 8 BCLK periods.
Each wait state adds two BCLK periods. ISA DMA devices can use this cycle type to
transfer data between the DMA device and 32-, 16- or 8-bit memory. The total transfer
time can be calculated with the following formula:

Total Transfer = (1+N*(8+2*Tw))*(1 BCLK period)

Where:
Tw = number wait states in each bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted zero-wait-state 16-bit transfer of 256 bytes (128 words)
completes in 123.2 us (2.07 MB/s) with an 8.33 MHz BCLK.

The first cycle of a DMA transfer begins with the system board presenting
LA<31:2>, BE*<3:0>, M-10, and W-R on the falling edge of BCLK. For memory reads,
the system board asserts START* on the next rising edge of BCLK. The system board
asserts CMD* and IOWC® on the next rising edge of BCLK. The system board holds
IOWC* asserted while the memory slavvresents the data, then negates IOWC*. The
DMA device samples DAK* <x> and IOWC* asserted, then latches the data on the rising
edge of IOWC*. The system board holds IOWC* active for 3 BCLK periods and holds
CMD* asserted until 1/2 BCLK after negating IOWC*.

If the DMA cfycle is an I/O read (memory write), the system board asserts IORC*
on the rising edge of BCLK after presenting the address. The system board then asserts
START?* on the rising edge of BCLK, two BCLKs later. On the next rising edge of BCLK
the system board asserts CMD*. The DMA device must present the data when it samples
DAK*<x> and IORC* asserted, and must hold the data valid until the system board
negates IORC*. The system board holds CMD* asserted for 3 BCLK periods and holds
IORC* asserted until 1/2 BCLK after negating CMD*. A DMA device cannot add wait
states to a DMA cycle. It must conform to the system board cycle control.
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The ISA-compatible DMA.cycle is the same for all types of memory. The MRDC*
or MWTC* signals are activated to allow ISA memory to be accessed unless the address is
greater than 16 megabytes and an EISA memory device responds. The MRDC?® signal is
asserted at the same time as JOWC® is asserted and is negated at the same time that
CMD* is negated for 1/O write (memory read) cycles. MWTC® has the same timing as
CMD* during 1/0 read (memory write) cycles.

"Verify" transfers have the same address, DAK*<x>, and T-C timing as other
compatible transfers but do not assert any command signals. This means that DMA
devices do not see an IORC* or IOWC* asserted and memory does not respond to memory
accesses.

Figure 20 show Type "A," Type "B," and Type "C" (Burst) DMA reads. Figure 21
shows an 1SA-compatible DMA read.

Fi%urc 22 shows Type "A" Type "B," and Type "C" (Burst) DMA writes. Figure 23
shows an ISA-compatible DMA write. ]

Figures 24 and 25 show the signals used in ISA-compatible DMA cycles.
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Figure 20 - 32-bit DMA Read Transfer from 32-bit Memory -
Type "A," "B," and Burst Cycles (No Wait States)
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Figure 21 - 32-bit DMA Read Transfer from 32-bit Memory -
Compatible Cycle (No Wait States)
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Figure 22 - 32-bit DMA Write Transfer to 32-bit Memory -
Type "A,” "B," and Burst Cycles (No Wait States)
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Figure 23 - 32-bit DMA Write Transfer to 32-bit Memory -
Compatible Cycle (No Wait States)
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Demand Read

.
24

- DMA Transfer from Memory Without Conversion -

Figure 24
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Figure 25 -DMA Transfer to Memory Without Conversion -
Compatible Cycle
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252 Type "A" DMA Cycles

The Type "A" DMA cycle supports 8-, 16- or 32-bit DMA devices. Transfers that do
not require data size translation execute one cycle every 6 BCLK periods. The system
board automatically performs data size translation for transfers to mismatched memory.
The total transfer time can be calculated with the following formula:

Total Transfer = (7+(N-1)*(6+T,,))*(1 BCLK period)

Where:
T,, = number wait states in each bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted zero-wait-state 32-bit transfer of 256 bytes (64
DWORD:s) completes in 46.2 us (554 MB/s) with an 8.33 MHz BCLK. A 16-bit
transfer (128 words) completes in 92.3 us (2.78 MB/s). This example assumes that no
preempts occur during the transfer.

Most ISA compatible DMA devices can transfer data 13 times faster by
rogramming the EISA controller to Type "A" transfers instead of ISA compatible timing
(the default). Type "A" transfers provide the performance improvement by reducing the
time required for the memory read or write operation and by reducing the duration of the
I/0O command strobe (IORC* or IOWC®*). No bardware modification is normally
rc%ujred. This cycle type works as described only with fast, EISA memory. With non-
EISA memory or if data size translation is required, the cycle reverts to memory timing
similar to that used with bus masters. The I/O portion of the cycle (data setup time for
writes, and I/O read access time for reads) is the same as ISA compatible cycles. The
MRDC* and MWTC* signals are not asserted unless the system must do a data size
translation for ISA memory.

Figures 26 through 29 show relevant signals for Type "A" DMA read and write
cycles between a DMA device and 32- or 16-bit memory.
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- DMA Transfer from Memory Without Conversion -

Figure 26

Type "A" Cycle: Demand Read
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Figure 28
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253 Type "B" DMA Cycles

The Type "B" DMA cycle supports 8-, 16- or 32-bit DMA devices. Transfers that do
not require data size translation execute one cycle every 4 BCLK periods. The systern
board automatically performs data size translation for transfers to mismatched memory.
The total transfer time can be calculated with the following formula:

Total Transfer = (2+N*(4+T,,))*(1 BCLK period)

Where:
T, = number wait states in each bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted zero-wait-state 32-bit transfer of 256 bytes (64
DWORDsg completes in 31 us (8.26 MB/s) with an 833 MHz BCLK. A 16-bit
transfer (128 words) completes in 61.7 us (4.15 MB/s). This example assumes that no
preempts occur during the transfer. :

Some ISA compatible DMA devices can transfer data two times faster by
programming the EISA controller to Type "B" transfers instead of ISA compatible timing
(the defaunlt). Type "B" transfers provide the performance improvement by reducing the
time required for the memory read or write operation and by reducing the data setup time
for I/O writes, and read access time for I/O reads. ISA compatible DMA devices using
relatively fast technology can use Type "B" cycles without hardware modification. This
cycle type works as described only with fast, EISA memory. With non-EISA memory or if
data size translation is required, the cycle reverts to memory timing similar to that used
with bus masters. The C* and MWTC?* signals are not asserted unless the system
must do a data size translation for ISA memory.

Figures 30 through 33 show the relevant signals for a Type "B DMA write cycle
between a DMA device and 32-bit or 16-bit memory.

108



EP 0 426 184 A2
"B" Cycle: Demand Read

Type

EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.
Figure 30 - DMA Transfer from Memory Without Conversion -
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Figure 31 - 32-bit DMA Transfer from 16-bit EISA Memory with
Conversion - Type "B" Cycle: Read
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Figure 32 - DMA Transfer to Memory Without Conversion -
Type "B" Cycle: Demand
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Figure 33 - 32-bit DMA Transfer to 16-bit EISA Memory with
Conversion - Type "B" Cycle: Write
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254 Burst DMA (Type "C") Cycles

Burst DMA (Type "C") cycles have characteristics similar to Burst cycles.  Burst
DMA cycles can perform a sequence of 8-, 16- or 32-bit transfers between EISA Burst
memory and the DMA device in 1 BCLK each.

The total time for a zero-wait-state transfer can be calculated with the following
formula:

Total transfer = (3+T,;+N)*(1 BCLK period) us

Where:
Ty = nurmber wait states in initial bus cycle
N = number of bus cycles for transfer

For example, an uninterrupted transfer of 256 bytes (64 dwords) completes in 8.1us
(31.6 MB/s) with an 8.33 MHz BCLK.

The DMA Device requests the bus by asserting its DRQ<x>. The system board
Eerforms the arbitration, and asserts the appropriate DAK* <x> on the rising edge of
CLK. On a later falling edge of BC the system board presents LA<31:2>,
BE*<3:0>, W-R and M-IO, with M-IO indicating memory (high). The system board
asserts MSBURST* to indicate its ability to support Burst cycles. The memory slave
decodes a valid address on LA <31:2> and asserts SLBURST*. When this is detected, the
system board asserts MSBURST™* to indicated its ability to support Burst cycles. On the
next rising edge of BCLK, the system board asserts START® and samples SLBURST*
asserted. If the system board samples SLBURST* negated the cycle reverts to memory
timing similar to the standard memory cycle generated by EISA bus masters.

If the system board samples SLBURST* asserted, the system board continues the
transfer using Burst cycles. On the next risiglghcdge of BCLK, the system board negates
START* and asserts CMD* and JOWC"*. e DMA device decodes IOWC* with its
DAK*<x> asserted and samples the data bus on the rising edge of BCLK.

While the Burst cycles continue, the system board presents the pipelined address
(on LA<31:2>, BE*<3:0>) and MSBURST? on each falling edge of BCLK. The system
board presents the address 1/2 BCLK before the beginning of the next Burst cycle
(pipelined). Burst cycles continue until the system board negates MSBURST*. The
memory slave samples MSBURST* on each rising edge of BCLK.

On each rising edge of BCLK, the DMA device samples the data. The memory
slave drives new data on rising edges of BCLK coincident with the DMA device sampling
the data. The system board samples DRQ<x> on rising edges of BCLK at the beginning
of each cycle (on the same BCLK edge that the DMA device is supposed to drive the data).
If the DMA device negates DRQ<x>, then, on the next falling edge of BCLK, the system
board tristates the address and negates MSBURST?*. On the next rising edge of BCLK the
system board negates CMD* and IOWC*. The DMA device stops sampling the data when
IOWC* is negated. The memory slave floats the D<31:0> after the trailing edge of
CMD* The system board negates DAK*<x> on or after the same BCLK rising edge
where CMD* is negated. : )
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A slave can add wait states during a Burst sequence by negating EXRDY before the
falling edge of BCLK (with CMD* asserted). The system board samples EXRDY on the
falling edge of BCLK and extends the cycle untit EXRDY is floated (asserted). The DMA
device is also sampling EXRDY and waiting to sample the data. The system board can still
change to the next address even though E Y is negated. Note that it is not possible to
decode a valid address in time to negate EXRDY. The slave must know in advance that
wait states are needed. An intelligent slave can use the wait states to interrupt the Burst
sequence while it accesses local shared memory.

Addresses asserted during Burst DMA cycles to DRAM memory must be within a
1024 byte DRAM memory page (address line LA<31:10> cannot change during the
transfer). To cross a D page boundary, the system board terminates the Burst DMA
sequence by negating the MSBURST™ signal on the last cycle in the page. The system
board then restarts the sequence on the new page.

The system board generates the memory addresses and assures the sequence is
within a D age. The system board supplies the transfer control and signal
translation. The D device must monitor its DAK* <x>, BCLK, EXRDY, and IORC*
or IdO)WC‘ signals to determine when to drive the data (on writes) or latch the data (on
reads).

The system board automatically reverts to normal cycles if the addressed memory
does not support Burst DMA cycles. It ISA memory devices are addressed, the system does
the appropriate signal and data size translations. .

Figure 34 shows the relevant signals for a Burst (Type "C") DMA read cycle
between a 32-bit DMA device and 32-bit memory. Figure 35 shows the relevant signals for
a 'Ic“(vge "C" read cycle between a 32-bit DMA device and 16-bit EISA memory. Figures 36
and 37 show the write cycle.
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Figure 34 - DMA Transfer from Memory Without Conversion -
Burst DMA Cycle: Demand Read
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Figure 35 - 32-bit DMA Transfer from 16-bit EISA Memory with
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Figure 36 - DMA Transfer to Memory Without Conversion -
Burst DMA Cycle: Demand Write
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Flgure 37 - 32-bit DMA Transfer to 16-bit EISA Memory with Conversion -
Burst DMA Cycle: Write
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2.6 Data Bus Translations

EISA systems dprovide a mechanism for EISA expansion boards to communicate

with ISA compatible devices. The EISA expansion board always communicates using EISA
cles, since the system board automatically translates EISA cycles for ISA compatible
slaves.

The EISA bus provides a set of EISA data transfer cycle types that are optimized for
speed. EISA cycle control signals facilitate the fast cycles. ISA devices use ISA control
signals and need oot recognize the EISA signals. Consequently, EISA cycles offer optimum
performance, while maintaining full compatibility with ISA devices.

The EISA cycles use many of the same signals as ISA data transfers. Portions of the
address and data bus, and some cycle control signals are common for all data sizes. The
new signals extend the address and data size to 32 bits and provide the fast cycle timing.

An EISA bus master can communicate with an ISA slave simply by generating the
EISA data and control signal, and letting the system board copy the data and translate the
control signals as necessary. Similarly, a 16-bit ISA bus master can communicate with an
EISA slave by generating the ISA data and control signals and letting the system board
copy the data and translate the control signals as necessary.

The following transactions are automatically translated:

»  Transactions between 32-bit EISA bus masters and 16-bit EISA slaves

»  Transactions between 16-bit EISA bus masters and 32-bit EISA slaves

. Transactions between 16- or 32-bit EISA bus masters and 8- or 16-bit ISA slaves
o  Transactions between 16-bit ISA bus masters and 16- or 32-bit EISA slaves

o Transactions between 32-bit DMA devices and 16-bit EISA slaves

e  Transactions between 16-bit DMA devices and 32-bit EISA slaves

. Transactions between 16- or 32-bit DMA devices and 8- or 16-bit ISA memory

] Transactions between 8- or 16-bit DMA devices and 16- or 32-bit EISA memory

2.6.1 32-bit EISA Bus Master to 16-bit EISA Slave Transactions

The system board automatically provides data size translations for data transfers
between 32-bit bus masters and 16-bit E%SA slaves. A 32-bit bus master executing Burst
cycles to a 16-bit EISA slave may achieve higher performance by performing its own data
size translation.
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The 16-bit EISA slave must develop SA<1> and the low and high byte enable
signals from BE® <3:0> if it cannot wait for the system to generate SA<1> and SBHE".
However, if the slave samples BE*<3> or BE®*<2> asserted at the same time as
BE*<1> and BE®*<0>, it uses BE*<1> and BE*<0>. This special case can occur
during accesses by a 32-bit bus master. The following table illustrates the correspondence
between BE* <3:0>, SA<1> and SBHE®*.

BE*<3>| BE*<2> ]| BE*<1> | BE*<0>{ SA<1> SA<0> | SBHE*
1 1 1 0 0 0 1
1 1 0 1 0 1 0
1 0 1 1 1 0 1
0 1 1 1 1 1 t]
1 1 0 0 0 0 0
1 0 0 1 0 1 0
0 0 1 1 1 0 0
1 0 0 0 0 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 0

32-bit EISA Bus Master to 16-bit EISA Slave Read Cycles .

A 32-bit bus master is granted bus control, then presents LA<31:2>. The 16-bit
EISA slave decodes a valid address from LA<31:2> and asserts EX16*. The bus master
asserts START®, W-R, M-IO and BE*<3:0>. The system board samples EX32* and
EX16* on the rising edge of BCLK following the assertion of START?*, and asserts CMD™.
At the same time, the bus master negates START* and samples EX32* . When EX32* is
sampled negated, the bus master holds L.A<31:2> valid while it floats START* and
BE* <3:0> so the system board can perform the data size translation.

The system board negates CMD* after one BCLK period unless the slave negates
EXRDY to add wait states. The system latches D <15:0> on the trailing edge of CMD*.
It then asserts START?®, and presents BE* <3:0> (with the high word enabled). The
system board negates START™ and asserts CMD*. The slave latches the address on the
trailing edge of START™, and presents D<15:0>. The system board negates CMD* after
_ one BCLK period unless the slave negates EXRDY to add wait states. The system board

latches D<15:0> on the trailing edge of CMD*, copies D<15:0> to D<31:16> and
gs’;zz’RgsTEXIBZ‘. The system board then presents D<31:0> and floats BE*<3:0> and

The bus master regains bus control after sampling EX32* asserted on the rising
edge of BCLK, then presents a new address on LA<31:2> and BE* <3:0> on the falling
edge of BCLK. On the next rising edge of BCLK the bus master latches D<31:0> and
asserts START" for the next cycle.
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32-bit EISA Bus Master to 16-bit EISA Slave Write Cycles

A 32-bit bus master is granted bus control, then presents LA<31:2>. The 16-bit
EISA slave decodes a valid address from LA<31:2> and asserts EX16*. The bus master
asserts START®*, W-R, M-IO, BE*<3:0>, and D<31:0>. The system board samples
EX32*, EX16* and D<31:0> on the rising edge of BCLK following the assertion of
START*® and asserts CMD*. At the same time the bus master negates START* and
samples EX32*. When EX32* is sampled negated, the bus master holds LA<31:2> valid
while it floats START*, BE*<3:0>, and D<31:0> so the system board can perform the
data size translation.

The system board drives D<31:0> and asserts CMD* after sampling EX32*
negated. The slave may sample D<15:0> while CMD* is asserted. The system board
negates CMD* after one B period unless the slave negates EXRDY to add wait states.
The system board presents BE* <3:0> (with the high word enabled) and asserts START®.
The system board copli_gs the latched data from D<31:16> to D<15:0>, negates START®*
and asserts CMD*. The system board negates CMD* after one BCLK period unless the
slave negates EXRDY to add wait states. The slave latches the address on the trailing
edge of START™ and samples D<15:0> on the trailing edge of CMD?*.

The system board returns control to the 32-bit bus master by floating BE* <3:0>,
START* and D<31:0>, then asserting EX32*. The bus master samples EX32* asserted
on the rising edge of BCLK and, on the next falling edge of BCLK, presents a new address.
The bus master may assert START* for the next cycle on the next rising edge of BCLK.

Figure 40 shows the timing for a 32-bit EISA bus master access to a 16-bit EISA
slave.
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Figure 38 - 32-bit EISA Master to 16-bit EISA Slave Dword Access
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2.6.2 16-bit EISA Bus Master to 32-bit EISA Slave Transactions

The system board automatically prox./ides data size translations for data transfers
between 16-bit EISA bus masters and 32-bit EISA slaves. This section provides an
overview of the translation cycle. The following paragraph describes both read and write
cycles.

A 16-bit bus master is granted control of the bus and presents LA<31:2>. The
32-bit EISA slave decodes a valid address from LA <31:2> and asserts EX32*. The bus
master asserts START*, W-R, M-IO, and BE*<3:0>. The system board samples EX32*
on the rising edge of BCLX following the assertion of START?, and asserts CMD*. At the
same time, the bus master ncgatcs START* and samples EX16* and EX32*. The bus
master performs a normal 16-bit cycle whenever it samples either EX32* or EX16*
asserted. The system board copies the data from the low word D <15:0> to the high word
D <31:16> during writes to odd word addresses, and copies from high to low during reads
from odd word addresses. No additional BCLKSs are required for this data size translation.
The timing calculations for masters and slaves include the time to copy D<31:16> to
D<15:0>.

2.6.3 32-bit EISA Bus Master to 16-bit ISA Slave Transactions
This section provides an overview of the translation cycle.
The system board automatically performs the following signal translations so 32-bit
blus masters can use the 32-bit interface and timing when accessing ISA memory or /O
slaves:
. EISA command signals (START*, CMD*, M-IO, and W-R) are converted to
ISA command %ﬁ;ﬂs (SMRDC*, SMWTC*, MRDC*, MWTC*, IORC*,
IOWC*, and B ).
. ISA signals NOWS* and CHRDY are converted to EISA signal EX32*.
. The timing is ISA compatible (3 BCLK standard for 16-bit).

+  Data copying between D<31:16> and D<15:0> (D<7:0> for 8-bit transfers)
is performed.
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The following table shows the system board transiation of the bus master’s
BE* <3:0> lines to the 16-bit slaves SA<1:0> and SBHE" lines. p

BE*<3>| BE*<2>| BE*<1> | BE*<0> |SA<1> | SA<0> | SBHE*
1 1 1 0 0 0 1
1 1 0 1 0 1 0
1 0 1 1 1 0 1
0 1 1 1 1 1 0
1 1 0 0 0 0 0
1 0 0 1 0 1 0
0 0 1 1 1 0 0
1 0 0 0 0 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 0

32-bit EISA Bus Master to 16-bit ISA Slave Read Cycles

A 32-bit bus master is granted bus control, then presents LA <31:2>. The ISA slave
decodes a valid address from LA<23:17> and asserts"M16*. The bus master asserts
START* and presents W-R, M-IO and BE* <3:0>. The system board converts BE*<3:0>
into SA<0>, and SBHE® and generates BALE. The system board samples EX32* and
EX16* negated and M16* asserted on the rising edge ostyBCLK following the assertion of
START®, and asserts CMD* and MRDC*. At the same time, the bus master negates
START* and samples EX32*. When EX32* is negated, the bus master holds LA<31:2>
validlwh_ile it floats START* and BE* <3:0> so the system board can perform the data size
translation.

The system board negates MRDC* and CMD* and latches D< 15:0> on the trailing
edge of MRDC® and CMD*. It asserts START® and presents BE*<3:0>, SA<1>,
SA<0>, and SBHE* (with the high word enabled). The conversion from EISA to ISA
signals is performed again as the system board negates ST. ART* and asserts MRDC* and
CMD*. The system board latches D<15:0> on the trailing edge of MRDC* and CMD*,
copies D<15:0> to D<31:16>, and asserts EX32*. The system board presents D<31:0>
and floats BE* <3:0> and START™.

~ The bus master regains bus control after sampling EX32* asserted on the trailing
edge of MRDC* and CMD?*, then presents a new address on LA<31:2> and BE*<3:0>.
On the next rising edge of BCLK the bus master latches D <31:0> and asserts START®* for
th= next cycle.
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32-bit EISA Bus Master to 16-bit ISA Stave Write Cycles

A 32-bit bus master is granted control of the bus and presents LA<31:2>. The
16-bit ISA slave decodes a valid address from LA <23:17> and asserts M16*. The bus
master asserts START®, W-R, M-10, BE*<3:0>, and D<31:0>. The system board
converts BE* <3:0> into SA<1>, SA<0>, and SBHE® and generates BALE. The system
board samples EX32* negated and M16* asserted on the rising edge of BCLK following
the assertion of START® and asserts CMD* and MWTC*. At the same time, the bus
master negates START* and samples EX32°. Since EX32* is negated, the bus master
bolds LA<31:2> valid while it floats START*®, BE*<3:0>, and D<31:0> so the system
board can perform the data size translation.

The system board latches D<31:0> on the trailing edge of START?, then
immediately drives D<31:0> and asserts CMD* and MWTC®. The system holds MWTC*®
and CMD* asserted for 2 BCLKs (unless modified by NOWS* or DY). The slave
latches D<15:0> while MWTC® is asserted. The System board asserts START®, and
presents BE* <3:0>, SA<1>, SA<0>, and SBHE* ?sith the high word enabled). The
system board copies the latched data from D<31:16> to D<15:0>, negates START® and
asserts CMD*® and MWTC*. The slave latches D<15:0> while MWTC* is asserted. The
scystem %c))lds MWTC* and CMD* asserted for 2 BCLKs (unless modified by NOWS* or

The system board returns control to the 32-bit bus master by floating BE* <3:0>,
START* and D<31:0>, then asserting EX32*. The bus master samples EX32* asserted
and, on the next falling edge of BCLK, presents a new address. The bus master may assert
START?* for the next cycle on the next rising edge of BCLK.

2.6.4 32-/16-bit EISA Bus Master to 8-bit ISA Slave Transactions

Transactions between 32- or 16-bit EISA bus masters and 8-bit ISA slaves use cycle
control similar to transactions between 32-bit bus masters and 16-bit ISA slaves (as
discussed above). The main difference is that M16* (or I016*) is not generated by the
8-bit slave and transfers are broken into 8-bit cycles instead of 16-bit cycles. The system
board provides ISA compatible 8-bit cycle timing for the slave (6 BCLK for 8-bit cycles).
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16-bit 1SA Bus Master to EISA Siaves Transactions

The system board performs the following signal translations so EISA slaves can use
the EISA interface and timing when accessed by 16-bit ISA bus masters:

Address lines SA<1:0> are converted to BE*<3:0> lines

The ISA command signals (MRDC?, MWTC?*, IORC*, IOWC?*) are converted
to EISA command signals (START*, CMD?*, M-10, and W-R)

The EISA signal EXRDY is converted to the ISA signal CHRDY

Data copying between D<31:16> and D<15:0> is performed

M16* is asserted for EISA memory cycles
1016* is NOT asserted for EISA I/O accesses

Address lines LA®<31:24> are pulled-up by resistors to logical zero.
LA <16:2> are driven from SA<16:2>

A 16-bit ISA master is granted bus control, then presents LA<23:17> and
SA<19:0>. Since the ISA master does not drive LA <31:24>* this part of the address bus
is pulled up by resistors to logical zero. The system board'copies SA<16:2> to LA<16:2>
and converts SA <1:0> and SBHE*® to BE* <3:0> as illustrated in the following table.

SA<1> SA<0>} SBHE*{| BE*<3> BE*<2> BE*<1> BE*<0>
0 t] 0 1 1 0 0
0 0 1 1 1 1 0
0 1 0 1 1 0 1
0 1 1 reserved reserved reserved |reserved
1 0 0 0 0 1 1
1 0 1 1 0 1 1
1 1 0 0 1 1 1
1 1 1 reserved reserved reserved |reserved

The system board asserts M-IO and negates W-R to indicate a memory read cycle

until the ISA master indicates that a different cycle is required.

The system board does not participate further in transactions between ISA masters
and ISA memory slaves. However, all ISA master 1/O cycles are translated to EISA cycles
to provide proper operation with 8-bit EISA 1/O slaves.

The EISA slave decodes a valid address from LA<31:2> and asserts EX32* or -
EX16*, unless it is an 8-bit EISA 1/O slave. The system board asserts M16* if either
EX32% or EX16* is asserted. EISA I/O slaves that must respond to 16-bit cycles from ISA
bus masters must assert I016* directly.
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If the ISA master asserts IORC* or IOWC*, or if EX32* or EX16" is asserted when
the ISA master asserts MRDC® or MWTC?*, the system board will negate CHRDY and
perform the translation to an EISA cycle. M-1O and W-R are changed if necessary to
indicate the appropriate cycle. START* is asserted on the next risin%)cd§e of BCLK and
data are copied between D<15:0> and D<31:16> (or D<15:8> and D <7:0> for 8-bit 1O
slaves) if required by BE* <3:0>. CMD?* is then asserted on the next rising edge of BCLK.
The EISA slave latches write data and drives read data just as it would for any other EISA

cycle.

For all EISA slaves, except 8-bit EISA 1/O slaves, EXRDY is then sampled ox the
next falling edge of BCLK. For 8-bit EISA 1/O slaves; EXRDY is not sampled until the
fifth falling BCLK after CMD?® is asserted. When EXRDY is sampled asserted, the system
board asserts CHRDY immediately. The ISA master samples CHDRY asserted, laiches
read data after the appropriate delay, and negates the ISA command (MRDC*, MWTC®,
IORC* or IOWC*). The system board then negates CMD* on the next rising edge of
BCLK for write cycles, and when the ISA command (MRDC* or IORC*) is negated for
read cycles.

Figures 39 and 40 show 16-bit ISA bus master accesses to an EISA memory slave.
Figures 41 and 42 show 16-bit ISA bus master access to a 16- or 32-bit EISA 1/C slave.
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Figure 39 - 16-bit ISA Master Read from EISA Slave

BCLK

DRQ<x>

AENX

DAK <x>

MASTER16*

LA<Z23:17>

SA<19:0> SBHE*

BALE

MRDC*

CHRDY

LA<16:2>

BE*<3:0>

START®

CMD-

EXRDY

D<31:0>

.

|

|

. . |
i : 1 . | 1 1 i ' { 1 . 1 ! '
{ . | ’ 1 1 ] P 1 ' 1 . 1 1 1
t - —- - & - 1 1 '
1 ] - ] ) ! ! ] l i | 1
1 . ] t 3 i 1 B Y : :
i : t t ' 1 i A 1 T
| H 1 i t ( . ] 1 . \ . | | 1
( ) i H t 1 ' ) 1 ' ! ' 1 t
1 . i . 1 1 . t ! ' { ! ' 1
' - H : ! 1 : ) t H l ' | 1
. H 4 J . .
i - ! i ] I B 1 t : ¢ | 1 1
1 . i . ! 1 - 1 i . I ] 1 1
- . 1 ] . ' i . ! 1 i t
1 . ] ) ( i . ] { ' 1 1 § i
H N ] ! 1 ' | : t 1 ' 1
i B \ T T T T A T T T v :
' - § : ! 1 i t 1 t i | f b :
| - i . | | ; ] | i | | i I
- "_—_‘F““’"Ig N 1 | i 4 1 i 1 t ¢ ! f—
! ] 13 ] t H 1 | ! ] I 4 i i
1 : L I I n L —t i hd . " N
1 t i ' ] i i 1 § ' ' .
! f ' [ { 1 ! i t !
t ! Jd ' .

W

\m\\\\\\

SEECUNISI G SN IS S

i
]
1
1
1
|
Mo
K
!
H
[}
H
4
1

}
i
I
|
|
i
l
|
|
t
t
!
]
|

TRALN SLATED El

R et SEEEY TR B

-

S-S IR TSI S |

A is1

NAfLs

pEpRphyfuU PR P SIS R

\\\\\

M\\

\\\\'

[}
{ ! i
4 ! H ,
] | 1 1
t { ] [} l !
) i i 1 I i
1 I } 1 ' t
i 1 1 1 ] i
1 H ] 1 ] H
1 1 [} i ] t
| i ) 1 ! ¢
[} [ ] 1 ] $
I 1 I ] I
l t §
{ i
i !
L !
I i
1 1
t ]
I 1
(] 1}
.
t
{
4

———f— ——— ———-—»—-—-J)m--—i e Y e e B ]

JEEDUPUNE S NI R [, P (ST P

l + i .

f I { ' | | !
: 1 : 1 :

§ i t ¢ : I I 1 |
| 1 ! ] < ! ' | 1
t 1 i ] : H 1 1 1
] ] I 1 H t : i 1 1 1
I | i \ ' t : : | 1 1
1 1 1 ] 1 i ; ] ) ]
] 1 ] . ] 1 N : I 1 1
' 1 ] o 1 1 " 7 ) 1 !
i ! | : 1 1 : | 1 I
1 L ! : L -5 1 1 :
1 T T 1 ? " i

] 1 l I | t 1] )
1 ] 1 ) t '

1 ) 1 | | ! t ! !
1 1 1

' \\'\"\\'W\\\\ \\\\\H

128



HITECTURE

-

-~

EXTENDED INDUSTRY STANDARD AR<

EP 0 426 184 A2
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Figure 40 - 16-bit ISA Master Write to EISA Slave
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Figure 41 - 16-bit ISA Master 1/0 Read from 16- or 32-bit EISA 1/0 Slave
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Figure 42 - 16-bit ISA Master 1/O Write to 16- or 32-bit EISA 1/0 Slave
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%

2.6.6 32-bit DMA Device to 16-bit EISA Memory Transactions

The system board automatically performs data size translation between the 32-bit
DMA device and 16-bit EISA memory.

Memory Read (I/O Write)

The following parag'a hs describe a single DMA read transfer between a 32-bit
EISA DMA device and 16-bit EISA memory.

The EISA DMA device requests a DMA transfer by asserting DRQ<x>. The
system board samples DRQ<x> asserted on the rising edge of BCLK and requests control
of the bus. The arbitration controller arbiirates the request and grants control of the bus to
the DMA controller. The system board then asserts DAK® <x>.

The system board presents LA<31:2> when DAK*<x> is asserted. The 16-bit
EISA memory decodes the address and asserts EX16*. The system board asserts START™,
W-R, M-IO, and BE*<3:0>. The system board samples EX32* and EX16° on the rising
edge of BCLK following the assertion of START®, and asserts CMD*. IOWC* is also
asserted and held until the word assembly completes.

If the DMA was programmed as a Burst, the MSBURST®* signal remains negated.

On the next rising edge of BCLX the system board latches D <15:0> and the system
board negates CMD?*, asserts START® and presents BE*<3:0> (with the high word
enabled). The %tcm board then, on the next BCLK rising edge, negates START* and
asserts CMD*. The 16-bit EISA memory decodes the address and presents D<15:0>. On
the next rising edge of BCLK the system board latches D<15:0>, negates CMD* and
copies the data from D<15:0> to D<31:16>. The system board presents the assembled
32-bit data on D<31:0> and negates IOWC*®. The 32-bit EISA DMA device latches the
data on the trailing edge of IOWC*.

The 16-bit EISA memory may request wait states by asserting EXRDY, as in
Standard cycles.

In the case of a single transfer DMA cycle, the system board negates DAK* <x>
and releases the bus. If Block or Demand mode DMA is programmed, the DMA transfer
repeats the above block until preempted or completion.

Memory Write (I/0 Read)

The following paragraphs describe a single DMA write transfer between a 32-bit
EISA DMA device and 16-bit EISA memory.

The EISA DMA device requests a DMA transfer by asserting DRQ<x>. The
system board samples DRQ<x> asserted on the rising edge of BCLK and requests control
of the bus. The system board arbitrates the request and grants control of the bus to the
DMA controller. The system board then asserts DAK* <x>,
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The system board presents LA<31:2> when DAK® <x> is asserted. The 16-bit
EISA memory decodes the address and asserts EX16°. The system board also asserts
IORC*, and the EISA DMA device, sampling both IORC* and DAK*<x> asserted,
resents its data on D<31:0> The system board asserts START®, W-R, M-10, and
E*<3:0>. The system board samples EX32*, EX16*, and M16* on the rising edge of
BCLK following the assertion of START®, and asserts CMD*. When EX32* is sampled
negated and EX16* asserted the system board latches the 32-bit data and negates IORC*.
The EISA DMA device ceases driving the data bus when IORC® is negated, allowing the
system board to continue driving D<15:0>.

If the DMA was programmed as a Burst, the MSBURST® signal remains negated.

The 16-bit EISA memory can latch the data while CMD?* is asserted. On the next
BCLX rising edge, the system board negates CMD?, asserts START?®, and copies the upper
16 bits of the data to D<15:0>. On the next BCLK rising edge, the system board negates
START® and the system board asserts CMD®. The ISA memory latches the data while
CMD* is active. One BCLK later, the system board negates CMD*, ending the transfer.

The DMA controller continues executing cycles until preemg)tion or reaching
terminal count (for Block or Demand DMA modes). The DMA controller suspends DMA
processes executed in single transfer mode after each cycle by negating DAK* <x> and
releasing the bus.

2.6.7 16-bit DMA Device to 32-bit EISA Memory Transactions

The system board automatically performs data copying between D<31:16> and
D<15:0> so a 16-bit DMA device can communicate with a 32-bit EISA memory slave.
The following paragraphs describes both DMA read and write transfers from 16-bit DMA
devices to 32-bit EISA memory:

A 16-bit DMA device requests a transfer by asserting DRQ<x>. The system board
samples DRQ<x> asserted on the rising edge of BCLK and requests control of the bus.
The system board arbitrates the request and grants control of the bus to the DMA
controller. The system board then asserts DAK*® <x>.

The DMA controller performs a 16-bit DMA read or write according to the
programmed timing. Accesses t0 the 32-bit EISA memory do not affect the DMA transfer
timing since only data copying is required. The data is copied from the D<31:16> 10
D<150> on reads and D<15:0> to D<31:16> on writes. Therefore, a normal 16-bit
DMA transfer is performed, and a normal 16-bit memory access t0 the EISA memory
occurs, without any special cycles or timing needed. No additional BCLKs are required;
the timing calculations for the DMA device include copy time.

2.6.8 8-bit DMA Device to 16- or 32-bit EISA Memory Transactions

The system board automatically performs data copying so an 8-bit DMA device can
communicate with a 16- or 32-bit EISA memory slave.

The system board performs the translation in a manner similar to the translation

between 16-bit DMA devices and 32-bit EISA memory discussed previously, except that the
system board copies data to the appropriate byte lane for the 16- or'32-bit memory.
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2.6.9 16- or 32-bit DMA Device to 8- or 16-bit ISA Memory Transactions

The system board automatically performs data size translation so a 16- or 32-bit
DMA device can communicate with an 8- or 16-bit ISA memory slave.

The system board performs the translation in a manner similar to the 32-bit DMA
translation to 16-bit EISA memory discussed previously, with the following differences:

. A 16-bit ISA memory asserts M16* instead of EX16 (8-bit memary does not
assert anything).

. The ISA memory uses CHRDY and NOWS® to control cycle timing instead of
EXRDY.

] The signals MRDC* or MWTC* (as appropriate) are asserted.

. Thels ti)ming is ISA compatible (3 BCLK standard for 16-bit, 6 BCLK for 8-bit
cycles).
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27 Locked Cycles

The main CPU or a bus master can assert LOCK® to guarantee exclusive memory
access during the time LOCK® is asserted. A bus master can also assert LOCK* to
guarantee exclusive I/O access during the time LOCK?® is asserted. Assertion of LOCK*®
allows bit test-and-set operations (as used for semaphores) 10 be executed as a unit, with
the bus lock preventing multiple devices from simultaneously modifying the semaphore bit.

The main CPU asserts LOCK* during the execution of certain instructions that
follow a LOCK instruction prefix and while executing an XCHG instruction.

A bus master can perform locked bus cycles by asserting LOCK* in the first cycle of
a locked access before the end of CMD*. LOCK* is negated on or after the BCLK edge at
the trailing edge of CMD* on the last cycle of the locked access. The bus master must
negate LOCK® before releasing the bus. The LOCK?* signal should be floated with the
other control signals (START*, MSBURST®, etc.) at the end of the bus access.

The bus master must not initiate a sequence of locked cycles after the system board
negates MAKx* for a bus preemption. A locked sequence started with MAKx"® asserted
has at least 64 BCLK periods to complete. A locked sequence started after the system
board negates MAKXx* causes a bus timeout if it starts too Jate to complete before the 64
BCLK timeout. .

The bus master must not initiate a sequence of locked cycles that cannot complete
before the 64 BCLK bus preemption timeout. For example, the bus master should avoid
executing any locked sequence to a dword located in slow 8-bit memory. An 8-bit memory
with 2.5 jis Cycle time (maximum wait states) requires 10 4s to do a 32-bit read operation.
A locked read-modify-write that starts just before the system board negates MAKXx* causes
a bus timeout to occur on the BCLK after the read portion of the locked sequence.

A bus master can access shared memory and I/O on successive controllers, leaving
them all locked until the bus master negates LOCK*.

An intelli§ent controller with shared local memory or I/O must monitor LOCK? at
the rising edge of BCLX. If a valid address within its local memory or I/O address range is
decoded with LOCK?* and CMD* asserted, the controller must inhibit shared memory or
1/O access until it samples LOCK® negated. LOCK® is asserted (if at all) during the first
BCLK of CMD*. LOCK®* remains asserted at least until the end of CMD* of the last cycle
to be locked. The slave, once addressed with LOCK* asserted, must wait untit LOCK* is
sampled negated before allowing shared access by the local device, even if intervening
cycles to other addresses or idle cycles are noted.

If a slave supr orts Burst, then it must lock together those cycles that have LOCK*
asserted at the end of each subcycle (sampling at rising edge of BCLK).
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Figure 43 - LOCK Timing Example
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Cycle 1 and 2 are locked together, cycle 3 is not expected to be locked by the
master.

Note 1: LOCK* timing may be either way (or a combination of the two), the slave

must lock cycle 1 and 2 together, ?cle 3 is not expected to be locked with the others by the
master, but may be at the option of the slave.
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2.8 EISA Devices

2.8.1 Memory Slaves

A memory slave monitors LA<31:2>, and, after decoding a valid memory address,
asserts EX32* (32-bit slaves) or EX16* (16-bit slaves) to indicate its data size. The slave
can begin processing the cycle when START” is asserted. The slave can lengthen the cycle
by negating EXRDY during START*. The slave can hold EXRDY negated for a
maximum c,gcclc time of 2.5 us, and must float EXRDY synchronously with the falling edge
of BCLK. Setup and hold time to BCLK specifications must be met on EXRDY assertion
for groper tem operation. On memory reads, a slave drives only the data bytes indicated
by BE*<3:0>. Onp memory writes, the slave samples only the data bytes indicated by
BE®*<3:0>. (See table of allowable BE*<3:0> combinations under E*<3:0> signal
description.)

A memory slave that requires refresh must monitor REFRESH*. If the slave
samples RE H* asserted on the leading edge of START®, then it should use
LA<15:2> to generate the refresh address <31:16> should be ignored). The bits
driven on LA<15:2> contain a scrambled refresh address. LA<15:10> contain the high
order refresh bits, LA<7:0> contain the low order refresh bits, LA<9> is refresh<1>,
and LA<8> is refresh<0>. The refresh cycle is two BCLKs long (from leading edge of
START®* to the trailing edge of CMD*) unless the slave extends the cycle by negating
EXRDY. For best system performance, a slave should not extend the refresh cycles.

Memory slaves that support Burst cycles must also support standard memory cycles
as described ve. Burst memory slaves must also be able to transfer 32 bits of data (or
16 bits for a 16-bit memory slave) each BCLK after the initial cycle. The actual amount of
data transferred in a given cycle depends on the state of the BE* <3:0> lines. During the
Burst sequence, the address changes on each falling edge of BCLK and the data should be
driven or latched on each rising edge of BCLK.

During a Burst read, the memory slave must not begin to enable the data onto the
bus until the specified time after the rising edge of BCLK. Only those bytes of data
specified by the BE*<3:0> lines should be driven and the data buffers that are not
enabled for the next cycle must be floated within the specified float time. These
requirements allow the system to copy the data for 16-bit masters without bus conflict.

The Burst sequence provided to a Burst slave never crosses a 1024 byte address
boundary (LA <31:10> does not change during a Burst). A master or system terminates a
Burst sequence and restarts it with a new initial cycle 1f the Burst transfer does cross the
1024 byte boundary. Note that the address provided by the master is not required to be
sequential, only within the 1024 byte address boundary. Also, fewer than 32 bits of data
may be transferred, with the BE* <3:0> lines indicating the proper amount. The Burst
sequence is defined such that it must be all reads or all writes. e W-R line does not
change during a Burst. (See Figure 46.)

The Burst slave generates SLBURST* to indicate that it can accept a Burst, and
samples MSBURST®* to determine if Burst cycles will be used by the master or system.
SLBURST® is decoded from the address and M-IO signals (the same deccde logic as
EX32* can be used but the signal must be driven by a separate open collector type driver).
MSBURST* is sampled on the rising edge of BCLK at the end of each subcycle 10
determine if another subcycle is to be run.
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A memory slave can negate EXRDY to lengthen Burst subcycles (add wait states) in
one BCLK increments. The memory slave controls the number of wait states by asserting
(and floating) EXRDY from falling edges of BCLK (to meet the setup and hold
requirements). When wait states are added to the last subcycle of a Burst, the bus master
holds MSBURST?* asserted until it samples EXRDY asserted. Figure 44 and 45 show the
relevant signals for an EISA memory slave with wait states added.

Memory slaves can use COMPRESSED Cycles to improve data transfer rates. The
slave asserts NOWS® after sampling START* asserted. The system board samples
NOWS?* on the trailing edge of START*® and compresses the length of CMD* to 1/2
BCLK. Bus masters cannot execute COMPRESSED cycles. The slave must be able to
accept normal CMD* timing, even if it asserts NOWS*. (See Figure 47 for an illustration
of the signals relevant to thils operation.) A slave must not assert EXRDY and NOWS*
during the same cycle. The bus timing parameter tables provide minimum timing
specifications for address setup, START* and CMD*. The maximum time limits depend
on the device generating the cycle. A memory slave must be able to accept whatever
timing is generated.

A memory slave must latch the address (including M-I0 and W-R) if it requires a
valid address after assertion of CMD*. The address may be latched with the trailing edge
of START® or the leading edge of CMD*. A slave that supports compressed cycles can use
the rising edge of BCLK after assertion of START™.

EISA is a 32-bit standard, with a bus and connector that provide a 32-bit data and
address bus. Sixteen-bit EISA expansion boards must support the 32-bit address bus and
connectors. Sixteen-bit EISA memory slaves must decode the entire 32-bit address to
maintain compatibility with all EISA systems. An EISA bus master can perform transfers
to any 32-bit memory address, even in systems with a 16-bit main CPU.

EISA memory slaves can have multiple noncontiguous memory segments at
addresses above 16 MB. Memory mapped at ad%resses between 0 KB and % must be
contiguous starting at zero. Memory mapped at addresses between 1 MB and 16 MB must
be contiguous starting at 1 MB.

Memory mapped 1/O slaves that decode the full 32-bit address should be mapped at
an address above 2 GB.
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Figure 44 - Memory Slave with Wait States
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Figure 45 - BURST EISA Memory Slave with Wait States
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Figure 46 - EISA Memory Slave (Burst Cycle)
Page Boundary Condition
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Figure 47 - EISA Memory Slave (Standard Cycle)
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Nole: Itslicized signals indicate oulpul of slave device
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282 1/0 Slaves

An 1/O slave asserts EX32* (or EX16* for a 16-bit 1/O slave) when and as long as a
\éalid 1/O address is decoded on LA<15:2> with M-JO and AENx low. EX32" should not
e latched.

The svstem board does not automatically assert 1016* when a 16-bit ISA bus master
accesses an EISA 1/O slave. EISA slaves that support 16-bit ISA bus masters must assert
1016* as well as EX32* (or EX16*) when addressed. 1016* is asserted on decoding a valid
address on the LA<15:2> address bus. 1/O slaves that do not support 16-bit ISA bus
masters need not assert 1016*.

The slave can begin processing the cycle when START* is asserted. The slave may
lengthen the %clc by negating EXRDY during the tme that START® is asserted.
Assertion of E Y must meet the setup and hold time specification to BCLX for proper
ls-ystem operation. Therefore, the falling edge of BCLK should be used to float E Y.

or read cycles the slave drives only the data bytes indicated bg BE*® <3:0> when IORC* is
asserted. For write cycles, only the data bytes indicated by BE* <3:0> are written when
IOWC* is asserted. (See table of allowable BE*<3:0> combinations under BE*<3:0>
signal description.)

1/O slaves can use COMPRESSED Cycles to improve data transfer rates. The slave
asserts NOWS® after sampling START* asserted. The system board samples NOWS* on
the trailing edge of START* and compresses the lcnggxs of CMD* to 1/2 BCLK. Bus
masters cannot execute COMPRESSED cycles. The slave must be able to accept normal
CMD* timing, even if it asserts NOWS®. A slave must not assert EXRDY and NOWS*
during the same cycle. The bus timing parameter tables provide minimum timing
specifications for address setup, START* and CMD*. The maximum time limits depend
on the dedvice generating the cycle. An I/O slave must be able to accept whatever timing is
generated.

A slave canextend cycle timing by negating then asserting EXRDY on BCLK edges.
The system board and EISA bus masters maintain the relationship of BCLK to the trailing
edge of START* and the leading edge of CMD*. BCLK toggles during all cycles, but its
period may be extended on some cycles. The BCLXK high or low time always meets the
minimum specified in the bus timing parameter table.

An 1/O slave must latch the address (including M-1I0, W-R, and AENx) if it
requires a valid address after assertion of CMD*. The address can be latched with the
trailing edge of START® or the leading edge of CMD*. A slave that supports
COMPRESSED cycles must use the rising edge of BCLK after assertion of START™.

An EISA device (such as a bus master) can be designed to respond as an 8-bit I/0
slave as well as a 16- or 32-bit I/O slave. In this case, the slave need not drive EX32%,
EX16*, or 1016*. The slave uses LA<15:2>, AENx, M-IO, and BE*<3:0> for
addressing. It uses START®, CMD*, NOWS*, and EXRDY for timing control. It uses
D<7-0> to transfer the data. The default timing for these cycles is 1 BCLK for START?,
and 5 BCLKs for CMD*. Wait states can be added by negating EXRDY, and the default
timing can be shortened by asserting NOWS* (in the same fashion as for ISA 8-bit slaves).
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The 8-bit slave should not assert NOWS* during START® or the first clock of
CMD*. NOWS* can be asserted during the 2nd, 3rd, or 4th BCLK when CMD* is asserted
10 shorten the standard 6 BCLK cycle to 3, or S BCLKs. If EXRDY is negated by the 8-bit
slave, it has no effect until the fifth BCLK of CMD*. If EXRDY is sampled negated on the
falling edge of BCLX in the 5th BCLK of CMD* asserted, then the system board lengthens
CMD® in BCLK increments until EXRDY is floated and sampled asserted. EXRDY
should not be negated if NOWS* is asserted.

2.8.3 Bus Masters

EISA bus masters are full chronous with BCLK. An EISA master drives
LLA<31:2>, BE*<3:0>, M-IO, W-%(,sg<31:0>, START*, MREQx*, and MSBURST* (if
necessary) from BCLK edges. The 32-bit master monitors EX32* (a 16-bit bus master
monitors both EX16* and 2* and treats them as equivalent), EXRDY, and MAKx*.
These signals are also synchronous to BCLK.

A bus master requests control of the bus by assertin, MREQx* and receives control
when it samples MAKx* asserted on the rising edge of BCLK. The bus master drives
LA<31:2> and M-IO valid on the next falling edge of BCLK. On the next rising edge of
BCLK, W-R and BE*<3:0> are presented and START® is asserted. On write cycles, the
bus master presents valid data on the next falling edge of BCLK

On the next rising edge of BCLK, the master negates START®, and the system
board asserts CMD*. The bus master samples EX32* (32-bit bus masters) and EX16®
(16-bit bus masters) on the same rising edge of BCLK to determine if the slave being
accessed is an EISA slave with equal or greater data size. If the appropriate signal (EX32*
or EX16*) is sampled asserted, the bus master can present the next address on the falling
edge of BCLK to begin the next cycle. The bus master must wait for EXRDY to be
asserted before completing the cycle and asserting the next START®. On read cycles, the
data is sampled on the rising edge of BCLK after the slave asserts EXRDY. On write
cycles the bus master must hold the data valid until the falling edge of BCLK after the slave

asserts EXRDY.

If the bus master sampled EX32* negated (or both EX16* and EX32* negated for
16-bit bus masters), then the system board performs data size translation. The bus master
floats D<31:0> (on write cycles), BE* <3:0>, START?* (for all cycles), and MSBURST*
(for Burst cycles) on the falling edge of BCLK (after negation of START®) and the system
board performs the data size translation. The bus master regains control of the cycle after
sampling EX32* (or EX16* for 16-bit bus masters) asserted on the rising edge of BCLK.
When the appropriate signal (EX32* or EX16*) is sam led asserted the bus master can
gge)sent the next address on the falling edge of BCLK to begin the next cycle. (See Figure

When the bus master no longer requires control of the bus it negates MREQx* on
the falling edge of BCLK. The bus master, on the falling edge of BCLK before the cycle is
finished, floats LA<31:2>, BE*<3:0>, M-IO, and W-R. On the next rising edge,
START* and MSBURST* (for Burst cycles) must be floated. On the next falling edge of
BCLK, the bus master floats D<31:0> (on writes). The system board negates MAKx*
when it samples MREQx* negated.
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A bus master may be preempted by the system board or another bus master. The
system board negates MAKx®, indicating to the bus master that it must finish the current
bus cycle and relinguish control of the bus (by negating MREQx*) within 64 BCLK periods
(8 us). It is suggested that masters complete operations within a shorter time (such as 32
BCLK periods) to reduce bus latency for other masters or the CPU. Figure 49 illustrates
the relevant signals of an EISA bus master preempted during a normal cycle.

Any 16-bit bus masters must drive MASTER16* asserted from MAKx*® and keep it
asserted until the bus is released. On bus "release”, the MASTER16* line is floated. For
standard EISA cycles, "release” is the same time as START® is floated. For cycles where
bus ass&:mbly occurs the release is on the rising edge of BCLK after EX16* is sampled
asserted. '
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Figure 48 - EISA Bus Master
Write Cycle with Data Translation
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Heavy lines indicale float by master device.

Noles:

Italicized signals indicale output of master device.

1) EX32* may also be sampled on the falling edges of BCLK.
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Figure 50 - Bus Transfer from Master Control to Float -
EISA Cycle (with Wait States)

L r L1
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Latest possible lime for relesse of START®, data. and sddress is shown

Note 1- Tha LA<> includes LA<31:2>, BE*<3:0>, N-10. ®-R. LOCK". and NSBURST".
Nole 2. The heavy lines indicale float.

Note 3: NREQx® must remain high for two BCLKs mimimum as shown

Note 4: Earliest possible control by nexi device.
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Figure 51 - Bus Transfer from EISA Control to Float -
Translated ISA Cycle
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Latest possible time for release of START®, data, and address is shown.

Note 1:  The LA <> includes LA <31:2>, BE*<3:0>, M-IO,
W-R, LOCK*, and MSBURST™.

Note 2:  The heavy lines indicate float.
Note 3: MREQx* must remain high for two BCLKs minimum as showT.

Note 4:  Earliest possible control by next device.
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2.8.4 Burst Bus Masters

Burst bus masters must do everything defined for standard bus masters. In addition,
they support the use of the MSBURST* and SLBURST" lines and Burst cycles.

A bus master begins a set of Burst cycles by executing a Standard cycle and sampling
SLBURST™* asserted on the rising edge of BCLK when éTART‘ is negated. The bus
master asserts MSBURST?* with the next pipelined address (on the falling edge of BCLK).
MSBURST®* must not be asserted if SLBURST®* is sampled negated or if the bus master
samples EX32* negated (32-bit bus masters). In this case, the bus master completes the
cycle as a non-Burst master.

For read Burst cycles, the bus master presents a new address on each falling edge of
BCLK and samples the data for that address on the BCLK rising edge 1-1/2 BCLKs later.
On the last }cle of the Burst transfer, the bus master negates MSBURST™ (on the falling
edge of B ). The bus master completes the cycle on the next rising edge of BCLK.

For write Burst cycles, the bus master presents a new address on each falling edge of
BCLK and presents valid data 1/2 BCLK later.

Burst cycles must be all read accesses or write accesses. Mixed read and write cycles
can not use Burst. The bus master completes the Burst transfer by negating MSBURST*
during the last cycle of the tranmsfer. All Bursts must occur within the 1024-byte page
boundary, and only address bits LA<9:2> or BE* <3:0> will change. The Burst transfer
l;-i)us‘dbc split up ‘into two or more separate transfers if the transfer crosses a page

undary.

If 2 bus master samples EXRDY on the falling edge of BCLK, it extends the cycle
until sampling EXRDY asserted. The master may still change to the next address even
though E Y is negated. (The master must then hold the address until EXRDY is
sampled active.) If a bus master samples EXRDY on the fallin%_cdge of BCLK on the last
cycle og a Burst transfer, it extends the assertion of MSBURST™* until sampling EXRDY
asserted.

A Burst bus master may be preempted by the system board or another bus master.
The system board negates MAKx*, indicating to the bus master that it must finish the
current bus cycle and relinquish control of the bus (by negating MREQx* and
MSBURST®*) within 64 BC eriods (8 us). It is suggested that masters complete
operations within a shorter time (Is)uch as 32 BCLK periods) to reduce bus latency for other
masters or the CPU. Figure 52 illustrates the relevant signals of an EISA bus master
preempted during a Burst cycle.
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Figure 53 - Bus Transfer from Master Control to Float -
EISA Burst Cycle
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Latest possible time for release of START®, data, and address is shown.

Note1: The LA <> includes LA <31:2>, BE*<3:0>, M-I0, W-R, LOCK*,
and MSBURST®.

Note 2:  The heavy lines indicate float.
Note3: MREQ® must remain high for two BCLKs minimurm as shown.

Note 4:  Earliest possible control by next device.
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2.8.5 Downshift Burst Bus Masters

A "Downshift” master is a 32-bit Burst bus master that can convert to a 16-bit Burst
bus master "on the fly."

A downshift bus master that intends to perform a Burst transfer must drive
MASTER16* on each START* that it generates. This allows the system to tell the
difference between the downshift master and a 32- or 16-bit master. The timing should be
the same as for START™.

This type of master must monitor both EX32* and SLBURST" at the rising edge of
BCLK at the end of START® to determine the correct action for the remainder of the
cycle. The following table shows the system and master response t0 the slave for downshift
masters.

EX32* | SLBURST*

0 X 32-bit cycles: the system will not participate in the cycle. The
master completes the cycle with EX32* as a normal 32-bit
master.

1 0 16-bit Burst cycles: After START®, the system does not

participate in the cycle. In this case, the master is required to do
its own assembly or disassembly, including the data copying. I
at START* and the first CMD* cycle the master has all
BE*®<3:0> lines asserted, then at the next CMD* the master
should only have BE*<2> and BE*<3> asserted. For the
second cycle, the master needs to copy the data to the low word
of the bus for writes (or deal with it on the low word for reads).
For write cycles the master may drive the high word of the data
bus as long as BE*<3:2> require it even though the slave is
only 16-bit. If at START* BE*<1> and BE*<0> are both
negated, then, at the end of START®, the master also enables its
low word data buffers with the same write data as on the high
word. One-half clock later, the system stops driving all of its
buffers and remains inactive until ge end of the Burst.

1 1 16-bit non-Burst or ISA cycles: the system assumes the master is
a 32-bit master and performs the assembly as expected. In this
case, the master holds its write data buffers active until the
falling edge of BCLK after START®, then floats them and walilts
for EX32* to be returned.
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The following table shows the combinations of byte enables that require the
additional copying operation:

Copy Bytes
BE3* BE2* BEl* BEO* 3:2 > 1:0
1 1 1 0
1 1 0 1
1 0 1 1 *
0 1 1 1 *
1 1 o 0
1 (¢] 0 1
0 0 1 1 *
0 0 0 1
1 0 0 0
0 0 0 0

Figure 54 illustrates an example of the "downshift" master in operation.

Figure 54 - "Downshift" Bus Master Operations
TO Ti T2 T3 T4 TS T6 T7

8
oo T L LI L LT
BE'<3:O>% 01T | 0000 | o011 1000 ] To11 :

M M H

i i i
i . H H H
i i 1 H H i i

MSBURST® 5 Y
SLBURST* Z 0

o |
MASTER]G'——L_:__i

-
D<31:05 ————{ (;) CICHEE @) [ (%) | G @ F

Note: The heavy lines indicate that both the system and the master are driving
_ together.
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In the above diagram, the master transfers nine bytes of data beginning on an odd
word boundary. At T1 the master asserts BE® <3:2> and puts the data (a) on the two high
byte lanes of the data bus. The system copies the data down to the two low byte lanes as
for all 32-bit masters. At time T2, the master senses that a 16-bit Burst memory slave is
present and begins to copy the h‘i-%h bytes of data to the low bytes (b), (duplicating the
effect of the system). At time T3, the system stops copying the data leaving only the master
on the data bus (c). At (d) the data is changed to that required for the next set of byte
enables. The whole bus can be driven if desired. At () the data on the low word is
changed again to a copy of the high word of data present at (d). This process is continued
until the transfer is complete.

Note that the master should only assert MASTER16* if it intends to do Burst cycles.
If MASTER16" is asserted for a non-Burst transfer and a 16-bit EISA Burst slave responds,
the master is responsible for copying data through to the end of the cycle since the system
will stop copying at the end of ’I%

2.8.6 DMA Devices

A DMA device requests service by asserting DRQ<x>. DRQ<x> can be driven
asserted asyncronously. e system board samples DRQ<x> asserted and eventually
ts bus control to the DMA channel by asserting DAK* <x>. A DMA device decodes

/0 accesses with IORC* (or IOWC*) and DAK*® <x> asserted.

The DMA device cannot add wait states to a cycle and must accept the cycle type
executed by the DMA controller. (Wait states are added by the system or the memory
slave.) Figure 55 illustrates the relevant signals for and EISA DMA device during a
compatible write transfer.

In certain cases, the system may preempt an EISA DMA device indicating to the

DMA device that it must finish the current bus cycle and relinquish control of the bus by
negating DRQ <x>. Figures 56 and 57 illustrate preempted DMA cycles.
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talicized signals indicate output of DMA device.

Heavy lines indicate float by DMA device.
1) Length of cycle is extended due to the negation of CHRDY by the slave.

Note.



EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCH1 ICCTURE

CONFIDENTIAL INFORMATION OF BCFR SERVICES, INC.

*B" EISA DMA Device (Block Memory Write)
DAK*<x>

Transfer Interrupted by

56 - Type

Figure
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Type A cycles add ooe clock of 10RC* to the beginmung of esch cycle and one clock of hold lime to the end of each cycle

ltalicized signals indicale output of DNA device.

Note:

1) Transfer interrupted by negation of DAK*<x>.

2) Cycle is longer due to a wait slate requested by the slave.
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Figure 57 - BURST EISA DMA Device: Demand Memory Write
Negation of DAK*<x> and DRQ<x> in Same Cycle

Ly

|

R

P S e atatnintal Eatehekalokel et

L '_f A

JEPUPU I,

Note: Halicized signals indicate output of the DMA device..
All others are inputs.

1} When DRG<x> is negated in demand mode. the DMA device expects
another full transfer. If DAK*<x> is negaled in the same cycle due
{0 a preemplion. DRQ<x> must be reasserted for a single transfer.

2) Wail stale added by the system.
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2.8.6.1 Non-Burst EISA DMA Devices

The system board asserts a DMA channel's DAK®* <x> and asserts IOWC* 10
indicate a memory read (I/O write) DMA cycle. The system board holds IOWC* asserted
until it presents valid data. If the memory slave requires wait states, or data size translation
is required, the system board holds IOWC* asserted until finished. The DMA device is not
allowed to add wait states on its own; it must conform to the timing programmed into the
DMA controller. (See Figure 58 for an illustration of the relevant signals.) An exception
to this is ISA Compatible mcmor[\: read (I/O write) cycles. For these cycles, DMA devices
can add wait states by negating C Y.

The DMA device doing memory write (I/O read) cycles will see its DAK* <x> go
active and the IORC* signal go active. The IORC* signal remains active until the data is
latched by the EISA memory or the system board (if the memory needs 8 or 16-bit
disassembly). The slave is not allowed to add wait states on its own; it must conform to the
timing programmed into the DMA controller.

Normal demand and block modes of the DMA device are similar to single-cycle
mode except that DMA does not release the bus between cycles. For demand mode, the
DRQ<x> line is monitored to determine when to release the bus and stop cycling; for
block mode, the entire programmed block is transferred from one DRQ<x>.

The DRQ<x> signal is sampled for negation by the system on rising edges of
BCLK, one BCLK before the end of the IORC* or IOWC* asserted time. If wait states are
added by the memory slave, then this may be later than usual. For Type "A" and "ISA
compatible” timing modes, the system provides synchronization of DRQ<x>. For Type
"B" timing, DRQ<x> must meet the setup and hold time specifications for proper
operation.

In single cycle mode, DAK*<x> can be negated for a minimum of one BCLK
period between cycles in timing modes "A" or "B".

In "compatible” mode, the minimum time between DRQ<x> asserted and the
system responding with DAK*® <x> is 1.0 us (8 BCLKS).

The T-C signal (Terminal Count), when being driven by the system, should be
decoded with DAK* <x> and IORC* or IOWC*.

If T-C is being driven by the DMA device, to terminate or restart a DMA transfer
(see DMA programming), then the DMA device must go from floating the T-C line to
driving it low (negated) when DAK*<x> is asserted. When the transfer is to be
terminated, T-C should be asserted with the IORC* or IOWC* of the last cycle. T-C
should be negated when IORC*® or IOWC?* is negated. When DAK*® <x> is negated, T-C
must be floated. (See Figure 59 for an illustration of the relevant signals.)
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Figure 58 - Type "B" EISA DMA Device (Demand Memory Read)

Type A cycles add one clock of 10¥CY Lo the beginning of each cycle and one clock of hold time to the end of each cycle

BCLK
lowc~

Italicized signals indicate output of DMA device.

Note.

1) Cycle is longer due to a weil state requested by the slave.

160



EP 0 426 184 A2

EXTEnwED INDUSTRY STANDARD ARCh. sECTURE

CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Figure 59 - Type "B" EISA DMA Device (Block Memory Write)
T-C Asserted by DMA Device
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Halicized signals indicate outpul of DMA device.

1) Cycle is longer due Lo & wail state requested by the slave.
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28.6.2 Burst EISA DMA Devices

Burst mode of EISA DMA transfer is only useful (and allowable) for demand or
block mode. The Burst DMA device must monitor the signals BCLK, EXRDY,
DAK* <x>, and IORC* or IOWC* (depending on whether reading or writing). After the
first transfer cycle (used to "prime” the memory and determine if the memory supports
Burst) transfers occur once per B

A Burst DMA device doing 1/O write (memory read) cycles monitors BCLK,
EXRDY, DAK*<x>, and IOWC*. The DMA controller asserts AK®<x>, and, later,
asserts IOWC* on the rising edge of BCLK. DAK*<x> is held asserted for the duration
of the Burst transfer and IOWC* is held asserted until a cycle translation occurs or, for
Burst compatible memory, until the Burst transfer com letes. The Burst DMA device must
sample the data by the rising edge of BCLK. The D device samples EXRDY on each
falling edge of BCLK while IOWC* is asserted. If the DMA device samples EXRDY
negated, indicating addition of wait states by the memo tem, then data must be latched
after EXRDY is asserted, by the next rising edge of B When wait states are added to
the last subcycle of a Burst, the system board holds JOWC* asserted until it samples
EXRDY asserted. The DMA device is not allowed to add wait states on its own; it must

conform to the timing provided by the system.

The system board automatically performs cycle translation for a Burst DMA
transfer from memory that does not support Burst. The DMA device monitors IOWC* and
samples it negated while the system board performs the translation, then samples IOWC*
asserted when the the DMA controller restarts the Burst transfer after the translation
completes.

A Burst DMA device doing 1/O read (memory write) cycles monitors BCLK,
EXRDY, DAK® <x>, and IORC*. The DMA controller asserts DAK*<x> and, later,
IORC* on the falling cdéc of BCLK. The DMA device must drive new data on the bus on
the next rising edge of BCLK and hold it until the followin, rising edge of BCLK. The
DMA device samples EXRDY on each falling edge of B while IORC* is asserted. If
the DMA device samples EXRDY negated, indicating addition of wait states by the
memory system or the initial cycle of the Burst, then data must be held stable until the next
rising edge of BCLK after EXRDY is asserted. When wait states are added to the last
subcycle of a Burst, the system board holds IORC* asserted until it samples EXRDY
asserted. The DMA device is not allowed to add wait states on its own; it must conform to
the timing provided by the system. (See Figure 60.)

Addresses asserted during Burst DMA cycles to DRAM memory must be within a
1024 byte DRAM memory page (address line LA<31:10> cannot change during the
transfer). To cross a D age boundary, the system board terminates the Burst DMA
sequence by negating the MSBURST” signal on the last cycle in the page. The system
board then restarts the sequence on the new page. Figure 61 illustrates a page boundary
condition from a Burst DMA device perspective.

The system board automatically performs cycle translation for a2 Burst DMA
transfer to memory that does not support Burst. When the system board determines that
cycle translation is needed, it latches the data for the current cycle in a temporary register
and negates IORC* to indicate that the data is latched and the DMA device must float its
drivers. The DMA device floats its drivers while the system board performs the translation
and monitors IORC® to detect the DMA controller restarting the Burst transfer after the
translation completes. .
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- Burst EISA DMA Device (Demand Memory Write)
Wait States on Last Cycle

Figure 60
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Jtalicized signals indicale output of the DMA device.
All others are inputs.

- Nole:

1} ¥ait slale added by system

2) Wait state added by memory slave
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Figure 61 - Burst EISA DMA Device (Block Memory Read)
Page Boundary Condition
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Italicized signals indicale output of the DMA device.

All others are inputs.

Note.
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The DMA device monitors IORC”® and samples IORC*® asserted when the DMA
controller restarts the Burst transfer after the translation completes.

For both Burst modes the system samples DRQ<x> on rising edges of BCLK. For
Block mode, DRQ<x> is ignored until the transfer has been completed. For Demand
mode the DMA device can negate DRQ<x> at the falling edge of BCLK during asserted
IORC* or IOWC*. If EXRDY is negated in a previous cycle, the DMA device must wait
one BCLK after EXRDY is sampled asserted (the current cycle) to negate DRQ<x>.
Note that one full transfer cycle follows the negation of DRQ<x>. (See Figure 62.) The
DMA device can also negate DRQ<x> on the first falling edge of BCLK after DAK* <x>
is asserted if only one cycle is desired.

In the normal case, T-C is an output and is asserted at the end of a transfer on the
falling edge of BCLK. This corresponds with the assertion of IORC* for the last cycle or
leads the assertion of IOWC* by 1/2 BCLK. If the memory adds wait states, then T-C
occurs earlier. T-C is negated on the rising edge of BCLK at (for IOWC*), or after (for
IORC?®), the end of the cycle. The PMA device should sample T-C at the first falling edge
of BCLK during asserted IORC* or IOWC* for the cycle. If EXRDY is negated for a
cycle, T-C should not be sampled again until the BCLK after EXRDY is sampled asserted.
(See Figure 63.) _

If T-C is being driven by the DMA device to terminate or restart a DMA transfer
(see DMA programming), then the DMA device must go from floating the T-C line to
driving it low (negated) when DAK*®*<x> is asserted. When the transfer is to be
terminated, T-C should be asserted on the falling edge of BCLK with the IORC* or
IOWC* of the next 10 last cycle and held asserted for one BCLK. (See Figure 64.) If
EXRDY is negated in a previous cycle, the DMA device must wait one BCLK after
EXRDY is sampled asserted (the current cycle) to assert T-C. Note that one full transfer
cycle follows the assertion of T-C. When DAK*® <x> is negated, T-C must be floated. The
system waits one BCLK after DAK* <x> is negated before driving T-C negated (low).

Figure 65 illustrates the special case where DRQ<x> is negated at a wait state.
Figure 66 illustrates the preemption of a Burst DMA Device.
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Figure 62 - Burst EISA DMA Device (Demand Memory Write)
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IORC*

EXRDY
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Italicized signals indicate outpul of the DMA device.

All others are inputs.

Note:

1) Wait state added by system

2) ¥ail state added by memory slave
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Assertion of T-C

Burst EISA DMA Device (Memory Read)

Transfer Terminated by

Figure 63
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Jo¥C*

EXRDY

DATA

lalicized signals indicate output of the DMA device.
All others are inputs.

Note:
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re 64 - Burst EISA DMA Device
C Asserted by DMA Device

Figu
T-
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Jtahicized signals indicate output of the DMA dewice.
All others are inputs.

Note.

Heavy lines indicate floal by device
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S . Burst EISA DMA Device (Demand Memory Write)
DRQ<x> Negated at Wait State

Figure 6
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ltalicized signals indicale outpul of the DMA device.

All others are inputls.

Note:

1) Weit state sdded by system

2) ¥ail slate sdded by memory slave
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Figure 66 - Burst EISA DMA Device (Block Memory Read)

Preemption by Negation of DAK*

BCLK

DRg<x>
DAK* <x>

10¥%C*
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Ilalicized signals indicate output of the DMA device

All others are inputs.

Note

1) Wail slale added by memory slave
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2.8.6.3 Misaligned DMA Transfers

A DMA device may handle misaligned DMA transfers by performing data
alignment during the transfer. The DMA controller requests a misaligned transfer by
indicating a partial word or dword with BE*<3:0> during the first and last cycle. The
DMA device determines the number of bytes to transfer and appropriate byte lanes to use
for the first transfer by decoding BE*<3:0>. The DMA device pertorms the byte
alienment for the first transfer and continues the same byte alignment until BE* <3:0>
in 'catgs) another partial transfer (or until sampling the terminal count signal (T-C)
asserted).

For Type "A" and Type "B" transfers, the BE*<3:0> signals may be sampled with
the leading edge of IOWC* or with the rising edge of BCLK following the assertion of
IORC®. In either case the signals are set up to the edge by 100 ns and held from the edge
by at least 30 ms.

For Type "C" transfers, the BE*<3:0> signals may be sampled with the falling edge
of BCLK during the first BCLK of each subcycle (there is only one BCLK per subcycle
unless wait states are added). To this edge there is 60 ns of setup and 2 ns of hold time.
Alternatively, the BE*<3:0> signals may be sam led with the rising edge of BCLK that
starts each subcycle (or IOWC* falling edge for tEe first subcycle). To this edge there is
5 ns of setup and at least 55 ns of hold time.

Misaligned DMA Memory Writes (I/O Reads)

On the first transfer, the DMA device copies the addressed bytes from its DMA
source register to the appropriate data bus byte lanes (indicated by BE* <3:0>) and stores
the unused source register bytes in a holding register. On subsequent transfers, the DMA
device copies the addressed bytes from the D source register and the contents of the
holding register to the appropriate data bus byte lanes (as indicated on the first cycle by
BE*<3:0>). For each transfer, the DMA device stores the unused DMA source register
bytes, then supplies them on the following cycle. '

Misatigned DMA Memory Reads (1/0 Writes)

On the first transfer, the DMA device stores the bytes indicated by BE*<3:0> in a
holding register. On subsequent transfers, the DMA device copies the contents of the
holding register and the appropriate bytes from the data bus (as indicated on the first cycle

by BE*<3:0>) to the DMA destination register. For each transfer, the DMA device
replaces the contents of the holding register with the unused bytes from the data bus.

2.8.7 System Board

2.8.7.1 Main Memory Access
The EISA architecture does not require all memory (or I JO) access cycles to reflect

on the EISA bus. The main CPU (and other devices) can access the main memory system
without presenting address or timing control on the EISA bus.
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2.8.7.2 Back-to-Back I/O Delay

The EISA system board automatically forces a minimum 2- 1/2 BCLK (300 ns)
delay between back-to-back ISA I/0 accesses caused by separate CPU cycles. The delay is
measured from the trailing edge of an 1/O command (IORC* or IOWC*®) to the leading
edge of the next I/O command (IORC*® or IOWC®). The delay provides recovery time for
ISA compatible I/O slaves.

The system board prevents the CPU from asserting START* for the next | /O cycle
until at least 1 BCLK after the traih’né edge of IORC* or%OWC'. START" for a memory
cycle is asserted without the one BCLK delay. No delay is added to the data size
translation é)art of the I/O cycle (the delay is added to the beginning of the next cycle). No
delay is added for 16-bit ISA bus master 1/O cycles, which execute at a speed determined
by the 1/O slave's use of CHRDY. No delay is added for 32- and 16-bit EISA I/O cycles,
which execute at a speed determined by the f}O slave's use of EXRDY.

2.8.7.3 Slot-specific1/0

EISA systems teserve 1/O spaces at 0z000h-0zOFFh, 0z400h-0z4FFh, 0z800b-
0z8FFh, and 0zO00h-0zCFFh (where 'z' is the slot number from 1-F) for slot-specific I/O
slaves on ISA and EISA expansion boards. These address ranges alias ISA system board
I/O address space. EISA system boards must fully decode 1/O accesses 10 assure they
don't alias wi slot-as.ﬁeciﬁc /O slaves. The system board uses the slot-specific 1/O range
where 'Z' is zero for all system board I/O devices.

The system board disables the slot-specific I/O ranges by asserting the bus signal
AENX (high) if the address 'z’ does not match the slot number and the least significant 12
address bits address a slot-specific range (0z000h-0z0FFh, 0z400-0z4FFh, 0z800-0z8FFh, or
0zC00-0zCFFh). Expansion boards that take advantage of the slot-specific I/O ranges
must, at a minimum, decode LA<8> and LA<9> (SA<8> and SA<9> for ISA I/O
slaves) address bits (decode to "0") with AENx negated (low) to assure they don't alias with
ISA expansion board I/O.
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The following truth table shows an example of a system board AENx decode; the
AENXx signals listed are low for the given combinations. Note that the signal AEN is
included which is high for DMA activity.

System Board AENx Decode

AEN| MIO LA<9> |LA<8>LA<15> |[LA<14>|LA<13>| LA<I2>
AEN15| 0 0 0 0 1 1 1 1
AEN14! 0 0 0 0 1 - 1 1 0
AEN13| 0 0 0 0 1 1 0 1
AEN12| O 0 0 0 1 1 0 0
AEN11| O 0 0 0 1 0 1 1
AEN10| © 0 0 0 1 0 1 0
AENS | 0O 0 0 0 1 0 0 1
AEN8 | 0O 0 0 0 1 0 0 0
AEN7 | O 0 0 0 0 1 1 1
AEN6 | O 0 0 0 0 1 1 0
AENS | © 0 0 0 0 1 0 1
AEN4 | © 0 0 0 0 1 0 0
AEN3 | 0 0 0 0 0 0 1 1
AEN2 | O 0 0 0 0 0 1 0
AEN1 | O 0 0 0 0 0 0 1
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The following table specifies the expansion board AENx decode:

Expansion Board AENx Decode
Signal Decode
AENX 0
MIO 0
LA<9> 0
LA<8> 0
LA<1l> X
LA<10> X
LA<T> X
LA<6> x
LA<S> b
LA<4> X
LA<3> X
LA<2> X
LA<1> X
LA<O> X

Note: x depends on the address being decoded.

The system board negates (low) AENx for slot-specific I/O cycles a short time after
asserting START*. For ISA I/O cycles, the system board holds AENx negated until at
least 1/2 BCLK after the trailing edge of IORT* or IOWC* to assure compatibility with
ISA I/O slaves. For EISA I/O cycles, the system board holds AENx negated while it bolds
LA <15:2> valid.

A bus master need not add a delay between back-to-back 1/O cycles to ISA 1/O
slaves. The BCLK added to the end of a cycle during the system board's data size
translation satisfies the AENx hold requirement.

2.8.7.4 1/0 Address Decoding

I/O addresses between 0400h and 04FFh are reserved for current and future EISA
system board peripherals defined by this specification. System board manufacturers can
gsc system board addresses 0800-08FFh and 0CO00-0CFFh for manufacturer specific [/O

evices.
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2.9 Bus Arbitration

EISA provides centralized arbitration control to allow bus sharing among the CPU,
DMA controller, refresh controller and bus masters. A device asserts a bus request signal
to arbitrate for bus access. The centralized arbitration controller arbitrates the request and
the system board asserts a bus grant signal when the bus is available. The arbitration
period does not affect execution of bus cycles by the active device. If other arbiters
Breempt the active device by asserting a bus request (MREQx* or DRQ<x>) while the
us is busy, the system board negates the bus grant signal (DAK®<x> or MAKx*) to
indicate to the active device that it must release the bus, and the central arbitration
controller performs the arbitration.1 After the active device releases the bus (indicated by
negation of the bus request signal), the system board asserts the appropriate bus grant
signal for the winning device.

An EISA bus master or DMA device may be greempted by another device that
requests use of the bus. A bus master must release the bus within 64 BCLK periods (8 us)
after sampling its MAKx* negated to prevent a bus timeout NMI. The DMA controller
stops the DMA transfer and releases the bus within 32 BCLK periods (4 ps) of a

reemption. The arbitration controller measures the bus timeout from the rising edge of

CLK after negation of MAKx*. The arbitration controller counts 64 BCLK periods for a
bus master, then samples MREQx*. If MREQx* is still asserted, an NMI is generated and
the reset controller asserts RESDRYV to reset the offending bus master.

Following the negation of MREQx*®, the system allows the completion of the last
bus cycle before actually transferring control of the bus. This allows a bus cycle to be
started (START?*) before the timeout, and actual bus transfer to occur on the BCLK
following the end of the cycle. This is true for cycles terminated by EXRDY or by EX32*
(or EX16*). For Burst transfers, MSBURST* must be negated with the negation of
MREQx*. For downshift Burst transfers, MSBURST* must be negated one transfer cycle
after the negation of MREQx*.

1. Only DMA devices that take advantage of EISA enhancements can be preempied
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Figure 67 - Bus Master: Starting a Normal Cycle
Without & Bus Timeout

(The figure shows the latest possible time to start without a bus timeout)
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Figure 68 - Bus Master: Continuing a Burst Cycle
Without a Bus Timeout
(The figure shows the latest possible time to start without a bus timeout)
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Figure 69 - Bus Master: Continuing a Downshift Burst Cycle Without a Bus Timeout

(The figure shows the latest possible time to start without a bus timeout)
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Note: A wait state is shown to illustrate an allowable extension.

The main CPU is given bus access when no other device is requesting use of the bus.
In addition, the CPU system should request bus access when it has a cycle to execute. In
cache-based systems, the request typically results from a cache miss. In noncached systems,
the CPU is always requesting the bus. )

In some systemns, depending on the characteristics of the CPU and associated
systems, it may be desirable for the arbitration system to allow the CPU to continue to hold
the bus for a period of time after preemption by another device (or as long as the CPU
continues to require the bus). This allows more time for the CPU to execute under heavily
loaded conditions. To limit system latency, bus hold time from preemption to CPU hold
request, should be kept to a maximum of 32 BCLKs. If this is done, then the maximum
time the CPU could keep the bus becomes the maximum CPU hold request time, plus 32
BCLKs. The CPU hold request maximum typically occurs during 2 sequence of LOCKED
cycles. Therefore, to keep arbitration time to a minimum, LOCKED cycles should only be
performed to high-speed memory.

Figure 70 illustrates the control signals that each arbiter uses for bus arbitration.

The preemptable arbiters include the main CPU, the DMA controller and any EISA bus
master.
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Figure 70 - Centralized Arbitration
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2.9.1 System Arbitration Priorities

The EISA system board uses a multilével rotating priority arbitration method. On a
fully loaded bus, the order in which devices are granted bus access is independent of the
order in which they assert a bus request, since devices are serviced based on their position
in the rotation. The arbitration scheme assures that DMA channels access the bus with
minima!l latency. The DMA controller is given a high level of priority to assure
compatibility with traditional ISA expansion boards that require short bus latency. The
EISA bus masters have a low priority and their design must provide for longer latency.

DMA priorities can be modified by programming the DMA controller command
registers to rotating priority.

Figure 71 illustrates arbitration priorities with both DMA controllers programmed

for fixed priority, and Figure 72 illustrates arbitration priorities with both DMA controllers
programmed for rotating priority.
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Figure 71 - Fixed DMA Priority Arbitration Sequence
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Figure 72 - Rotating DMA Priority Arbitration Sequence
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The top priority level uses a 3-way rotation to grant bus access sequentially to a
DMA channel, the refresh controller, and a device from the 2-way rotation CPU or a bus
master). A DMA channel, the refresh controller, and a device from the 2-way rotation
each gain access to the bus at least one of every three arbitration cycles (depending on
what devices are requesting service). A device that does not request the bus is skipped in
the rotation.

NMI interrupts are given special priority. If an NMI interrupt occurs, the
arbitration mechanism is modified so that the bus masters and the DMA controller are
bypassed each time they come up for rotation. This gives the CPU complete control of the
bus to perform the NMI service.

292 Subsystem Priorities and Latencies

This section illustrates the bus grant latency for a variety of system configurations.
The estimates are intended to illustrate latencies 1n practical system configurations. The
bus grant latency tabulations are based on the following assumptions:

¢  An 8 MHz EISA bus.

. The CPU releases the bus within 9 us (32 BCLK periods plus 5 ps completion
time for a locked cycle) after a preemption occurs.

. Bus masters release the bus within 10.6 us (64 BCLK periods plus completion
time for the final cycle) after a preemption occurs.

e  The DMA controller (programmed for block or demand mode) releases the bus
within 5.8 us (32 B periods plus completion time for the final cycle).

. Single cycle DMA completes in 1.1 us.
e  The DMA controller is programmed for fixed priority.
. A refresh cycle takes 1.3 us.

. ’}he CPU, DMA channels, and bus masters re-assert their bus request signal
immediately after relinquishing the bus after a preempt.
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The latency assumptions noted above are not valid for all configurations, so the

actual latency may be different for any specific case. Some of the configuration specifics
that affect latency include: :

DMA devices programmed for ISA compatible BLOCK mode or ISA
compatible demand mode.

Another special case occurs when the main CPU operates directly from EISA
expansion bus memory, continuously requesting the bus. A device with a new
bus grant gets an immediate preempt because of the CPU request. The device
must release the bus within the 8 us time limit.

Slow memory affects latency, particularly when used by the CPU or bus masters
to do LOCKED cycles or 32-bit operations. An 8-bit ISA memory accessed -
with 32-bit accesses can cause much longer latencies than usual, particularly if
accessed with read-modify-write type instructions with a LOCK prefix.

The following bus grant latency tables include a separate table for each device type

that arbitrates for the bus (the main CPU, the DMA controller, the refresh controller and
bus masters). The device grant latency total (at the end of each table) indicates the
device's worst case latency for the configuration. Each table includes four cases to

illustrate the bus grant latency for a variety of configurations.

The following table illustrates the latency calculation for a variety of DMA

configurations:

DMA Latency Examples Case 1 Case 2 Case 3 Case 4
Bus Load Assumptions: Qty Qty Qty Qty
DMA Channels EBIk) 0 1 1 2
DMA Channels (Sgi Cyc) 2 1 2 1
Bus Masters 2 2 2 2
Bus Grant Sequence: (us) (us) (us) (us)
DMA Channel 0 1.1 5.0 5.0 5.0
Refresh 13 1.3 13 13
CPU 9.0 9.0 9.0 9.0
DMA Channel 1 Grant Grant 1.1 5.0
Bus Master na na 10.6 - 10.6
DMA Channel 2 na na Grant Grant
DMA Grant Latency 114 153 27.0 30.9
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The following table illustrates the latency calculation for the refresh controller. The
calculations show that distributed refresh occurs:

Refresh Latency Examples Case 1 Case 2 Case 3 Case 4
Bus Load Assumptions: Qty Qty Qty Qty
DMA Channels éBlk) 0 1 2 1
DMA Channels (Sgi Cyc) 2 1 1 1
Bus Masters 0 1 6 1
Bus Grant Sequence: (us) (us) s) (ms)
Refresh na na na 1.3
Bus Master na na na 10.6
DMA Channel na na na 1.1
Refresh na na na Skip
CrU na na na 9.0
DMA Channel na na na 5.0
Refresh na na na Grant
Bus Master 10.6 10.6 10.6 na
DMA Channel 1.1 50 5.0 na
Refresh Grant Grant Grant na
Refresh Grant Latency 11.7 15.6 15.6 27.0
The following table illustrates the latency calculation for the main CPU. Case 3
sl(xi%wz that the CPU latency does not increase when large numbers of bus masters are
added.
CPU Latency Examples Case 1 Case 2 Case3 |Cased
Bus Load Assumptions: Qty Qty Qty Qty
DMA Channels (Blk) 0 1 1 2
DMA Chanaels (Sgl Cyc) 2 1 1 1
Bus Masters 1 1 2 6
Bus Grant Sequence: (us) (us) (us) (us)
DMA Channel 1 1.1 5.0 5.0 5.0
Refresh 13 13 13 1.3
Bus Master 10.6 10.6 10.6 10.6
DMA Channel 2 1.1 1.1 1.1 S.0
CPU Grant Grant Grant Grant
CPU Grant Latency 14.1 -18.0 18.0 - 219
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The following table illustrates the latency calculation for 2 CPU bus grant to service
an NMI. Case 1 shows the grant sequence without an NML Case 2 shows the grant
sequence if a block mode DMA channel has the bus when the NMI is asserted, and a bus
master is next in the rotation. Case 3 shows the grant sequence if a DMA channel has the
bus when the NMI is asserted and the CPU is next in the rotation. Case 4 shows the grant
sequence if a bus master has the bus when the NMI is asserted.

NMI Latency Examples Case 1 Case 2 Case 3 Case 4
Bus Load Assumptions: Qty Qty Qty . Qty
DMA Channels EBIR) 2 2 2 2
DMA Channels (Sg! Cyc) 0 0 0 0
Bus Masters 3 3 3 3
NMI asserted no yes yes yes
Bus Grant Sequence: (us) (us) (us) (us)
DMA Channel 0 5.0 5.0 na na
Refresh 13 13 na na
Bus Master 10.6 Skip na 10.6
DMA Channel 1 5.0 Skip 5.0 Skip
Refresh 1.3 . Skip 1.3 13
CpU Grant - Grant Grant Grant
NMI Service Latency na 7.9 7.9 119
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The following table illustrates the latency calculation for an EISA bus master:

Bus Master Latency Case 1 - Case 2 Case 3 Case 4
Bus Load Assumptions: Quy Qty Qty Qty
DMA Channels éBlk) 0 1 1 1
DMA Channels (Sgl Cyc) 2 1 1 1
Bus Masters 1 1 2 6
Bus Grant Sequence: (us) (s) 1s) (1s)
DMA Channel 1 1.1 5.0 5.0 5.0
Refresh 13 1.3 1.3 1.3
CPU 9.0 9.0 9.0 9.0
DMA Channel 2 1.1 1.1 1.1 1.1
Bus Master 1 Grant Grant 10.6 10.6
DMA Channel 1 na na 5.0 5.0
Refresh na na 1.3 1.3
CPU na -na 9.0 9.0
DMA Channel 2 na na 1.1 1.1
Refresh na pa 1.3 13
Bus Master 2 na na Grant 10.6
DMA Channel 1 na ".na na 5.0
Refresh na na na 1.3
CPU na na na 9.0
DMA Channel 2 na na na 5.0
Refresh na na na 13
Bus Master 3 na na na 10.6
DMA Channel 1 na na na 5.0
Refresh na na na 1.3
CpPU na na na 9.0
DMA Channel 2 na na na 5.0
Refresh na na na 13
Bus Master 4 na na na 10.6
DMA Channel 1 na na na 5.0
Refresh na na na 1.3
CPU na na na 9.0
DMA Channel 2 na na na 5.0
Refresh na na na 13
Bus Master 5.0 na na na - 10.6
DMA Channel 1 na na na 5.0
Refresh na na na 1.3
CPU na na na 9.0
DMA Channel 2 na na na 5.0
Refresh na na na 1.3
Bus Master 6 na na na Grant
Bus Master Grant Latency 12.5 164 46.3 173.5
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2.9.3

EISA Bus Master Arbitration Cycle Descriptions

EISA bus masters use the slot-specific signals, MREQx* and MAKx*® for bus
arbitration. The EISA bus master asserts MREQx* to request bus access. If the systein
board samples MREQx* asserted, the centralized arbitration controller performs the
arbitration and the system board asserts MAKx* to acknowledge that the bus master may
access the bus. The centralized system board can negate MAKx* while the bus master is
accessing the bus. The bus master must release the bus within 64 BCLKs (8 us) after
negation of MAKx*. The centralized arbitration controller causes an NMI if a bus master
fails to release the bus within the 8 s time limit.

Figure 73 illustrates an arbitration sequence in which the slot 2 bus master preempts
the slot 1 bus master. The following procedure describes the arbitration sequence:

A
B.

>

H.
L
J.

Master 1 requests control of the bus by asserting MREQ1*.

The system board samples MREQ1* asserted and arbitrates among all other
requests, eventually granting control of the bus to Master 1 by asserting
MAX1* on the rising edge of BCLK.

Master 2 requests control of the bus by asserting MREQ2".

The system board preempts Master 1 by negating MAK1* on the rising edge
of BCLK. Master 1 now has 64 BCLKs (8 us) to relinquish control of the
bus.

Master 1 stops driving the address bus, data bus and the control signals, and
negates MREQ1*.

Master 1 still requires the bus, however, so it waits two BCLKs and asserts
MREQ1* again.

Master 2 is granted control of the bus by the system board, and begins driving
the bus signals and executing cycles.

Master 2 voluntarily relinquishes control of the bus by negating MREQ2*.

‘The system board samples MREQ2* negated and begins bus arbitration.

The system board gives Master 1 control of the bus again.

Note: There is typically a one BCLK delay between the time MREQx* is sampled by the
system and the time the system responds.
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Figure 73 - Bus Arbitration Between Two Bus Masters
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2.10 Memory Refresh

The EISA system board performs memory refresh. EISA bus masters need not
supply refresh cycles since the refresh controller can preempt the bus master and perform
the necessary refresh cycles. sixteen-bit ISA bus masters that hold the bus longer than 15
us must supply memory refresh cycles.

A memory slave must monitor REFRESH"® to detect a refresh address. If
REFRESH"* is asserted before assertion of START™, the address on the bus is a refresh
address. The refresh cycle lasts from the leading edge of START® through the trailing
edge of CMD* (2 BCLK periods) unless wait states are added by the memory slave
negating EXRDY (EISA slaves) or CHRDY (ISA slaves). Memory slaves must not drive
data on the bus during refresh. To achieve maximum performance, memory slaves should
not add wait states to refresh cycles.

The refresh controller drives the refresh address onto the LA <15:2> address lines
(14 bits of refresh counter) and also enables the BE® <3:0> lines so that they can be
translated to SA<1:0> lines. The state of LA<31:16> is indeterminate. The refresh
address bit order on the LA <15:2> and SA<15:0> bus is as follows:

13}12]111310| 9| 8| 1} O 7} 6 5 4.3 2! 1] O|{Refresh

15{14|13|12}11{10f 9} 8| 7| 6{ S5{ 4| 3| 2| 1| O|LA<>, SA<>

Refresh requests are generated by two sources: system timer 1 counter 1, and 16-bit
bus masters that assert REFRESH® when they are in control of the bus. The system timer
is programmed to request a refresh about every 15 microseconds.

The refresh controller performs distributed refresh and increments a counter each
time a refresh request is not serviced within the normal 15 us interval. The counter counts
up to four incomplete refresh requests. The refresh controller executes one refresh cycle

_when it gains control of the bus, and decrements the pending refresh count. If more
refreshes are queued up, the refresh controller immediately requests the bus again, without
waiting the normal 15 us interval. In this case, if no other device requires use of the bus,
then the REFRESH® negated time can be as short as 1 BCLK.

The incomplete refresh counter allows refresh to be held off for a maximum of 75
us without refresh loss. The counter helps prevent 16-bit ISA bus masters and ISA
compatible block or demand mode DMA devices from causing refresh loss when they do
not release the bus.

Figure 74 shows a standard and a one-wait state EISA refresh cycle.
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Figure 74 - Refresh Cycles (Standard and One Wait State)
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2.11 Electrical SpeclHiications

The electrical drive characteristics listed elsewhere in this specification assume a
maximum of 8 bus slots. Slot-specific elements of the EISA architecture logically support
up to 15 slots. Although an EISA system can logically support up to 15 slots, a practical
system configuration would be unlikely to have more than 8 slots.

2.11.1 Power Consumption

The following table describes the power specification for each slot. Total supply
current and thermal dissipation are product specific and beyond the scope of this
specification.

Supply Supply Guaranteed

Volitage Current Current

+5 Volts + 5% 4.5 amps 2.0 amps

-5 Volts + 10% 2 amps -

+12 Volts + 5% . 1.5 amps -

-12 Volts * 10% 3 amps -

NOTE: Current on any pin cannot exceed 0.5 amps for EISA pios and 1.5 amps
for ISA pins. _
2.11.2 DC Characteristics

Six drive types are used in the EISA bus. They are as follows:

3SL 3-state light drive
TPL Totem Pole light drive
OCL Open Collector light drive
3SH 3-state heavy drive
3TPH Totem Pole heavy drive

OCH Open Collector heavy drive
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The following table shows the DC output characteristics for each of the output
types.

Output DC Characteristics by Driver Type
3SL TPL OCL 3SH TPH OCH

min|{ maxjmin |max {min | maxjmin jmax | min| max| min |max
Vou (V)| 24 24 24 24
Vo (V) 05 0.5 0.5 0.5 0.5 0.5
Ion (mA) -4 -4 3 -3
IoL (mA) 5.0 5.0 5.0 24 24 24

The following table defines the DC characteristics of an input.

Input DC Characteristics

min| max units
Vi 20 A%
v 0.8 A"
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The following table shows drive types required for each signal on the bus, signals
that may have expansion-slot loads, and system-board pull up or down resistors required.

Drive, Load, and Pull-up/Pull-down Requirements by Bus Signal

Signal Drive Input Load Pull- Pull- Notes
Name - Type Per Slot (WA) up down

I In (ohms) | (ohms)
AENx TPL 800 -80
BALE TPH 800 -80
BCLK TPH 800 -80
BE®*<3:0> 3SH 800 -80
CHRD OCH 800 -80 1.0K 1
CMD* TPH 800 -80
D<31:0> 3SH 800 -80 82K 1
DAK*<7:0>f TPL 800 | . -80 2
DRQ<7:0>{ 3SL 20 -20 5.6K 13
EX16* OCH 800 -80 300 1
EX32* OCH 800 -80 300 1
EXRDY OCH 800 -80 300 1
1016* OCH 800 -80 300 1
1I0CHK* OCH 800 -80 4.7K 1
IORC* 3SH 800 -80 82K 1
Iowc* 3SH 800 -80 82K 1
JRQ<15:3>| OCL 20 -20 82K 1,4
LA*<31:24> 3SH 800 -80 1.0K 1
LA<23:2> 3SH 800 -80
LOCK* 3SH 800 -80 1.0K 1
M-10 3SH 800 -80
M16* OCH 800 -80 300 1
MAKx* TPL 800 -80
MASTER16% OCH 800 -80 300 1
MRDC* - 3SH 800 -80 |~ 82K 1
MREQx* TPL 82K 1
MSBURST*| 3SH 800 -80 8.2K 1
MWTC* 3SH 800 -80 82K 1
NOWS* OCH 800 -80 300 1
OSC TPH 800 -80
REFRESH* | OCH 800 -80 300 1
RESDRYV TPH 800 -80
SA<19:0> 3SH 800 -80
SBHE* 3SH 800 -80
SLBURST* | OCH 800 -80 300 1
SMRDC* TPH 800 -80
SMWTC* TPH 800 -80
START* 3SH 800 -80 8.2K 1
T-C 3SH 800 -80
W-R 3SH 800 -80 -
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NOTES:
1.  These pull-up and pull-down resistors are required on system boards only.

2. A maximum of 6 slots at a time may be filled with adapters connected to any
one of the individual DAK* <7:0> signals.

3. Low-level input leakage current on the DRQ<7:0> inputs is such that the pull
down resistors %;Jarantee a logic low when no device is driving the signals. To
protect drivers from damage due to incorrect system configuration (totem-pole
and open-collector outputs sharing the same line) all DRQ outputs must include
a up to a 47 ohm series resistor between the driver output and the bus. This is
unnecessary if the driver can stand to be continuously driven to any voltage
between Vec and ground without damage.

4. ISA compatible devices may drive the IRQ < 15:3> signals with a totem pole
output and as such cannot share interrupts. To protect drivers from damage
due to incorrect system configuration (totem-pole and open-collector outputs
sharing the same line), [RQ<x> outputs must include up to a 47 ohm series
resistor between the driver output and the bus. This is unnecessary if the driver
can stand to be continuously driven to any voltage between Vcc and ground
without damage. ,

2.11.3 Signal Routing and Capacitive Loading Requirements

Signal run lengths between the bus connector and the drivers and receivers on
expansion boards should be limited to 2.5 inches.

The following table shows the maximum allowable loading capacitance for
expansion boards, mcluding wiring capacitance, and the total load ca acitance an
expansion board must drive. Total foad capacitance for signals driven only by the system
board is product specific and beyond the scope of this specification.
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Load Capacitance

Signal -Ioput Load Capacitance
Name . er Slot Total

(H (pf)
AENx 20 -
BALE 20 -
BCLK 20 -
BE*<3:0> 20 240
CHRDY 20 240
CMD* 20 -
D<31:0> 20 240
DAK*<7:0> 20 -
DRQ<7:0> - 120
EX16®* 20 240
EX32* 20 240
EXRDY 20 . 240
1016* 20 240
10CHK* 20 240
IORC* , 20 240
IOWC* 20 240
IRQ<15:3> 20 120
LA®*<31:24> 20 240
LA<23:2> 20 240
LOCK* 20 240
M-IO 20 240
Mie6* 20 240
MAKx* 20 -
MASTER16* 20 - 240
MRDC* 20 240
MREQx* - 120
MSBURST® 20 240
MWTC* 20 240
NOWS* ) 20 240
osC 20 -
REFRESH* 20 240
RESDRV 20 -
SA<19:0> 20 240
SBHE* 20 240
SLBURST* 20 240
SMRDC* 20 -
SMWTC* 20 -
START* 20 240
T-C 20 240
W-R 20 240

2.11.4 AC Characteristics

The following bus timing specifications identify the minimum or maximum timing
parameters for EISA signals. To meet the bus timing specifications, an output signal’s
timing must provide margin for the signal to propagate from the driver output to any
receiver input, and for transients caused by transmission line reflections to setile at a stable
TTL logic level.
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The following definitions apply to all of the AC characteristics:

SETUP - applicable to inputs, the time preceding a sampling event during which the state
(high or low) of the incoming signal must not change.

HOLD - applicable to inputs, the time following a sampling event during which the state
(high or low) of the incoming signal must not change.

DELAY (min) - applicable to outputs, the minimum time following a timing event before
which the state (high or low) of the outgoing signal can change.

DELAY (max) - applicable to outputs, the time following a timing event after which the
state (high or low) of the outgoing signal must not change.

2.11.4.1 ISA-compatible Timing Parameters

This section specifies the timing requirements for all ISA compatible devices. The
ISA bus timing is divided into two main groups, CPU cycles and bus master cycles. ISA bus
masters which do not synchronize their signals to B%L,K must use the bus master cycle
specifications. ISA bus masters which synchronize their signals to BCLK have the C{Edon of
using CPU cycle specifications where the parameters are equivalent, and must use the CPU
cycle specifications for NOWS*.

The following assumptions are included in the calculations which were used to
create these specifications:

1) A device which generates a signal can meet the timing specs into the
specified AC and DC load.

2) CPU cycle timing numbers are measured at the system board drivers and
receivers. Master timing numbers are measured at the master's drivers and
receivers.

3) Bus propagation delay has not been included in the ISA timing calculations.
It is the responsibility of the slave. designer to guarantee that there is
sufficient margin in the design to allow for bus propagation delay. -

4)  Each driver for a signal must drive the signal such that it can settle to within
the TTL input DC spec (less than 0.8 volts or greater than 2.0 volts) at the
specified location on the bus within the specified delay time.

S) For drivers with open-collector type of outputs, the "valid" delay must include
the rise time of the pullup resistor and the bus capacitance, to guarantee that
the input is above a valid logic-high level (2.0 volts) if the input is negating
during the time in question.

The ISA timing specifications are based on the timing for an IBM(R) PC-AT Model

339. Three classes of timing parameters are shown, delays from one system or bus master
output to another, slave input-to-output delays, and system input setup.
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chronous slaves which do not use BCLK are required only to meet the input-to-
output delays specified. When a slave's outputs are a function of more than one input from
the system, the slave's design must guarantee that all of the delay specifications indicated
here are satisfied. However, for any one bus cycle the actual switching time of the output
will be determined by the latest specification to be satisfied.

NOWS?* is a synchronous signal and masters and slaves which use it are required to
meet setup and delay times from BCLK.

Figure 75 shows the timing parameters for the ISA-compatibie portion of the EISA
bus. Please note that Figure 75 is two pages long.

Figure 76 shows timing paramters for the ISA-compatible portion of the EISA bus
for bus master cycles.

Figure 77 is similar to figure 75, with the exception that the signals are illustrated
from the perspective of the device.
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Figure 75 - 1SA Bus Timing, System Timing
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Figure 75 - ISA Bus Timing, System Timing
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EXTENDED INDUSTRY STANDARD ARCHITECTURE

CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Parameter Table for Figure 75

Ret { - o !S_AN@ M MAM.ESIGNAL : - Timing (ns) {Note
R IS numc"“pmns DESCRIPTION Min | Max
i LA<23:117> vahd beforeBALEaserted 56
2 |LA<23:17> valid before BALE negated 116
3 LA<23:17> valid before MBDC* MWTC* asserted

3a Memory Access to 16-bit ISA Slave 112
3b Memory Access to 8-bit ISA Slave 176
9 1SA<19:0> & SBHE* valid before BALE negated 28
10 |SA<19:0> & SBHE* valid before MRDC* MWTC™ asserted

10a Memory Access to 16-bit ISA Slave 24
10b Memory Access 10 8-bit ISA Stave 88
10 |SA<19:0> & SBHE* valid before SMRDC* SMWTC* asserted

10¢ Memory Access to 16-bit ISA Slave ' 28
10d Memory Access to 8-blt ISA Slave 88
10e [SA<19:0> & SBHE* valid before IORC*,|IOWC* asserted 88
11 |SA<19:0> & SBHE?* valid before MRDC* MWTC* nggated

11a Memory Access to 16-bit ISA Slave - 2 BCLK 150
11b MemoryAcoesstow-buISASlave-StandarﬁCyde(aBCLK) 270
11c | Memory Access to 16-bit ISA Slave - 4 BCLK 30
11d Memory Access to 8-bit ISA Slave - 3 BCLK . 270
11e Memory Access to 8-bit ISA Stave - Standard Cycle (6 BCLK) 630
11f Memory Access to 8-bit ISA Slave - 7 BCLK 750
12 IBALE asserted before BALE negated 30
13 |BALE asserted before MRDC*,MWTC* asserted

13a Memory Access to 16-bit 1ISA Slave 30
13b | Memory Access to 8-bit ISA Slave 90
13 |BALE asserted before SMRDC* , SMWTC* asserted

13¢ Memory Access to 16-bit ISA Slave 30
13d { Memory Access to 8-bit ISA Slave 90
13e |BALE asserted before IORC* JOWC* asserted 90
14 {BALE asserted before LA<23:17> invalid
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EXTENDED INDUSTRY STANDARD ARCHITECTURE

CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Parameter Table for Figure 75 (continued)

BN “JSA COMEA ms&smﬁm »Timing {ns) {Note

; QPR A«&»&J.\e-u\mﬁ]mm P W DﬁSCBlPT!OR Min-Max
15 |BALE asserted before MRDC*,MWTC*, SMRDC*, SMWTC* negated

15a Memory Access 1o 16-bit ISA Slave - 2 BCLK 154
15b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLX) 274
15¢ Memory Access 10 16-bit ISA Slave - 4 BOLK 334
15d Memory Access to 8-bit ISA Save - 3 BCLK 274
15e Memory Access to 8-bit ISA Slave - Standard Cyde (6 BCLK) 634
15§ Memory Access 1o 8-bit ISA Slave - 7 BCLK 754
18 |BALE negated before LA<23:17> invalid 22
22 |MRDC*,MWTC* asserted before LA<23:17> invalid
224 Memory Access 1o 16-bit ISA Slave 25
22b Memory Access to 8-bit ISA Slave -30
23 |MRDC* MWTC* asseried before MRDC* MWTC* negated
23a Memory Access o 15-bit ISA Slave - 2 BCLK : 104
23b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 230
23c Memory Access to 16-bit ISA Stave - 4 BCLK 350
230 Memory Access to 8-bit ISA Stave - 3 BGLK 166
23e MemoryAcmstoB—bMSASlave~StarwdardCyde(sscu<) 530
23t Memory Access to 8-bit ISA Slave - 7 BOLK 650
23 |SMRDC*,SMWTC* asserted before SMRDC*,SMWTC* negated
23g | Memory Access to 16-bit ISA Siave - 2 BOLK 98
23h Memory Access to 16-bit ISA Slave - Standard Cycle 3 BCLK) 222
23 Memory Access to 16-bit ISA Slave - 4 BCLK 350
23k Memory Access to 8-bit 1SA Stave -3 BOLK 160
23! Memory Access 1o 8-bit ISA Slave - Standard Cycle (6 BCLK) 530
23m| Memory Access 10 8-bit ISA Slave - 7 BOLK 650
23 |IORC*.JIOWC* asserted before IORC*,|IOWC* negated
230 | 1/0 Access to 16-bit ISA Slave - Standard Cycle 3 BCLK) 166
23p 1/0 Access to 16-bit ISA Slave - 4 BCLK 290
23q 1/0 Access to 8-blt ISA Slave - 3 BCLK 168
23r 1/0 Access to 8-bit ISA Stave - Standard Cycle {6 BCLK) 530
23s 1/0 Access to 8-bit ISA Slave - 7 BCLK 650
24 |MRDC*.MWTC* asserted before SA<19:0> invalid
24a Memory Access 10 16-bit ISA Slave - 2 BCLK 152
24b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 272
24¢ Memory Access lo 16-bit ISA Slave - 4 BCLK - 392
24d Memory Access o 8-bit iSA Slave - 3 BCLK 212
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EXTENDED INDUSTRY STANDARD ARCHITECTURE

CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Parameter Table for Figure 75 (continued)

A COMPATISLE SIGNAL “Timing (ns).{Note
B ' RINTINING PARAMETERS DESCRIFTION MR P Max {7
24e Memory Access to 8-bit ISA Slave - Standard Cydle (6 BCLK) 572
24t Memory Access to 8-bit 1SA Slave - 7 BGLK 692
24 |SMRDC*,SMWTC* asserted before SA<19:0> invalid
24g Memory Access to 16-bit ISA Slave - 2 BCLK 152
24h Memory Access to 16-bit ISA Slave - Standard Cydle (3 BCLK) 272
24 Memory Access to 16-blt ISA Slave - 4 BCLK 382
24k Memory Access to 8-bit ISA Stave - 3 BCLK 212
24l Memory Access to 8-blt ISA Slave - Standard Cycle (6 BCLK) 572
24m| Memory Access to 8-bit ISA Slave - 7 BCLK 692
24 {IORCH,JOWC* asserted before SA<19:0> invalid
240 1/0 Access to 16-bit ISA Slave - Standard Cycie (3 BCLK) 212
24D 1/0 Access 1o 16-bit ISA Slave - 4 BOLK 332
24q 1/0 Access to 8-bit ISA Slave - 3 BCLK 212
24r 1/0 Access to 8-blt ISA Slave - Standard Cydie (6 BCLK) 572
24s 1/0 Access 1o 8-bit ISA Slave - 7 BCLK 692
25 IMRDC*,MWTC* asserted before next BALE asserted
253 Memory Access 1o 16-bit ISA Slave - 2 BCLK 160
25b Memory Access 1o 16-bit ISA Slave - Standard Cydle (3 BCLK) 280
25¢ Memory Access to 8-bit ISA Slave - 3 BCLK 220
25d Memory Access to 8-blt ISA Slave - Standard Cycle (6 BCLK) 580
25 |SMRDC*,SMWTC* asserted before next BALE asserted
25e Memory Access to 16-bi ISA Slave - 2 BCLK 160
25f Memory Access to 16-bit ISA Slave - Standard Cydle (3 BCLK) 280
25g Memory Access 10 8-bit ISA Siave - 3 BCLK 220
25h Memory Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 580
25 |IORC* JOWC* asserted before next BALE asserted a
25i 1/0 Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 220 a
25§ 1/0O Access to 8-blt ISA Slave - 3 BCLK 220 a
25k {/O Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 580 a
26 |MRDC*,MWTC* asserted before next MRDC* MWTC* asserted
26a Memory Access to 16-bit ISA Slave - 2 BCLK 228
26b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 350
26¢C Memory Access to 8-bit 1SA Slave - 3 BCLK 290
26d Memory Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 650
26 [SMRDC*,SMWTC* asserted before next SMRDC*,SMWTC* asserted
26e | Memory Access to 16-bit ISA Slave - 2 BCLK 98
26f Memory Access to 16-bit ISA Stave - Standard Cycle (3 BCLK) 222
26 Memory Access to 8-bit ISA Slave - 3 BCLK 160
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EXTENDED INDUSTRY STANDARD ARCH:TECTURE
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Parameter Table for Figure 75 (continued)

SA

N e BRI TR DRI

2=} - Timing {ns) {Note

MING PARAMETERS DESCRIP R Lt Min ] Max ]

Memory Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 530
26 HORC*,|0WC* asserted before next IDRC* IOWC* asserted a
26i 1/0 Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 350 a
26j 1/0 Access to 8-bit ISA Stave - 3 BCLK 290 a
26k 1/0 Access to 8-bit ISA Stave - Standard Cycle (6 BCLK) 710 a
27a |MRDC*,MWTC* negated before SA<18:0> lavalid 32
27b |SMRDC* , SMWTC* negated before SA <19:0> Invalid 32
27¢ |IORC*,|OWC* negated before SA<19:0> nvalid 32

23a [MRDC*,MWTC* negated before next BALE asserted 36
29b {SMRDC*,SMWTC* negated before naxt BALE asserted . 36
29c {|IORC* IOWC* negated before next BALE asserted 36

31 |LA<23:17> valid to M16* valid : 96

32 {LA<23:17> valid to NOWS* asserted

32a Memory Access to 16-bit ISA Slave - 2 BCLK 156

32b Memory Access to 8-bit ISA Slave - 3 BCLK 280

33 |LA<23:17> valid to CHRDY negated
33a | MemoryAccess to 16-bit ISA Slave - 4 BCLKs 284
33b Memory Access to 8-blt ISA Slave - 7 BCLKs 654

34 |LA<23:17> valid to read data valid

3a Memory Access to 16-bit ISA Slave - 2 BCLK 204
34b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 330
34c | Memory Access o 16-bit 1SA Slave - 4 BCLK 456
34d | Memory Access to 8-bit ISA Slave - 3 BCLK 320
34e Memory Access to 8-bit {SA Stave - Standard Cycle (6 BCLK) 694
34¢ Memory Access 1o 8-bit ISA Slave - 7 BCLK 820

36 | BALE asserted to NOWS* asserted

36a Memory Access to 16-bit [SA Slave 70

36b Memory Access to 8-bit ISA Slave 196
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EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Parameter Table for Figure 75 (continued)

Q.SMAW&GNAL

Ret

N _mmmpmmmscmmm

37 IBALE assartad to CHRDY negated

37a Memory Access to 16-bit ISA Slave - 4 BCLKs 200
37b Memory Access to 8-bit ISA Stave - 7 BCLKs 560
37c 1/0 Access to 16-bit ISA Slave - 4 BCIKs 200
37d 1/0 Access to 8-bit ISA Slave - 7 BCLKs ) 560
38 |BALE asserted to read data valid .

38a Memory Access to 16-bit ISA Slave - 2 BCLK 120
38b Memory Access to 16-bit 1ISA Slave - Standard Cycle (3 BCLK) 246
38¢ Memory Access to 16-bit ISA Slave - 4 BOLK 370
38d Memory Access to 8-bit ISA Slave - 3 BCLK 236
38¢ Memory Access to 8-bit ISA Slave - Standard Cydle (6 BCLK) : : 610
38f Memory Access to 8-bit ISA Slave - 7 BCOLK 730
38h 1/0 Access to 16-blt ISA Slave - Standard Cydle (3 BCLK) - 246
38 1/0 Access to 16-bit ISA Slave - 4 BCLK 370
38k i/0 Access to 8-bit ISA Slave - 3 BCLK - 236
38! 1/0 Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 610
38m| /O Access to 8-bit ISA Slave - 7 BCLK 730
40 {SA<19:0>, SBHE valid to NOWS* asserted

40a Memory Access to 16-bit ISA Slave - 2 BCLK 68
40b | Memory Access to B-bit ISA Slave - 3 BCLK 182
40d | 1/0 Access to 8-bit ISA Slave - 3 BCLK 182
41 |SA<19:0>, SBHE valid to CHRDY negated

41a Memory Access to 16-bit ISA Slave ‘ 196
41b Memory Access 1o 8-bit ISA Slave 560
41c i/0 Access to 16-bit ISA Slave 196
41d 1/O Access to 8-bit ISA Siave 560

42 |SA<19:0>, SBHE valid to read data valid

42a |  Memory Access 10 16-bit ISA Slave - 2 BCLK 116
42b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 242
42¢ Memory Access to 16-bit ISA Slave - 4 BCLK 366
42d Memory Access to 8-bit ISA Slave - 3 BCLK 232
42e¢ Memory Access to 8-bit ISA Slave - Standard Cycle (6 BCLK) 606
421 Memory Access to 8-bit ISA Slave - 7 BCLK ) 726
42h 1/0 Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 242
42j 1/O Access to 16-bit ISA Slave - 4 BCLK 366
42k | 1/0 Access to 8-bit 1SA Stave - 3 BCLK . 232
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Parameter Table for Figure 75 (continued)

{Note

42m| /0 Access to 8-bit ISA Slave - 7 BOLK
46 |MRDC*, MWTC*, SMRDC*, SMWTC*, IORC*, IOWC*

asserted to NOWS* Asserted
462 Memory Access to 16-bit ISA Slave - 2 BCLK 15
46b | Memory Access to 8-blt ISA Slave - 3 BGLK 80
46d | 1/0 Access to 8-bit ISA Slave - 3 BOLK 80
47 |MRDC*, MWTC*, SMRDC*, SMWTC*, IORC*, IOWC*

asserted to CHRDY negated ]
47a | Memory Access to 16-bit ISA Slave - 4 BCLKs 86
47b | Memory Access to 8-bit ISA Slave - 7 BCLKs . 398
47c | 1/0 Access to 16-bit ISA Slave - 4 BCLKs ' 80} b
47d 1/0 Access to 8-bit 1SA Slave - 7 BCLKs 398
48 [MRDC*, SMRDC*, IORC* assarted to read data valid
48a Memory Access to 16-bit ISA Slave - 2 BCLK ) 70
48b | Memory Access to 16-bit ISA Slave - Standard Cycie (3 BCLK) 154
48¢ Memory Access to 16-bit ISA Slave - 4 BCLK 314
48d | Memory Access to 8-bit ISA Slave - 3 BCLK 122
48¢ Memory Access 1o 8-bit ISA Slave - Standard Cydle (6 BCLK) 490
48f Memory Access to 8-bit 1SA Stave - 7 BCLK 610
48h 1/0 Access to 16-bit ISA Slave - Standard Cydle (3 BCLK) 130
48j 1/0 Access to 16-bit ISA Stave - 4 BCLK 250
48k 1/0 Access to 8-bit 1SA Slave - 3 BCLK 122
48! 1/O Access to 8-bit ISA Slave - Standard Cydle (6 BCLK) 490
48m| 1/Q Access to 8-bit ISA Slave - 7 BOLK 610
49 _|NOWS* setup to BCLK falling edge 10
S0 INOWS* hold from BCLK falling edge 20

205



EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICES, INC.

Parameter Table for Figure 75 (continued)

— 1SA COAKPAT!BLES!GNAL Timing (ns) |Note
: ' . TIMING PAHAMETERS DESCRIPTION -~ Min.] Max|
54 CHRDY assefted to read data valid
54a Memory Access to 16-bit ISA Slave - 4 BCLKs 80
54b Memory Access to 8-blt ISA Slave - 7 BCLKs 70
54c /O Access to 16-bit 1ISA Slave - 6 BCLKs 80
54d 1/0O Access to 8-bit ISA Slave - 7 BCLKs 70
55 |CHRDY asserted to MRDC*, MWTC*, SMRDC*, SMWTC*, 116
IORC*, IOWC* negated
56 JCHRDY asserted to hext BALE asserted 164
57 |CHRDY asserted to SA<19:0>, SBHE nvalid 164
58 |MRDC*, IORC*, SMRDC* negated to read data invalid - 0}
59 |MRDC*, IORC*, SMRDC* negated to data bus float . 30
61 |Write Data valid before MWTC* asserted
61a Memory Access to 16-bit ISA Siave -40
61b | Memory Access to 8-blt 1ISA Slave (byte copy at end of START) 22
61 |Write Data valid before SMWTC* asserted
61c Memory Access to 16-bit ISA Slave -38
61d Memory Access to 8-bit ISA Slave (byte copy at end of START) 24
61  |Write Data valld before IOWC™* asserted
61e 1/0 Access to 16-bit ISA Slave 22
61f {/O Access to 8-bit ISA Slave (byte copy at end of START*) 22
64 |MWTC*, SMWTC*, IOWC*, negated to WRITE DATA invalid
64a MWTC* negated to WRITE DATA Invalid — 16-bit 25
64b MWTC* neéated to WRITE DATA invalid —- 8-bit g
64c SMWTC* negated to WRITE DATA invalid - 16-bit 25
64d | SMWTC* negated to WRITE DATA invalid — 8-bit 9
64e IOWC* negated to WRITE DATA invalid 25
65 - {Write data valid to MWTC*, SMWTC*, IOWC* negated
65a Memory Access to 16-bit 1SA Sfave - 2 BCLK 86
65b Memory Access to 16-bit ISA Slave - Standard Cycle (3 BCLK) 212
65c | Memory Access to 16-bit ISA Save - 4 BCLX 586
65d Memory Access to 8-bit ISA Siave - 3 BCLK - 208
65e Memory Access 1o 8-bit 1SA Slave - Standard Cycle (6 BCLK) 564
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EXTENDED INDUSTRY STANDARD ARCHITECTUKE
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Parameter Table for Figure 75 (conclusion)

4. Timing (ns) {Note
: : ’ "c“ﬂ.‘::; “"Max
65f Memory Access to 8-bit 1SA Slave - 7 BCLK 684
CHRDY negated hold time 40] | c
CHRDY asserted setup time to BCLK rising 34
70 |SA<19:0> & SBHE* valid before 1016* valid 160
71 |BALE asserted before 1016* valid : 160
72 |AEN valid before BALE asserted ) . 45
73 |AEN valid before BALE negated. 100
74 {AEN valid before IORC* asserted .
74a AEN valid before IORC* asserted : 100
74b AEN valid before IOWC* asserted 100
75 {IORC*, IOWC* negated before AEN invalid 30
76 IMRDC*, IORC*, SMRDC* asserted to read data enable 0
77 |LA invalid to M16* ficat delay 0
78 |SA invalid to 1016* float delay 0

Note (a) Assumes no back-to-back |/0 delay. Back-to-back 1/0
delay adds integral number of BCLK periods to
this parameter.

Note (b) Systems designed prior to the EISA specification,
which sample CHRDY on the rising edge of BCLK
require parameter 47¢ max = 24 ns.

Note {c) CHRDY negated (iow) hold time Is measured from the
rising edge of BCLX or the negating (falling) edge of
CHRDY, whichever is later. Devices designed prior
to the EISA specification may require hold time to be
measured exclusively from the rising edge of BCLK.
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Figure 76 - ISA Bus Timing, Bus Master Cycles
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Parameter Table for Figure 76

16- or 32-bit EISA master timing:
1 MREQ?* delay from BCLK falling 20 33.0
2 MAK?* setup to BCLK falling 10.0
3 MAK~ held from BCLK falling 25.0
4 LA addr, M-Q delay from BCLX falling 20 50.0
5 BE* < > ,W-R delay from BCLK falling 2.0 85.0
BE* <> W-R delay from BCLK rising ** see Note (a) ** 25.0
6 LA addr, M4O, BE*, W-R, MSBURST fioat delay 2.0 50.0
7 LA addr,M-O setup to START* asserted ) 10.0
8 START* detay from BCLK rising 20 25.0
9 EX32* (or EX16*) setup to BCLK rising (at CMD) 25.0
10 EX32* (or EX16*) held from BCLK rising (at CMD) 85.0
11 EX32* (or EX16*) setup to BCLK rising (assembly finish) 15.0
12 EX32* (or EX16*) held from BCLK rising (@ssembly finish) 50.0
13 EX32* (or EX16*) setup to BCLK falling (assembly finish) 80.0
14 EX32* (or EX16*) held from BCLK falling (assembly finish) 5.0
15 EXRDY setup to BCLK falling 15.0
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Parameter Table for Figure 76 (conclusion)

16- or 32-bit EISA master tlrnmg
Description L . “min max
16 EXRDY held trom BCU( falhng 5.0
17 LOCK* delay from BCLK rising 2.0 60.0
18 Data delay from BCLK falling (write) 2.0 40.0
19 Data fit. del.from BCLX falling (write) ** see Note (b) ** 20 50.0
20 Data held after BCLK rising (read) 4.0
(for compressed cycle, from BCLK falling)
21 Data setup to BCLK rising {read) 15.0
{for compressed cyde, to BCLK falling)
22 MASTER16* asserted delay from BCLK falling (16-bit master) 2.0 30.0
23 MASTER16* asserted delay from MAK* <x> asserted (16-bit master) 40.0
24 MASTER16* float delay from BCLK falling (16-bit master) 20 50.0

Note (a): BE < >* bits are allowed to change as early a$ the falling
BCLK when the LA< > bits change.

Note (b): Parameter applies after any write cycle not followed by

another write cycle, or foliowed by write cycle with some
BE < >* bits negated.
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Figure 77 - ISA Bus Timing, CPU Cycles (Device Perspective)
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EXTENDED INDUSTRY STANDARD ARCHITECTURE

CONFIDENTIAL INFORMATION OF BCPR SERVICES, IINC.
Figure 77 - ISA Bus Timing, CPU Cycles (Device Perspective)
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NOTICE

In an earlier printing of Version 3.10 of the Specificaticn,
a producticn error had resulted and an additional flgure was
inadvertently included as Figure 75, thus causing the two
following figures to be mislakeled.

We have corrected this prcblem in this printing of Version
3.1, We have replaced pages 157 throuch 180 of Version 23.10.
Beczuse of this correction, there are no replacerents for pages
173 through 180.
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2.11.42 EISA, DMA, and Refresh Timing Parameters

This section specifies the timing requirements for all EISA devices. The
specification is divided into three main groups corresponding to the main types of EISA
evices: masters, slaves and DMA devices. Figures 78 through 91, and the associated
parameter tables, at the end of this section show the relevant signals and parameters for
the various cycle types.

The timing specifications for EISA are calculated to assist the system or option
board designer to verify his system. The following assumptions are included in the
calculations that were used to create these specifications.

1) A device that generates a signal can meet the timing specs into the specified AC
and DC load.

2) All timing parameters are measured at the receiver and driver of the device
being specitied.

3) Each signal is allowed 5 ns tgxgropagate to the farthest load and to reflect back
to the source (one time). e propagation time is approximately 2 1/2 ms,

based on 16 inches of trace. A worst case propagation path is: 21 /2 inches
from driver to connector, 6 inches from connector across backplane, and up to
71/2 inches from connector to receiver on the system board. This delay
(transmission line delay) is built into the calculations for the system.

4) Each driver for a signal must drive the signal so that it can settle to within the
TTL input DC s;ec (less than 0.8 volts or greater than 2.0 volts) within the
specified output delay plus the 5 ns.

5) For drivers with open collector type of outputs, the delay caused by the rise time

of the pullup resistor and the bus capacitance is included in the calculations for
signals going from low to high. This is used instead of the 5 ns transmission line
delay. The equation used is as follows:

-In(1-(2.0v-0.25v)/(4.75v-0.25v)) * RruLLue* CSIGNAL CAPACTTANCE

This corresponds to a minimum Ve level of 4.75v, a steady state logic low level of
0.25v, and the high level input voltage spec of 2.0v. If a driver's steady state logic
low value is lower than this, then additional time must be allowed for the RC nse
delay by reducing the specified signal output delay. -

Note that the delay in generating the falling edge of the open collector outputs is
allowed to be slower than the EISA spec indicates. The extra delay allowed is equal
to the RC delay for the signal (as calculated above) minus 5 ns. Only the float delay
must actually meet the published spec.

For many logic families, notes 1 to 4 allow a designer to verify a design directly at

- the output of the driver or input of the receiving logic. The 5 ns transmission and settling

time eliminates the need to check the system under various types of loading and with the
adapter in various slots. '
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If a logic driver is used that has a very short rise and/or fall time (less than 4 or 5
ns), then the designer may have to plan for additional settling time or use series damping
resistors. The designer should check these types of drivers in both large, fully loaded
systems and small lightly loaded systems.

As an alternative to using the specified delay values and AC loads for drivers, the
designer may instead guarantee timing at the destination receivers rather than at the source
driver. In this case the designer must insure, through testing, that all possible receivers are
within the TTL input specs within the EISA spec time plus S ns. is testing should be
done in both large fully loaded systems and smagl lightly loaded systems.

A large fully loaded system consists of maximum AC and DC loads on all eight
cards and the system board with the maximum wire lengths allowed between all points.
Small lightly loaded systems consist of a single card with the minimum AC and DC load
and a system board with minimum reasonable wire lengths between all points.
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Figure 78 - 16- or 32-bit EISA Master and System Timing
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Figure 79 - 16- or 32-bit EISA Master
Assembly/Disassembly Timing
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Parameter Table for Figures 78 - 79

16~ or 32-bit EISA master timing:
MREQ* delay from BCLX falling 2.0 33.0
2 MAK* setup to BCLK falling 10.0
3 MAK* held from BCLK falling 25.0
4 LA addr, MHO delay from BCLK falling 2.0 50.0
5 BE* < >, W-R delay from BCLK falling 2.0 8s.0
BE* < > W-R delay from BCLK rising ** gsee Note (a) ** 25.0
6 LA addr, M-0O, BE*, W-R, MSBURST fioat delay 2.0 50.0
7 LA addr,M-O setup to START* asserted 10.0
8 START* delay from BCLK rising 20 25.0
9 EX32* (or EX16*) setup to BCLK rising (at CMD) 25.0
10 |EX32* (or EX16*) held from BCLK rising {(at CMD) 55.0
11 EX32* (or EX16*) setup to BCLK dsing (assembly finish) 15.0
12 EX32* (or EX16*) held from BCLK rising (assembly finish) 50.0
13 EX32* (or EX16*) setup to BCLK falling (assembly finish) 80.0
14  |EX32* (or EX16) held from BCLK falling (assembly finish} 5.0
15 EXRDY setup to BCLK falling 15.0
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Parameter Table for Figures 78 - 79

| 16- or 32-bit ES EISA master nmmg
16 |EXRDY held trom BCLK falhng
17 |LOCK* delay from BCLK rising 20 60.0
18  {Data delay from BCLK fafling (write) 2.0 40.0
19 Data fit. del.from BCLK falling (write) ** see Note (b) ** 2.0 50.0
20 |Data held after BCLK rising (read) 40
(for compressed cyde, from BCLX falling)
21 Data setup to BCLK rising (read) 15.0
(for compressed cycle, to BCLK falling)
MASTER16* asserted delay from BCLK falling (16-bit master) 20 30.0
23 |MASTER16* asserted delay from MAK* <x> asserted (16-bit master) 40.0
24 IMASTER16* float delay from BCLK falling (16-bit master) 2.0 50.0

Note {(a): BE< >* bits are allowed to change as early as the falling

BCLK when the LA< > bits change.

Note (b): Pararneter applies after any write cycle not followed by
another write cycle, or followed by write cycle with some

BE < >* bits negated.
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Parameter Table for Figures 78 - 79

System timing (misc)

.........

taiDascription sl k&

Sraiets BAURRR

Note: The following tnmlng specifications supplement or

supercede the master and master burst timing specifications.

24 |BCLK high time 55.0

25 BCLK low time 55.0

26 |BCLK period (when free running) 120.0 250.0

Max value can be longer when belng stretched

27 |CMD* delay from BCLK rising 2.0 25.0

ISA commands delay from BCLK 2.0 30.0
MRDC, MWTC, IORC, and IOWC

BALE delay from BCLK edge 2.0 25.0
SA< >, BHE* delay from BCLK edge 2.0 30.0

28 |MAK* delay from BCLK rising 2.0 40.0
AENXx high from BCLK falling delay (DMA, etc starts) 20 60.0
AENX low from BCLK falling (DMA, etc ends) 5.0 60.0
AENx valid delay from LA< > addr (1/0 cycle) 0.0 15.0
Data copy buffer ficat from BCLK 2.0 35.0
Data copy buffer delay {for bus to bus copies) 0.0 15.0
Data copy butfer enable from BCLK 2.0 35.0
MREQ* setup to BCLK rising 15.0
MREQ* setup to BCLK falling 80.0
MREQ?* held from BCLK falling 20
BE* W-R setup to BCLK falling {for SA1,0,BHE xat) 250
BE* W-R hold from BCLK falling (for SA1,0,BHE >d.at) 55.0
START* setup to BCLK faling (Master drives START™®) 25.0
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Parameter Table for Figures 78 - 79

L System timing (misc): )

S - iDesoription.. . vl o ol cne UEORNGERROEREARG. o {- min max
START* hold from BCLK falling (Master drives START*) 45.0
MASTER16* setup to BCLK rising 20.0
MASTER 16" held from BCLK rising 5.0
M16* setup to BCLK rising 18.0
M16* hold from BCLK rising 25.0
NOWS* setup to BCLK rising (ISA cycles) 10.0
NOWS* hold (ISA cycles) 20.0
CHRDY negated setup to BCLK falling 15.0
CHRDY negated hold from BCLK rising (preset PW) 20.0
CHRDY assarted setup to BCLK rising 10.0
CHRDY asserted hold from BCLK rising 20.0
1016* setup to BCLK falling 20.0
1016* hold from BCLK falling 20.0
Note: The following system board setup and delay timing
specifications inciude time for copy buffer input or output
and routing to the correct byte lanes.
1SA read data setup to BCLK risiné (latch setup) 15.0
I1SA read data hold from BCLK rising (latch hold) 2.0
ISA Write data delay from BCLK falling (assembly cycles) 20 55.0
1SA write data delay from BCLK rising (8-bit) 2.0 35.0
EISA Data delay from BCLK falling (write) 2.0 55.0
E{SA Data setup to BCLK rising (read) 30.0
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Parameter Table for Figures 78 - 79

System timing (misc):

e [DescripBoniivg R e e L s o i TR,
REFRESH* asserted delay from BCLK falling 2.0 60.0
REFRESH* negated delay from BCLX falling 2.0 40.0
BE* delay from BCLK rising {assembly cycles) 0.0 35.0
SA addr to LA addr delay (ISA master translate) 0.0 15.0
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Figure 80 - System Timing (Assembly Cycles)
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Parameter Table for Figure 80

2 _ |Data held from BCLK rising (grab data, write assemble) 30

3 |Data delay from BCLK falling (redrive data,read assem) 5 30
4  |Data float after BCLK rising (redrive data,read assem) 50
5 IEX32* (or EX16*) delay from BCLK falling (assembly finish) 2 35
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Figure 81 - 16- or 32-bit EISA Slave Timing
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Parameter Table for Figure 81

8, 16 or 32-blt EISA slave timing:

P rm i Descriptioniie s : <55 -+ max

1 LA addr,M40 setup to START*® assarted 10.0

2 LA addr,MHO setup to CMD* asserted or START* negated 120.0

3 LA addr,M-O setup to BCLK rising {(at CMD) 120.0

4 BE* <> ,W-R satup to CMD* asserted or START* negated 80.0

5 BE* < > ,W-R setup to BCLK rising (at CMD) 80.0

6 LA addr MHO,W-R,BE* held from CMD* asserted and START* negated 15.0

7 LA addr M4O,W-R,BE* held from BCLK rising(nomal) 20.0

8 START* pulse width 115.0

9 7 CMD* puise width (standard) : 115.0 5000

10 EX32* (or EX16*) float delay from LA addr, M-1O - 2.0 54.0

11 |EX32* (or EX16*) float delay from AEN (/0 cydies) 2.0 34.0

12 }1016* delay from LA addr (1/0 cycles) 2.0 54.0

13 [EXRDY negated delay from BCLK rising (at CMD) 35.0

14  |EXRDY negated delay from LA< > M-10,AEN 145.0

15__|EXRDY negated delay from START* asserted 20] 1250

16 EXRDY negated delay from CMD* asserted or START* negated 5.0

17 |EXRDY fioat delay from BCLK falling 2.0 40.0

18  |LOCK* setup to BCLK rising 55.0

19 |LOCK* held from BCLK rising 2.0

20  |Data delay from CMD* assert.(read, 16 or 32-bit, 2 BCLK) 50.0
8-bit slave (6 BCLK) 530.0
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Parameter Table for Figure 81

8, 16 or 32-bit EISA slave timing:

X X {g& 5 A L, A =X min max -
21 Data delay from START* assert.(read, 16 or 32-bit, 2 BCLK) 170.0
8-bit slave (6 BCLK) 650.0
22 Data delay from BCLK rising (read, 16 or 32-bit) 0.0 80.0
8-bit glave (6 BCLK] 560.0
23 Data fioat delay from CMD* negated (read) 30.0
24 Data delay (hoid) from CMD* negated (read) 2.0
25 Data setup to CMD* asserted (write, 16 or 32-bit) -10.0
8-bit slave (6 BCLK) -35.0
26 Data setup to CMD* negated (write, 16 or 32-bit) 110.0
g-bit stave (6 BCLK)} 564.0
27 |Data held after CMD* negated (write) 25.0
28 |AEN setup to CMD* asserted or START* negated (1/O cycies) 95.0
29  |AEN held from CMD* asserted or START* negated (I/O cycles) 25.0
33 START* asserted to CMD* asserted setup 90.0
34 START* asserted to BCLK rising (at cmd) 90.0
35 START* asserted to CMD* negated (overlap) 30.0
36 |CMD* asserted to START” negated {(overap) 25.0
37 START* negated 1o CMD* asserted (gap) 250

226




EP 0 426 184 A2

EXTENDED INDUSTRY STANDARD ARCHITECTURE
CONFIDENTIAL INFORMATION OF BCPR SERVICLS, INC.

Figure 82 - System Timing (COMPRESSED Cycles)
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Parameter Table for Figure 82

Note

=%

1 START* negated or CMD* asserted delay from BCLK rising

2 LA Address, MJO W-R, BE* <> delay from START* negated or 15
or CMD* asserted
3 |LA addr, M-O delay from BCLK rising (at CMD* asserted), burst not supported 20 50
burst supported 20 45
4 BE*< > ,W-R defay from BCLK rising (at CMD* asserted) 20 85

5 |CMD* asserted pulse width

6 |NOWS* setup to BCLK rising (compressed cycles) 15
7  |NOWS* held from BCLK rising (compressed cycles) B 5
8 |Data held after BCLK falling (read) 4
9 |Data setup to BCLK falling (read) 15
10 [Data delay from BCLK falling (write)(BCLK at START* asserted) | 57
11 |Data valid before BCLK rising at CMD* asserted (write) 15
12 |Data valid before START* negated or CMD* asserted (write) 20

Note: The Master or Normal System timing numbers apply except where the
above numbers add to or supercede them.
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Figure 83 - 16- or 32-bit EISA COMPRESSED Cycle - Slave Timing
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Parameter Table for Figure 83

16- or 32-bit EISA compressed cycle slave timing:

v wiDescription s A 5 R PR ~min ] o max

1 LA <31:2> M4Q,W-R,BE* held from BCLK rising(compr) 20.0

2 CMD* puise width (compressed) 50.0

3 NOWS* asserted delay from START* asserted (compressad) 0.0 70.0
4 NOWS?* assarted delay from LA < > MJO,AEN (compressad) 80.0
5 NOWS* asserted delay from BE*, W-R (compr&ssed) 65.0
6 NOWS* flcat delay from START™ negated (compressed) 0.0 30.0
7 Data delay from START* assert.(read compressed) 150.0
8 Data delay from CMD* assert.(read compressed) 5.0
g Data delay from BCLK rising (read compressed) 0.0 30
10 |Data setup to CMD* asserted and START* negated (write compressed) 20.0

11 Data setup to BCLK rising (write compressad) 15.0

12 Data setup to CMD* negated {write compressed) 85.0

13 Data held after CMD* negated (write compressed) 25.0
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Figure 84 - Refresh Cycle - Slave Timing
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Parameter Table for Figure 84

Refresh cydle slave timing:

; ki TR L e, - e 1. min " § max
REFRESH* valid setup to SA< > address 0.0
REFRESH* valid setup to MRDC* asserted 120.0
REFRESH* valid hold from MRDC* negated 20.0
SA< > address setup to MRDC* asserted (refresh) 70.0
SA <> address hold from MRDC* negated (refresh) 25.0
MRDC* pulse width (refresh) 235.0
REFRESH* asserted setup to START* asserted : 55.0
REFRESH* negated setup to START* asserted 10.0
REFRESH* held from CMD* negated 20.0
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Figure 85 - 16- or 32-bit EISA Master Timing, Burst
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Parameter Table for Figure 85

16- or 32-bit EISA master ¢ timing, Burst:

1 LA <31:2>, BE* <3:0> delay from BCLK talling 2.0 45.0
2 MSBURST* delay from BCLK falling 2.0 35.0
3 SLBURST* setup to BCLK rising 15.0
4 SLBURS%‘ held from BCLK rising 25.0
5 Data delay from BCLK rising (write) 5.0 40,0
6 Data hold from BCLK rising (write) 5.0
7 Data held after BCLK rising (read) - 5.0
8 Data setup to BCLK rising (read) 15.0
9 MASTER16* asserted delay from BCLK rising (downshift) 2.0 50.8
10 [MASTER16* fioat delay from BCLK rising (downshift) 2.0 40.0
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Figure 86 - 16- or 32-bit EISA Slave Timing, Burst
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Parameter Table for Figure 86

16- or 32-bit EISA slave timing, Burst

LA addr,BE < >* setup to BCLK rising 5.0
2 LA addr,BE < >* held from BCLK falling 2.0
3 MSBURST* setup to BCLK rising 15.0
4 MSBURST* heid from BCLK rising 45.0
5 LA address to SLBURST* delay - 2.0 55.0
6 Data delay from BCLK rising (read) 35.0 80.0
7 Data float delay from BCLK rising (read) 2.0 50.0
8 Data enable delay from BCLK falling (read)  ** see Note (a) ** 0.0 15.0
9 Data enabie delay from BCLK rising (read)  ** see Note (a) ** 35.0 80
10 [Data setup to BCLK rising (write) 55.0
11 |Data delay from BCLK rising (write) 5.0 65.0
12 |Data held from BCLK rising (write) 5.0

Note (a): USE EITHER PARAMETER8OR 8
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Figure 87 - System DMA Timing
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Parameter Table for Figurg 87

2 |DRQx negated setup to BCLK falling 80
3 |DRQx negated held from BCLK falling 2
4  |DACKx delay from BCLK 10 50
5 |LA<>,BE<> W-R, delay from BCLK falling 2 50
6 |M-lO, delay from BCLK falling 2 50
7  |T-C delay from BCLK (DMA system output mode) 5 35
8 [T-C setup to BCLK rising (DMA system input mode) 15
g  |T-C held from BCLK rising (DMA system input mode) 25

Note: The System timing numbers apply except where the above numbers

add to or supercede them.
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Figure 88 - DMA Device Timing
Compatible, Type "A", and Type "B" Memory Read Cycles
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Figure 89 - DMA Device Timing
Compatible, Type *A", and Type "B" Memory Write Cycles
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Parameter Table for Figures 88-89 (Compatible Cycles)

DMA deviée timing (Compatible)
1 DRQx valld delay from IORC* asserted 2.0 540.0
2 DRQx valid detay from IOWC* asserted 2.0 300.0
3 DAKx* asserted to IORC* asserted 70.0
4 DAKx* asserted to IOWC* asgerted 310.0
5 1ORC* asserted puise width 755.0
6 JORC* negated pulss width (continuous) 165.0
7 IORC* negated to DAKx* negated 100.0
8 {OWC* asserted pulse width 455.0
9 IOWC* negated pulse width (continuous) 455.0
10 JIOWC* negated to DAKx* negated 155.0
11 Data delay from IORC* asserted 0.0 280.0
12  |Data float from IORC* negated 2.0 50.0
13  |Data held from IOWC™* negated 20.0
14  |Data setup to IOWC* negated 240.0
15  [T-C asserted delay from IORC* (system input mode) 560.0
16  |T-C asserted delay from IOWC* (system input mode) 320.0
16a T-C negated delay from IORC* {input mode) 90.0
16b T-C negated delay from IOWC* (input mode) 90.0
17  |T-C enable/disable delay from DAKx* (input mode) 40.0
18 |T-C setup to IORC* negated (system output mode) 500.0
19 |T-C setup to IOWC* negated (system output mode) 500.0
20  [T-C held from IORC* /IOWC* negated (output mode) 60.0
21 T-C pulse width (output mode) 700.0
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Parameter Table for Figures 88-89 (Type "A" Cycles)

241

2 DRQx valid delay from IOWC* asserted 2.0 180.0

3 DAKx* asserted to IORC* asserted 70.0

4 DAKx* asserted to IOWC* asserted 190.0

5 IORC* asserted puise width 395.0

6 [IORC* negated pulse width (continuous) 165.0

7 JHORC* negated to DAKX* negated 100.0

8 IOWC* asserted pulse width 335.0

] IOWC* negated pulse width (continuous) 335.0

10  |IOWC* negated to D