


































































































10 2715 
Standards 

FDDI Specifications 
FDDI is defined according to the OSI Reference 
Model and LAN protocol architecture. Layer 1 
(physical layer) is specified in two documents: the 
FDDI Physical Medium Dependent (PMD) and 
the FDDI Physical Sublayer (PHY). (See Figure 7.) 
The Physical Layer provides the medium, connec­
tors, optical bypassing, and driver/receiver require­
ments. It also defines encode/decode and clock 
requirements for framing data for transmission on 
the medium or to the higher layers ofFDDI. 

When the FDDI committee realized there 
would be considerable discussion on fibers, con­
nectors, and other hardware, they decided to break 
the standardization of the OSI Physical Layer into 
two pieces. In this way, the relatively noncontro­
versial issues-like coding and other matters that 
IC chip manufacturers need to know to begin 
design-could be put in a formal document and 
approved independently of other items pertaining 
to the standard. 

The Data Link Layer is also divided into two 
sublayers: 

1. A Media Access Control portion that provides 
fair and deterministic access to the medium, 
address recognition, and generation and verifi­
cation offrame check sequences. Its primary 
function is the delivery of frames, including 
frame insertion, repetition, and removal. 

2. A Logical Link Control portion that provides a 
common protocol for data assurance services 
between the Media Access Control and the 
Network Layer. 

Physical Medium Dependent (PMD) 
Specification 
PMD defines the optical interconnecting compo­
nents used to form a link. It describes the wave­
lengths for optical transmission, the fiber optic 
connector, the functions of the optical receiver, 
and (as an option) the bypass switch that can be 
incorporated into the station. It specifies the opti­
cal channel at the bulkhead of a station. The source 
is defined to radiate in the 1,300-nm. wavelength. 
PMD also describes the peak optimal power, opti­
cal rise and fall times, and jitter constraints. The 
minimum rise/fall time is 0.5 nanosecond. The 
standard includes the following specifications: 

AUGUST 1991 

ANSI Fiber Distributed 
Data Interfaca (FDDI) 
Standards 

Data Networking 

1. Services: PMD to PHY Services; PMD to 
SMT Services 

2. Media attachment 

3. Media Signal Interface 

4. Interface signals 

5. Cable Plant Interface Specification. 

Multimode fibers are employed (at least initially) 
up to a distance of two km. Optical fiber dimen­
sions are specified in terms of its core diameter 
and the outer diameter ofthe cladding layer. Fiber 
specifications are 62.5/125 micron (core diameter/ 
cladding diameter) and 85/125 micron. The nomi­
nal numerical aperture is around 0.26. Applicable 
standards for the fiber itself are EIA-455-48 (core), 
EIA-455-27 or EIA-455-48 (cladding), and EIA-
455-57 (aperture). 

Listed in the appendix of the draft standard 
are two other fibers: a 50-/125-micron fiber and a 
100-/140-micron fiber. These two fibers have not 
been extensively studied; the maximum achievable 
distance of two km. specified in the standard may 
not be possible. Thus, these two fibers are not offi­
cially part of the standard but are listed as 
"alternatives." Smaller diameters offer higher 
bandwidths but also more expensive, higher loss 
connectors. The 50/125 fiber has been used prima­
rily for military applications and is not likely to be 
as widely available as the other fibers. The 100/140 
fiber has been added primarily because it is used in 
IBM's cabling system and a number of customers 
have already installed it. On the other hand, the 
62.5/125 fiber has been in production for some 
time and has become common for local applica­
tions, such as AT&T's Premises Distribution Sys­
tem (PDS). Component costs for this type of fiber 
are dropping most rapidly. 

Some observers believe it is unfortunate that 
the FDDI standard could not specify a single fiber 
type, since this might have lowered costs and made 
it easier for the customer to start small and expand 
later. The FDDI committee settled on a 62.5-
micrometer core, with advisory information about 
50-,85-, and 100-micrometer fiber sizes. While a 
debate remains about these other sizes, the issue is 
not really a critical one: as long as the fiber can 
meet the optical power, channel bandwidth, and 
distance requirements, it can conform to the FDDI 
standard at the interface between the FDDI box 
and the network, independent of the fiber type (the 
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charts and data presentations in the PMD have 
been written so that they can be applied to various 
fiber sizes). 

Like all Layer 1 specifications, PMD defines 
the duplex connector used for FDDI access. The 
primary and secondary ring connections to each 
Class A station are attached simultaneously using 
the duplex connector and a dual-fiber cable. The 
connectors can be used for both Class A-to-Class A 
as well as Class B-to-Class A (wiring concentrator) 
links. The bypass relay connects the optical inputs 
(at the primary and secondary rings) directly to the 
optical output in case of a station or link failure, 
allowing the ring to maintain continuity. 

In the 1,300-nm. region, the dispersion due to 
multimode interference is at a minimum. The 
combination of physical parameters selected en­
sure the desired 10-9 bit error rate. LEDs (either 
surface emitting or edge emitting) are implicitly 
assumed in PMD; however, PMD does not specify 
the emitter must be an LED. It could also be a la­
ser, as long as the optical interface parameters at 
the optical port are met. At some future point, 
some manufacturers may include lower cost local­
loop-grade laser emitters, or even long-haul-grade 
LDs in an FDDI package, by adjusting the optical 
output at the optical port to conform with the stan­
dard. For the foreseeable future, however, all man­
ufacturers pursuing FDDI products will use LEDs. 
At least one vendor, Codenoll, has elected to use an 
850-nm. LED. While this wavelength does not 
meet the standard, Codenoll claims that the only 
effect of the change is to shorten the maximum al­
lowable distance between stations from 2,000 
meters to 1,000 meters. Because Codenoll's prod­
ucts are microcomputer adapter boards, the dis­
tance limitation is less significant than it is in 
internetworking or mainframe attachment envi­
ronments. Such nonstandard implementations, 
however, cannot communicate with devices using 
standard 1,300-nm. components, requiring users to 
install a nonstandard device at both ends of the 
link. 

Physical Sublayer Specification 
PHY represents the upper sublayer within OSI 
Layer 1. It defines the encoding scheme used to 
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In Manchester code, there is a transition at the middle of 
each bit period. The mid-bit transition serves as a clock 
and also as data. A high-to-Iow transition represents a 1, 
and a low-to-high transition represents a O. 

In Differential Manchester code, the mid-bit transition is 
used only to provide clocking. The coding of a 0 (1) is 
represented by the presence (absence) of a transition at 
the beginning of the bit period_ 

Comparison coding schemes used in LANs 
and/or fiber. 

represent data and control symbols. It also de­
scribes the method for retiming transmission 
within the node. The standard includes the follow­
ing specifications: 

1. Services 
• PHY to MAC Services 
• PHY to PMD Services 
• PHY to SMT Services 

2. Facilities 
• Coding 
• Symbol Set 
• Line States 

Digital data must be encoded in some form for 
proper transmission. The type of encoding depends 
on the nature of the transmission medium, the data 
rate, and other factors such as noise, reliability, 
and cost. Intensity modulation is the normal 
method of representing digital data for transmis­
sion over fiber: a binary 1 is represented by a pulse 
of light and a binary 0 by absence of optical power. 
The disadvantage of using this method, in its sim­
plest form, is its lack of synchronization. Long 
strings of ones or zeroes create a situation where 
the receiver is unable to synchronize its clock to 
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that of the transmitter. The solution is to first en­
code the binary data in such a way as to guarantee 
the presence of signal transitions, even if there are 
no transitions in the incoming digital signal; after 
this encoding is performed, the signal can be pre­
sented to the optical source for transmission using 
intensity modulation. A typical encoding scheme is 
Manchester encoding (see Figure 8). 

Differential Manchester is only 50% efficient 
since each data bit is represented by transitions in 
signal. Two transitions allow a degree of robustness 
in the presence of noise, as would be the case in 
coaxial cable. Since fiber is less susceptible to 
noise, two transitions are not required to identify a 
bit with a good degree of confidence. To avoid hav­
ing to use a 200MHz signal, FDDI specifies a code 
referred to as 4B/5B group encoding. The result is 
that the 100M bps throughput is achieved in FDDI 
with a 125MHz rate, rather than the 200MHz rate 
needed in differential Manchester. This helps keep 
down the cost and complexity of equipment. One 
drawback of the group encoding pertains to clock 
recovery. Since differential Manchester has more 
pulses in its stream, it is easy to extract the clock in 
that scheme. One of the key responsibilities of this 
FDDI sublayer is to decode the 4B/5B nonreturn 
to zero inverted (NRZI) signal from the network 
into symbols that can be recognized by the station, 
and vice versa. 

The synchronization clock is derived from 
the incoming signal. The data is then retimed to an 
internal clock through an elasticity buffer. In this 
scheme, four bits of data are translated into a five­
baud value transmitted over the network, giving an 
80% efficiency factor. This group-encoding scheme 
employed in FDDI is a departure from differential 
Manchester codes normally specified in LAN stan­
dards. 

To understand how the FDDI scheme 
achieves synchronization, one must realize that 
there are two stages of encoding. In 4B/5B, the en­
coding is performed four bits at a time. Each four 
bits of data are encoded into a symbol with five 
cells such that each cell contains a single signal ele­
ment (presence or absence of light). In effect, each 
set of four bits is encoded as five bits. Then, each 
element of the 4B/5B stream is treated as a binary 
value and encoded using NRZI. In this code, a bi­
nary 1 is represented with a transition at the begin­
ning of the bit interval; there are no other 
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transitions. The advantage of NRZI is that it em­
ploys differential encoding: the signal is decoded 
by comparing the polarity of adjacent signal ele­
ments rather than the absolute value of a signal 
element. This scheme is relatively robust in detect­
ing transitions in the presence of noise or other 
distortions; therefore, the NRZI encoding will im­
prove reception reliability. Table 1 shows the sym­
bol encoding used in FDDI. 

Since this scheme is encoding 4 bits (16 com­
binations) with 5 bit patterns (32 combinations), 
there will be patterns that are not needed. The 
codes selected to represent the sixteen four-bit pat­
terns are such that a transition is present at least 
twice for each five-bit code. Given an NRZI for­
mat, no more than three zeroes in a row can be al­
lowed, since the absence of a transition indicates a 
zero. The remaining symbols are either declared 
invalid or are assigned special meaning as control 
symbols as shown in Table 1. 

PHY also provides line states for establishing 
the station's links with its neighbors (upstream and 
downstream) and to detect the integrity of the sta­
tion's links to these neighbors. These line states are 
used to exchange a handshake with a neighbor. A 
node receiving a line state on its primary input can 
respond by sending the proper line state on the sec­
ondary output. The line states are composed of a 
repetition of one or more "I" symbols. 

Another item that must be resolved in this 
sublayer is the issue of timing jitter. Jitter is the 
deviation of clock recovery that can occur when 
the receiver attempts to recover clocking as well as 
data from the received signal. The clock recovery 
will deviate in a random fashion from the transi­
tions of the received signal. If no countermeasures 
are used, the jitter will accumulate around the ring. 
In LANs, the IEEE 802 standard specifies that only 
one master clock will be used on the ring and that 
the station with the clock will be responsible for 
eliminating jitter using an elastic buffer. If the ring 
as a whole runs ahead or behind the master clock, 
the elastic buffer expands or contracts accordingly. 
This centralized clocking method, however, is not 
practical for a 100M bps ring. At this speed, the bit 
time is only 10 ns, compared to a bit time of250 
ns. at 4M bps, making the effect of distortion more 
severe. Consequently, FDDI specifies the distrib­
uted clocking scheme. 

@ 1991 McGraw-Hili, Incorporated. Reproduction Prohibited. 
Datapro Information Services Group. Delran NJ 08075 USA 



,",; 
\ ~! 

( 

Data Networking ANSI Fiber Distributed 
Data Interface (FDDI) 
Standards 

Table 1. 48158 Codes Used in FDDI 

Function or 4-bit group 

(48) 

Starting Delimiter 

First symbol of sequential SO pair 

Second symbol of sequential SO pair 

Data Symbols 

0000 
0001 
0010 
0011 
0100 
0101 
0110 
0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 

Ending Delimiter 

Used to terminate datastream 

Control Indicators 

Logical Zero (reset) 

Logical One (set) 

Line Status Symbols 

Quiet 

'die 

Halt 

Invalid Code Assignment 

These patterns shall not be transmitted 
because they violate consecutive 
code-bit zeroes or duty cycle requirements. 
Some of the codes shown shall 
nonetheless be interpreted as a Halt if 
received. 

In this environment, each station uses its own 
autonomous clock to transmit or repeat informa-
tion onto the ring. Each station has an elastic 
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Group Code 

(58) 

11000 
10001 

11110 
01001 
10100 
10101 
01010 
01011 
01110 
01111 
10010 
10011 
10110 
10111 
11010 
11011 
11100 
11101 

01101 

00111 
11001 

00000 
11111 
00100 

00001 
00010 
00011 
00101 
00110 
01000 
01100 
10000 

2715 
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Symbol 

J 

K 

0 
1 
2 

3 
4 

5 

6 

7 

8 
9 

A 

B 

C 

0 

E 

F 

T 

R 

S 

Q 

H 

Void or Halt 
Void or Halt 
Void 
Void 
Void 
Void or Halt 
Void 
Void or Halt 

buffer where data is clocked in at the clock rate 
recovered from the incoming stream, but it is 
clocked out at the station's own clock rate. This 
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Figure 9. 
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distributed system is considered stronger than the 
centralized method and minimizes jitter. As a con­
sequence of reclocking at each station, jitter does 
not limit the number of repeaters in the ring, as is 
the case in LANs where a master clock is used. 

Media Access Control Specification 
Layer 2 (Data Link Layer) of the OSI Reference 
Model is traditionally divided into two sublayers 
in a LAN context: Link Layer Control (LLC) and 
Media Access Control (MAC). FDDI only defines 
MAC, which controls data flow over the ring. The 
token-passing protocol incorporated in FDDI con­
trols transmission over the network. MAC defines 
packet formation (headers, trailers, etc.), address­
ing, and cyclic redundancy checking (CRC). It also 
defines the recovery mechanisms. This standard 
defines the following specifications: 

1. Services: 
• MAC to LLC Services 
• PHY to MAC Services 
• MAC to SMT Services 

2. Facilities: 
• Symbol Set 
• Protocol Data Units 
• Fields 
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PA = Preamble (16 or more symbols) 
SO = Start Delimiter (2 symbols) 
FC = Frame Control (2 symbols) 
ED = End Delimiter (2 symbols) 

• Timers 
• Frame Counts 
• Frame Check Sum 

The FDDI packet format is shown in Figure 9. 
Packets are preceded by a minimum of 16 IDLE 
control symbols. The packet itself is characterized 
by a Start Delimiter composed of the Jand K con­
trol symbols. This is followed by a Frame Control 
field that identifies the type of packet. The Desti­
nation Address, which follows, identifies the frame 
recipient. The Source Address is also included to 
identify which station originated the packet. The 
address field can be 26 or 48 bits in length. The 
variable information field follows, along with a 
Frame Check Sequence field of 32 bits. The check 
sequence covers the Frame Control Field, the two 
addresses, and the information field. An End De­
limiter, which consists of the T symbol, is trans­
mitted. The maximum packet length is limited by 
the size of the elastic buffer in the Physical Sub­
layer and by the worst case frequency difference 
between two nodes, the upper bound in 9,000 oc­
tets. Figure 9 also shows the format of the token. 

Flow control is the other major fun:ction of 
the MAC. In an idle condition, MAC connects to 
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an internal source of IDLE control symbols to be 
transmitted over the ring. When a Start Delimiter 
is detected from the ring, MAC switches to a repeat 
path; the packet is monitored and copied if it is 
meant for this destination. The packet is simulta­
neously repeated onto the ring for relaying. The 
MAC can also inject its own packet or issue a to­
ken. Packets are removed only by the originating 
station. The MAC repeats the packet only until the 
Sender Address field is detected. If the destination 
recognizes the Sender Address field as its own sta­
tion, it will insert IDLE control symbols back onto 
the ring (the fragmented packet is ignored and re­
moved by any station holding a token for transmis­
sion). Stations that wish to transmit must first 
obtain a token (this is the unique six-symbol packet 
shown in Figure 9). 

The procedures for obtaining the token and 
the amount of time allowed for data transmission 
(to retain fairness) are specified in the Timed To­
ken Protocol (TIP). A station obtains the token by 
performing the stripping function on the incoming 
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token. Only the Start Delimeter field is repeated 
onto the ring; the station will inject its own infor­
mation at this juncture. When the packet is sent, 
the station immediately issues a new token. TTP 
guarantees a maximum token rotation time. TTP 
allows two types of transmission: synchronous and 
asynchronous. In the synchronous mode, stations 
obtain a predefined amount of transmission band­
width on each token rotation. The balance of the 
bandwidth is shared among stations using the asyn­
chronous service. These stations can send data 
when the token arrives earlier than expected. Any 
unused capacity left over from synchronous capac­
ity is available to asynchronous traffic, which may 
be subdivided into up to eight levels of priority. 
The amount of time allowed for asynchronous 
transmission is bounded by the difference of the 
token's actual arrival time and the expected arrival 
time. In essence, each station keeps track of how 
long it has been since it last saw the token. When it 
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next sees the token, it can send synchronous traffic 
and/or any asynchronous traffic for which time 
remains available. 

Station Management (SMY) 
The FOOl Station Management (SMT) specifica­
tion describes software-based, low-level data link 
management and integrated network control func­
tions of all stations attached to an FOOl LAN and 
of the LAN itself. Each FOOl station contains only 
one SMT entity. SMT initializes the network, mon­
itors error rates and fault conditions in each net­
work segment, and automatically reconfigures the 
network to isolate problem links. SMT components 
are Connection Management (CMT), which in­
cludes Entity Coordination Management, Physical 
Connection Management, (PCM), and Ring Man­
agement (RMT). SMT is intended to operate re­
gardless of equipment type, vendor, protocols, or 
applications. Figure 10 presents the SMT architec­
tural model. 

SMT types (managed objects) have specific 
attributes indicating state, capabilities, and opera­
tion. 

SMT managed objects are: 

• Station or concentrator (SMT) 

• MAC object(s) 

• Path object(s) 

• PHY object(s) 

• PMO object(s) 

• Attachment(s) 

Attributes are: 

• Attribute Identification (10) 
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• Operational (Status, Counters, etc.) 

Each attribute is defined in terms of Access Rights 
and whether it is Mandatory or Optional. Each at­
tribute also carries an FOOl specification reference 
or a specific definition if it is not defined in the 
FOOl specification. 

SMT Connection Management (CMT) oper­
ates at the logical level, controlling the interface 
between PHY and MAC entities in a given station 
and controlling SMT -to-SMT communications 
across the ring. When a session requires a connec­
tion to another station, CMT causes PHY to send a 
stream of symbols to the targeted station. Upon 
receiving the symbols, the receiving station's PHY 
returns a continuous stream of symbols (primi­
tives) indicating line state, station status, and will­
ingness to carry out the requested action (establish 
a link). QUIET symbols indicates a disabled link. 
HALT or alternating HALT and QUIET (MAS­
TER) symbols indicate an operating link and the 
receiving station's status (master, slave, or peer). A 
stream of 10LE symbols indicates willingness to 
connect. Once the link is established, CMT config­
ures the PHY and MAC. 

Entity Coordination Management (ECM) 
controls the optional optical bypass switch and sig­
nals the Physical Connection Management (PCM) 
entity when the bypass is complete. ECM also per­
forms the Path Test to determine a fault's location. 

Physical Connection Management (PCM) 
initializes adjacent stations' PHYs and manages 
signaling. Maintenance support functions are also 
part ofPCM. 

Configuration Management (CFM) intercon­
nects PHY sand MACs. It automatically configures 
these connections according to PCM flags. CFM is 
defined differently for stations and concentrators. 

Ring Management (RMT) relays MAC and 
CFM status information. It detects stuck signaling 
beacons, intiates the trace function, detects dupli­
cate addresses and resolves them to allow contin­
ued ring operation, and notifies SMT of MAC 
status. 

The draft SMT standard was forwarded out 
of the X3T9.5 committee in April 1990. Letter bal­
lots returned in midsummer 1990 included com­
ments that required some additional work. The 
draft is now technically stable, and approval is ex­
pected by late 1991. 
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From LLC upward, ANSI intends FDDI to gener­
ally fit traditional protocol stacks. The ANSI FDDI 
committee has not yet formally drafted protocols 
for Layers 3 (network) and 4 (transport), which are 
needed for any type of internetworking. Many sup­
pliers believe the TCP/IP protocol suite can serve 
this purpose. TCP/IP software was originally devel­
oped by the U.S. government for Arpanet, the 
worldwide packet switched network, but has been 
used with great success in commercial 
applications-particularly for internetworking 
among different LANs. TCP and IP follow layered 
networking concepts, occupying Layers 4 and 3, 
respectively, of the OSI Model. Vendors have 
adopted the protocols for Ethernet and other local 
area networks. Most commercial implementations 
of the TCP/IP protocol suite include three stan­
dardized upper layer protocols: Telnet (virtual net­
work terminal), File Transfer Protocol (FTP), and 
Simple Mail Transfer Protocol (SMTP). 

Although more versatile than TCP/IP, the 
OSI internetworking protocols-spanning Layers 3 
through 5-are less practical to implement in the 
real world. Much effort, however, has been ex­
pended to migrate to ISO-based standards, particu­
larly under the MAP/TOP thrust, as shown in 
Figure 5. These market demands are forcing inves­
tigations into upgrading the third and fourth lay­
ers. The OSI stack also has a well-developed suite 
of upper layer applications, including X.400 (elec­
tronic mail), File Transfer Access Management 
(FTAM), and X.500 Directory System Protocol. 
Moreover, the federal government has mandated 
its own version of the OSI Reference Model­
called GOSIP-must replace TCP/IP in govern­
ment procurements after August 1990. 

Some believe that middle-layer OSI protocols 
will be changed to look more like TCP/IP. In to­
day's commercial networking applications, how­
ever, vendors are blending different protocol stacks 
from various sources to match user needs. One 
vendor's network protocol, for instance, might 
blend different layers from OSI, TCP/IP, or IBM's 
SNA. In reality, networking protocols are still 
evolving, and prospective users must evaluate 
them with an eye toward future standards. 

Open ••• ue. 
In May 1991, five networking equipment and 
semiconductor manufacturers announced that they 
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had joined together to define and publish an open, 
interoperable solution for transmitting FDDI over 
sheilded twisted-pair (STP) cabling. Advanced Mi­
cro Devices, Chipcom, Digital Equipment Corp., 
Motorola, and SynOptics published the proposed 
specification in hopes that additional companies 
would adhere to it-helping to lower the cost of 
the needed components-thus accelerating the in­
stallation of FDDI to the desktop. The vendors' 
rationale for developing FDDI-over-STP technol­
ogy is to allow users to employ existing cabling 
when migrating from existing LANs to FDDI with­
out installing fiber optic cabling. 

The first ANSI-chartered Twisted Pair­
Physical Medium Dependent (TP-PMD) ad hoc 
meeting was held in August 1990. Chipcom, Digi­
tal Equipment, and SynOptics shared the results of 
their independent research into implementing 
FDDI over STP. The companies' proposals were 
sufficiently similar that the companies agreed to 
work together to develop an open, interoperable 
proposal. 

The proposed solution specifies a Physical 
Medium Dependent sub layer that uses 150-ohm, 
sheilded twisted-pair cables. While the document 
does not specify a particular design, it does call for 
the complete replacement of the existing optical 
PMDs with electrical counterparts. Because all 
other aspects of the FDDI standard remain the 
same, no changes are required beyond the PMD 
level. 

As mentioned earlier, Codenoll Technologies 
introduced a nonstandard version of the FDDI in­
terface board for Extended Industry Standard Ar­
chitecture (EISA) computers. While using an 850-
nm. LED in the Codenoll design does reduce the 
cost ofFDDI connectivity, users will be unable to 
operate with standard-based equipment containing 
1 ,300-nm. transmitters and receptors. 

FDDI·II and Other Enhancement Efforts 
Work is nearly complete on defining a scheme 
where available network bandwidth is divided be­
tween voice and data using time-division multi­
plexing. FDDI-II, a superset of FDDI, is being 
defined as an upward-compatible, fiber-based LAN 
incorporating the current data capabilities in addi­
tion to the capability to handle voice and T1-
compressed video traffic. The FDDI-II proposal 
will follow the original FDDI standard, adding a 
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fifth document to the present standard. The new 
document, Hybrid Ring Control, describes a hy­
brid operating mode comprising the packet­
switching scheme used in FDDI and an 
isochronous transport mode similar to that used in 
public switched networks. Adding the isochronous 
mode will enable networks based on the expanded 
standard to transfer pixel data-key to video and 
computer graphics transport-in addition to cir­
cuit switched voice signals. Because it builds on the 
existing FDDI framework, FDDI II should be com­
pleted and approved very quickly. According to 
Gene Milligan, chairman of the ANSI X3T9.5 
commitee, the Hybrid Ring Control document 
should be an approved standard by the end of 
1991. 

Some people are already thinking of even 
higher rates, particularly when considering voice 
and data. The FDDI follow-on, or FFOL, is under 
development at ANSI. The FFOL project proposal 
covers the capability to operate as a backbone for 
multiple FDDI networks; interconnection to wide 
area networks, including Broadband Integrated 
Services Digital Networks (BISDN); a data rate 
between 600M bps and 1.25G bps initially, with 
intermediate data rates matched to the Synchro­
nous Digital Hierarchy (SDH) underlying SONET 
and eventual support for data rates up to 2.4G bps; 
duplex links; support for existing FDDI cabling, 
where possible; and support for both single-mode 
and multimode fiber. If the ANSI effort keeps on 
schedule, the family of standards comprising 
FFOL should be complete by late 1995. 

There is also a separate effort called High 
Speed Channel being undertaken in X3T9.3. This 
is a point-to-point system for digital data interface 
(channel extension rather than a network configu­
ration intrinsic in FDDI). These systems are de­
signed to carry 400M-, 800M-, or 1600M bps on 
very short copper links, but they are being devel­
oped to be compatible with future fiber optic links 
operating over longer distances. 
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FDDllnformation Sources 
The chairperson of the ASC X3T9.5 task group is 
Gene Milligan of Seagate (Oklahoma City, OK). 

ANSI is involved in the form of the X3 Secre­
tariat, as is CBEMA (Computer Business Equip­
ment Manufacturers Association). 

Specification X3.139, X3.148, and X3.166 
can be obtained from Global Engineering Docu­
ments. 

Draft Specification X3T9.5/84-49 is available 
from ANSI for review. 

ANSI 
1430 Broadway 
New York, NY, 10018 (212) 642-4900. 

CBEMA 
311 First Street, Suite 500 
Washington D.C. (202) 737-8888. 

Global Engineering Documents 
2805 McGraw Avenue, P.O. Box 19539 
Irvine, CA 92714 (714) 261-1455 

Information regarding the FDDI/STP effort is 
available from: 

Advanced Micro Devices, Inc. 
901 Thompson Place 
Sunnyvale, CA 94088 (408) 982-7880 

Chipcom Corp. 
118 Turnpike Road 
Southborough, MA 01772 (508) 460-8900 

Digital Equipment Corp. (DEC) 
550 King Street 
Littleton, MA 01460 (508) 486-5096 

Motorola 
6501 William Cannon Drive West 
Austin, TX 78735 (512) 891-2140 

SynOptics Communications 
4401 Great America Parkway 
Santa Clara, CA 95052 (408) 764-1013. 
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