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PREFACE

Preface

This book is intended to be of value both to those who
use, and to those who design data processing systems,
software, and services. It contains a quantitative description
of the current status of the data processing industry, and
shows how that industry has grown, changed, and evolved
over the past thirty years. It thus makes it possible for the
user to appraise his equipment, procedures, operations, plans,
and costs in the light of industry-wide averages and trends.
And it gives the designer a fresh look at the marketplace, and
suggest new ways for him to evaluate what it costs him to
design, produce, market, and maintain his products. The
. book should also be of interest to general readers curious
about the processes by which complex technologies move
from the laboratory to the marketplace. And it has served,
and is serving as the basis for university-level courses for
people who are engaged, or expect to become engaged, in
the use, operation, or design of data processing systems. It
presupposes that the reader begins having some familiarity
with data processing—that he has taken one or more
introductory courses in computers and programming, or that
he has worked for some time in a job closely related to data
processing system design, operation, or applications.

To help the reader understand better the purpose of the
book, let me recount how it came to be written.

Between 1955 and 1971 I served as an engineering
executive for three companies in the data processing industry:
for TRW, where I participated in the development of the
computer/process control business; for Scantln Electronics,
Inc., where I helped develop and operate an on-line financial
data service; and for Scientific Data Systems (later Xerox
Data Systems), where I was responsible for hardware
development. I thus have some experience in the three areas
of computer applications, operations, and design.

During these years I became convinced that, in general,
computer system designers and users are preoccupied with
technical matters and pay far too little attention to the
economics of computer technology—to the study of the
conditions affecting the production, distribution, and employ-
ment of data processing goods and services. We are
fascinated by new product announcements, and debate the
merits of the most-recently-announced systems. We go to
seminars to learn about new instruments and techniques for
measuring system performance. We study learned papers
about structured programming and the Chief Programmer
Team concept. We are inundated by articles describing
revolutionary new concepts (e.g. voice translators) and
technologies (e.g. magnetic bubbles). Much of the enjoyment
of our jobs is derived from the fact that the field is in a
constant state of engineering and scientific ferment.

But our interest in the way society uses data processing
equipment is not as well-developed. We examine new-
product announcements with too little understanding of the
problems a supplier has in developing, manufacturing, and
maintaining equipment. We buy instruments to measure what
our systems are doing each microsecond, but do not know
what functions they perform each week—what applications
are most frequently implemented, and how much system
time they require. We learn about new programming
techniques, but do not really know how a programmer
spends his time, or what programming problems contribute
most to project delays. We are enthusiastic about new
concepts and technologies, but have little feel for the length
of time it takes to move even the most promising innovation
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from the laboratory to the office. And we have little or no
appreciation of the costs of running a computer center or
writing a program or maintaining a remote terminal.

These economic matters are, in practice, as important to
the data processing practitioner as are the technical matters.
The applications programmer who has studied nothing but
his COBOL manual will not write as satisfactory a program
as one who is aware of the costs of program maintenance,
and of the expenses incurred when programs are run. The
engineer who designs a new peripheral equipment controller
knowing only electronics and logic will be less successful than
a colleague who has examined the cost of maintenance, and
is aware of the importance of preventive maintenance and of
diagnostic features which can reduce maintenance time.

It therefore seemed to me that a book which collected
together available facts on the economics of data processing
would be useful to people working in the field, and could
form the basis for a valuable course in Computer Science and
Engineering, or in Business or Management. Because the field
is continually changing, it seemed important that the book
should present a history, which would show how rapidly (or
slowly, depending on ones viewpoint) changes take place.
Accordingly, I started collecting data and making notes in the
late sixties, and in early 1972 started working on the book
full time. A preliminary version was published and
distributed in 1974 and 1975, when I taught a course based
on the material, first at Harvard University, and then at the
University of Sydney, in Australia. The first edition, covering
the period 1950 to 1974, was published in 1976. This, the
second edition, contains the first edition essentially un-
changed (pages 1 to 514), and includes a Supplement (pages
516 to 666) which covers the years 1975-1978 and which
revises some of the 1950-1974 data.

A PERSONAL NOTE

The task of assembling a quantitative history of data
processing has proven to be as difficult as it has been
fascinating. I will not pretend that the result portrays the past
with great precision. The reader will observe that the
Supplement contains major revisions to some of the data in
the first edition, and will rightly conclude that my 1975-1976
estimates are different from my 1978-1979 estimates, and
that my 1981-1982 estimates may be changed once again. He
will also observe, if he studies the tables and their
accompanying notes, that there are wide variations of
opinion between authorities on many basic facts. I present
what is, as best I can determine, a balanced and consistent
set of data describing industry history up to 1978-1979. But
the reader should be forewarned:

1. Much of the data is from secondary or tertiary sources,
based on surveys and samples or on informed estimates by
individuals or organizations. Data from such sources is not
always accurate.

2. Where authorities provide conflicting data, or where no
data is available, I have made estimates of my own. The
reasoning and calculations behind such estimates is given,
but my estimates may of course be wrong.

3. At many points I provide interpretations and analyses
of available data. Such interpretations are subject to errors in
judgement, and errors of this kind are best detected in peer
reviews of a work before publication. I have not been
uniformly successful in obtaining reviews of this material—
some sections have been read and criticized, others have not.
The distribution of the preliminary edition, and the process
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of teaching from that edition, resulted in the detection and
correction of many errors. Publication of the first edition led
to the discovery of others, which are corrected here. But there
are likely to be still more, both in the first edition’s material
and in the Supplement.

Several friends have pointed out the danger inherent in
publishing a book which attempts to provide data but which
acknowledges that many sources are in disagreement with
one another, and that much of the data was developed by
means of tenuous inferences, extrapolations, and interpola-
tions. They predict that numbers and charts will be used by
others out of context as if they were undisputable facts, and
that my warnings about the reliability of the data will be
overlooked or ignored. I admit the likelihood of such misuse
of information. But I am convinced that an imprecise history
is better than no history at all, and that many organizations
and individuals will be able to make intelligent use of this
information to help understand the past in order to plan for
the future. Furthermore, I hope publication of the book will
lead to corrections and amendments which can be incorpo-
rated into later editions, and will encourage and stimulate the
collection and publication elsewhere of better data in the
future. Readers having comments and corrections should
send them to me care of the publisher.

Finally, I hesitatingly comment on writing style. The book
has provided entertainment as well as education for its
author. If its style, including its use of the personal pronoun,
is far from conventional, I hope the reader will not be
offended, and will attribute the idiosyncrasies to the author’s
eccentric high spirits. Perhaps some later edition will be more
dignified.

ACKNOWLEDGEMENTS

The five year period 1972-1976 was a long time to be
engaged in a writing project, and especially on a project
which attempted something so new—something whose value
and usefulness had yet to be determined. To a large extent,
my confidence in the viability of this book was encouraged
and sustained by the interest shown by a number of old and
new friends, who helped me in a variety of ways—by
supplying information, by putting me in contact with other
sources of information, by pointing out relevant articles and
books, and by giving me a push when my feet began to drag.
Since publication of the first edition the circle of friends has
grown, and in the following paragraphs I would like to
acknowledge and thank everyone who has been so generous
in providing help and encouragement.

Some of the computer companies have been cordial and
interested. James B. O’Connell of IBM and J. Bradley Stroup
of Honeywell answered many of my questions. Robert S.
Arthur of the Control Data Corporation and Dr. Robert R.
Johnson of Burroughs let me make use of their company
libraries. C. Gordon Bell of Digital Equipment Corporation
let me look into the DEC library, and has consistently been
cheerfully encouraging.

Other friends in the industry were also very helpful. Pat
McGovern, of the International Data Corporation has been
extremely kind in making IDC data available, and in giving
me permission to use it. His associates, James Peacock, John
Rehfeld, and Paul Arabasz, have gone out of their way to
help me understand and interpret that data. Isaac Auerbach
of the Auerbach Corporation lent me copies of old issues of
his company’s reports. Dr. Walter F. Bauer, the President of
Informatics, Lester Kilpatrick, the President of California

Computer Products, Dr. Robert N. Noyce, Chairman of the
Board of Intel Corp., Trude Taylor, the President of
Electronic Memories and Magnetics, and Erwin Tomash, the
Chairman, along with Graham Tyson, the President of Data
Products all were most helpful and encouraging. Jean
Sammett of IBM provided some very useful input on
software. The late Dr. Robert Seeds of Fairchild and Gene
Potter of Silicon Systems Inc., helped educate me on
semiconductor economics. Viktor Sell of Ampex Corp. and
Royce Fletcher, formerly of EM & M were extraordinarily
kind in helping me put together the story about magnetic
core memory developments. Dr. Clark Weissman made it
possible for me to use the comprehensive System Develop-
ment Corp. library. John V. Blankenbaker of International
Communications Sciences and Sei Shohara of the Xerox
Corporation read and commented on the material on
electronic technology. Tom Gilb, a consultant whose home
base is in Norway, supplied me with a number of leads to
useful data. John W. Kitzmiller of the Electronic Industries
Association gave me access to the EIA Market Data Book.
Ken W. Kolence, of the Institute for Software Engineering,
shared his organization’s study results with me and was most
helpful in answering questions. John Navas of Memorex
helped me find some new sources of data. Glen Madland of
Integrated Circuit Engineering let me make use of his
organization’s remarkable publications.

Several university friends have encouraged me, although
some have reservations about the viability of a computer
science course on data processing technology and economics.
Prof. John Bennett of the University of Sydney, Prof. AS.
Douglas of the London School for Economics, Prof. Donald
Dunn of Stanford, Professors Gerry Estrin, Walter Karplus,
and Mike Melkanoff of UCLA, Prof. Jack Munushian of
USC, Prof. Allen Newell of Carnegie-Mellon, and Prof. Tony
Oettinger of Harvard must all be mentioned. I am especially
grateful to Tony for making it possible for me to teach the
seminar at Harvard in the Fall of 1974, and to John for
inviting me to teach at the University of Sydney in the winter
of 1975. T must also express my admiration for Prof.
Melkanoff, who has made use of the book as the basis for a
Computer Science course at UCLA. Finally, I want to thank
Dr. Michael C. Mulder and Prof. Gerald L. Engel, who
encouraged me to comment on the revised IEEE and ACM
Computer Science curricula and who, with their colleagues,
listened courteously and patiently while I presented the case
for a course on the subject-matter of this book.

Some friends in government circles were also very kind.
Dr. Ruth M. Davis, formerly of the National Bureau of
Standards, let me make use of her organization’s library and
reference materials, and encouraged some very useful
discussions with members of her staff. Mr. Sol Padwo of the
Department of Commerce helped me interpret government
statistics on the computer industry, and continually encour-
aged me to go forward. Richard S. Cook and S. Schechter of
the General Services Administration answered my various
questions and provided me with helpful data. Len Smith, of
the Department of Commerce, showed me how to locate
data on tabulating card sales.

A variety of other friends have helped in ways too
numerous to mention. I hope they will forgive me if I fail to
include them here. But I must close with a final note of
thanks to three good personal friends who have advised me
since the beginning of the project. Their help and enthusiasm
has been most welcome and appreciated—Lowell Amdabhl,
Dan McGurk, and Keith Uncapher.






INTRODUCTION

“That, Sir, is the good of counting. It brings every thing to a
certainty, which before floated in the mind indefinitely.”

—Samuel Johnson

MARKETPLACE

“Three women and a goose make a market.”
—(Italian Proverb)

PRODUCTS

“There are more things in heaven and earth, Horatio, than
are dreamt of in your philosophy.”’

—Hamlet (Act 1, Scene 5, Line 166)

APPLICATIONS

“Be not the first by whom the new are tried, / Nor yet the
last to lay the old aside.”

—Alexander Pope

COSTS

“For which of you, intending to build a tower, sitteth not
down first, and counteth the cost, whether he have sufficient
to finish it?”’

—Luke 14:28
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INTRODUCTION

Introduction
PURPOSE OF THE BOOK

The collection of enterprises which is known as the
Computer Business has had a remarkable history in the years
since World War II (when the first modern machines were
developed) and particularly since the mid 1950°s (when the
first commercial machines were sold). Entrepeneurs have
made and lost fortunes, companies have blossomed and died,
ingenious inventions have succeeded and failed, and in a
wonderfully short time the computer has begun to play a part
in everyones life. We see it first hand, so to speak, in such
functions as printing and processing our bills and bank
statements, handling our reservations for air journeys and
sporting events, computing our pay and printing our
paychecks, calculating our mortgage payments, and review-
ing our credit when we cash checks. And we’re also aware of
its use behind the scenes, controlling portions of chemical or
petroleum plants, helping astronauts land on the moon,
calculating stresses in the design of new aircraft, bridges, and
skyscrapers, assisting doctors in interpreting the results of
electrocardiagram tests, processing census data, searching for
characteristic word patterns in Shakespearean texts, checking
our income tax returns, and analyzing the data from
experiments in university laboratories.

Although we call it the Computer Business, and although
it all started because the United States government wanted a
rapid and accurate method for carrying out complex
calculations, we shall see that the real heart of the business is
the storage, retrieval, transmission, sorting, and analysis of all
sorts of data, numerical and alphabetic. For that reason, the
business is also, and more accurately, known as the Data
Processing Industry, and the heart of any equipment
installation is a Central Processing Unit (CPU), not a
‘‘computer”’.

The scientist and the bookkeeper, the inventor and the
businessman, and the tax collector whose business is
everyones—all these gentlemen have been customers for data
processing services ever since numbers and letters were
invented. The early Egyptians who calculated the radius of
the earth have their counterparts in NASA Scientists
planning a route to Saturn. The ancient Babylonian who
recorded on papyrus the value of his ship’s cargo was
probably as frustrated as a modern corporation president
who is trying in October to find out what his costs were in
August. Data processing is an ancient and generally
honorable profession. But in the milleniums which have
passed since the first byte was processed, there has never
been a period in any way comparable to the computer
revolution of the past 20 years. The scientist, bookkeeper,
engineer, businessman, and tax collector who use data
processing equipment or services, and the smaller and more
turbulent groups which plan, design, manufacture, and
market these products need to have an understanding of the
magnitude of this revolution and of the forces which shaped
it.

To achieve this understanding, we must distinguish three
-aspects of the study of technology:

1. The Science of Technology tells us how to design,
fabricate, and analyze products, services, and activities. It
tells us, for example, that we can store information in
superconducting circuits or in magnetic films, and that we
can program computers to translate languages or to access
large files of data.

2. The Economics of Technology examines the produc-
tion, distribution, and consumption of technology-based
goods and services. It tells us, for example, that magnetic
films are cheaper than superconductors for data storage; and
it evaluates language translation and file processing in terms
of their operating costs and of the number and nature of
potential applications.

3. The Politics of Technology deals with the decisions
society must make about the uses of technology. It tells us,
for example, that citizens have the right to examine and
correct certain automated files; and it sets aside public funds
to support research on holographic memory technology.

Thus the science of technology tells us what is possible, and
can propose and develop a variety of techniques for solving
our problems. The economics of technology tells us which of
science’s possibilities is useful, and why. It can therefore
evaluate various solutions in the light of society’s habits and
interests. And the politics of technology tells us which of
science’s possibilities is forbidden and which is selected. It
represents the complex procedures by which society decides
how to deal with its troubles and opportunities.

~ It is my contention that individuals and organizations
interested in data processing and in computer science and
engineering pay far too little attention to the economics of
technology. Technical books and journals, professional
society meetings and conferences, government publications,
and computer-oriented trade magazines and newspapers are
largely devoted to studies of and news about the science of
technology. University courses and curricula in computer
science and engineering are, also, typically devoted to science
(PhisM76), though the politics of technology has received
increasing attention in recent years. There is, of course, some
work done and reported on the economics of technology—
much of the data in this book comes from such sources. But
our preoccupation with the science of technology causes us all
too often to focus our attention on problems which are
technically challenging and prevents us from trying to
determine what their solutions are really worth. In support of
this statement, let me adduce three examples:

1. In December, 1971, the California Commission For
Teachers Preparation and Licensing issued a report
(GustG71) on the analysis of an Automated Teacher
Credentialing System (ASTEC). The system, which at that
time had been in operation for over a year, had been
designed with the help of an aerospace firm, an equipment
manufacturer, and a national accounting/consulting firm. Its
operating cost at that time amounted to $3.60 per document.
The report recommended that the computer system be
discontinued, and that a manual system whose cost was
estimated at $.50 per document be put in operation. The
glamorous computer is applied much too often in situations
where the user does not properly consider the economics of
various alternative ways of solving problems. The emphasis is
placed on “how can I best design a computer system for this
application?” rather than, “what is the most economical
solution to this problem?” And if we take into account the
natural reluctance of organizations to admit their mistakes,
we must conclude that uneconomic systems like ASTEC are
probably in widespread use.

2. In a notable paper on FORTRAN Programs,
(KnutD71, notable for its clarity and interest, and also
because it was apparently the first such study ever carried out
on one of the most widely-used computer languages) Knuth
presented statistics on the actual use of various FORTRAN
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features by working programmers. One conclusion of that
study was that typical user FORTRAN programs are
remarkably unsophisticated. In reflecting on this surprising
discovery, Knuth remembered a paper he prepared some
years earlier which showed how the translation of a very
complicated FORTRAN statement could be achieved with
only 19 machine instructions compared to the 21 required by
a previously-published method. He comments, ““the fact that
(FORTRAN) arithmetic expressions usually have an average
length of only two operands, in practice, would have been a
great shock to the author at that time.”” And he further says,
“there has been a long history of optimizing the wrong things,
using elaborate mechanisms to produce beautiful code in cases
that hardly ever arise in practice, while doing nothing about
certain frequently occurring situations.” v

3. In an early book on computer logic design (PhisM58),
Phister spent a full 50 page chapter describing three methods
for simplifying Boolean equations. To justify this extravagant
waste of paper, Phister cited the widespread use ‘““today” of
diode gates, and the fact that configurations of such gates,
“can be made to correspond to a particularly convenient
definition of ’minimum’ . All too frequently we see this
unhappy trait of solving today’s (or yesterday’s) problems
without trying to anticipate what tomorrow’s will be; and of
restating problems in such a way that solutions are possible,
though the restated problem may bear little resemblence to
real problems. Judging from papers and correspondence in
computer journals, engineers are still working on the Boolean
simplification problem, without regard even to today’s
hardware economics, much less tomorrow’s.

These three examples have a common thread. They
illustrate situations where an interest in the question of what
is technically possible has been the driving force, rather than
the question of what is economically important. Only by
considering a variety of alternative data processing systems,
and by estimating the costs of installing and operating each
one, can we make rational decisions in systems planning and
design. Only by studying the way programs are actually
written, and by identifying the costs of writing, debugging,
compiling, and running real FORTRAN programs (and
Knuth’s article only treats one aspect of running costs,
important in programs which will be run time and again),
will we be able to write truly efficient compilers. Only by
learning which logic systems are in widespread use, and by
understanding cosis and cost trends in designing and
manufacturing logic systems can we determine what aspects
of logic design need attention.

Only by studying the economics of technology can we
best determine how to use and direct our science. Let me
emphasize the point by stating it in the form of a principle: 4
study of the science of technology defines what is possible; a
study of the economics of technology establishes which of the
possibilities is practical and useful.

I am thus advocating that data processing system
designers, users, and managers will all benefit from a very
broad view of the economics of the industry. It might be
argued that users should study only information on
applications; that programmers should only look at data on
programming costs and program use; that engineers should
concentrate only on hardware development and manufactur-
ing costs; and that officers of hardware companies should
only be interested in data on the hardware marketplace. I

suggest we can all benefit from a much broader picture of the
industry. Specifically, I contend that:

—Users will make better decisions in planning for the
future if they appreciate what has happened in the
marketplace, and understand better the changes which are
taking place in product price and performance.

—Applications programmers and systems analysts are
likely to plan and write better programs if they are aware of
the costs of both program maintenance, and of operating a
computer center.

—Systems programmers may design better operating
systems if they recognize the cost of system down time and of
its relationship to software design; and they will design better
compilers if they take into account the practices of compiler
users. ‘

—Hardware designers are likely to make better design
decisions if they are conscious of the concept of Life Cycle
Costs, and if they perceive the many cost ramifications of a
new component or assembly.

—Managers at all levels, in all disciplines, will benefit
from a broad view of all aspects of data processing system
design, manufacture, distribution, and use.

I hope, then, that this book will help data processing
system designers and users:

1. Develop an approach to problem-solving and problem-
identifying which is based on an analysis of the economics of
data processing system design and use.

2. Formulate their own lists of the most critical and
important data processing problems facing the computer
industry specifically, and society in general; and use those
lists to help direct applied research and product development.

3. Understand better the relationship between different
aspects of data processing, and appreciate how a seemingly
trivial or routine policy or decision established at one point
may have very large economic implications at other times or
places.

4. Learn what kind of industry data is generally available,
and develop a healthy skepticism regarding the accuracy of
such data. Take steps to collect and disseminate better data
on all aspects of data processing.

5. Contribute more effectively to discussions regarding the
politics of technology, by being better able to evaluate the
effect of political decisions on data processing costs and
functions.

ORGANIZATION AND FORMAT OF THIS BOOK

The Organization: Four Topics

The book is organized in four functional chapters,
covering the Marketplace, Products, Applications, and Costs.
The first chapter, on the Marketplace, describes the various
subdivisions of the industry, shows how each has developed,
and how that development compares with that of other
industries and of the economy as a whole. The chapter on
Products, which comes next, examines the various equip-
ments, services, and materials which have been and are being
marketed, and shows how prices and performance have
changed over the years. It starts with a discussion of unit
performance, and then reviews a number of approaches
which have been used to study and characterize system
performance and efficiency.
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The third chapter, on Applications, attempts to analyze
the uses and potential uses of data processing equipment, to
provide a basis for understanding why the industry has
grown so rapidly. It includes data on alternative, conven-
tional (manual) data processing methods, and compares the
costs of manual and automatic computing and data handling.

The final chapter, on industry Costs, attempts to provide
a basis for understanding the development, manufacturing,
marketing, and maintenance costs which are fundamental to
the industry and which provide a floor for the prices the user
(the end customer) pays.

Looking at the outline from a gross point of view, the
reader may observe my purpose is to describe the growth of
the data processing industry in the first chapter, and to
provide facts and opinions in an attempt to explain that
growth in subsequent chapters.

The Format: Two Presentations

Having outlined the content, let me now indicate the
format in which this information is presented. The book
contains two presentations at two levels of detail, each
divided into four chapters which follow the above functional
outline. The first presentation (Part I, pp. 1-236) contains a
number of graphs, charts, and drawings accompanied by
definitions, explanations, and descriptions. The text and
graphs are arranged on facing pages, and these pages are
intended to present an objective, factual description and
discussion. The reader who wants to gain some understand-
ing of the history and status of modern data processing, or
who is simply interested in the interaction of economics with
technology in general, should be able to read Part I as an
independent document, without reference to the second part.

Part II contains, in tabular form, the graphical informa-
tion of Part I, along with a great deal of related material not
plotted. Each table in Part II is accompanied by various
definitions, together with descriptions of the source of the
data and of any calculations that were carried out. These
notes refer in abbreviated fashion to the annotated
bibliography, which, with the indexes, appears at the end of
the book.

For readers who wish to use the data for their own
analyses, or who want to understand where the data comes
from, I supply in Part I references to the tables in Part II and
to the bibliography. Most figures are plots of tabular data
from Part II, and a citation (usuvally in the upper left-hand
corner of the figure) states the identity of the source table or
tables. Furthermore, many of the tables contain a column
labeled “Figures”, and an entry in that column opposite
some specific row of the table tells which figure contains a
plot of that row. For example, Figure 1.1.1 references Table
IL1.1.1; and the “Figures” column of that table shows that
lines 1, 2, and 3 are plotted in the figure.

There are some tables in Part I. Source information for
many of them is shown in, the table itself. For others, there
are notes in Part II describing the sources. These notes
appear in Part II in sequence with the Part II tables. For
example, the notes for Table 2.23.4 appear in Part II
preceeding those for Table 11.2.23.4. Note that Part II tables
are distinguished by having a Roman numeral II preceding
their number, and that the page headings for Part II are also
preceded by that Roman numeral. Figure and table numbers
containing no Roman numeral will be found in Part I.

The Supplement

The ideal way to bring the book up to date would be to
revise it completely. However, in the interest of reducing the
delay between the time year-end 1978 data was available
(March to July, 1979) and the time the book is published
(end of 1979), we have included the updating information in
a Supplement. For purposes of description, let’s refer to the
first edition’s material (pages 1-514) as DPT&E, standing for
Data Processing Technology and Economics. The Supplement
follows immediately after DPT&E, and has the same
organization—four topics—and format—two presentations.
However, the Supplement does not cover every topic that is
covered in DPT&E.

The best way to use the book is to select a topic, from
Table of Contents or Index, and start reading about it in
DPT&E—that is, in the first edition portion. This reading will
set the stage—define terms, provide background information
and comments. If the material is covered in the Supplement,
the Section or Table in DPT&E will be marked thus: @

Having read the DPT&E material, the reader is prepared
to look at the update in the supplement. Note that the
sections, figures, and tables in the Supplement use the
DPT&E numbering system, but append a letter of the
alphabet.

For example, suppose you are interested in Data
Communications products. You turn to Section 2.14 and read
pages 76-81, where you see plots of commiunication costs
versus calendar time and versus usage, and learn what is
included in those costs and how breakeven conditions are
defined for dialed and private lines. You observe that the
section is marked with a dot, and therefore know it is
updated in the Supplement. You find Section 2.14a in the
Supplement (p. 548) by consulting the Table of Contents or
simply by thumbing through the pages looking at the running
heads at the top of the page. On page 549 you find Figures
2.14.1a, 2.14.1b, and 2.14.1c along with Figures 2.14.2a and
2.14.3a. The first three are updated versions of Figure 2.14.1,
on page 77, and the other two are updates of Figures 2.14.2
and 2.14.3. Because you read the descriptive and defining
material in Section 2.14 of DPT&E, you are able to follow
the somewhat abbreviated discussion in Section 2.14a of the
Supplement. If you are interested in the tabular material and
look at Table I1.2.14.5, for example, in Part IT of DPT&E (p.
399), you find it marked with a dot also, and look for a
Table I1.2.14.5a in Part II of the Supplement.

Bibliography and Indexes

References to the bibliography generally appear in
parentheses. The abbreviation for a reference is normally
created by taking the first four letters of the author’s last
name, adding the first letter of his first name, and finally
adding the last two numerals of the year the reference was
published. The bibliography is organized first by subject
matter (as identified by a section number from Part I), and
within subject is alphabetical by the abbreviated bibliograph-
ical reference—which is very nearly alphabetical by the
author’s last name. In addition, the citations are indexed at
the end of the book, and the reader can look up a citation in
that index to discover which section of the bibliography
contains it.

The indexes cover both DPT&E and the Supplement.
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THE SOURCES AND ACCURACY OF THE DATA

The bibliography begins with a detailed discussion and
commentary on the organizations which collect, and the
publications which disseminate information of interest to the
data processing industry. In the next few paragraphs, I will
comment on the reliability of this public information, and of
the data contained in this book.

In a fascinating book “On the Accuracy of Economic
Observations’’, Oskar Morgenstern lists a host of reasons for
errors in economic¢ statistics. The principal difficulties
regarding statistics about the computer industry seem to be:

1. Manufacturers, service organizations, and even users
are very secretive and do not generally publish statistics
about their own operations. They presumably are driven to
withhold data by a desire to hide successes from their
competitors, failures from their stockholders, and anti-trust
evidence from the government. Contrast the data processing
with the automotive industry, where every week or so the
Wall Street Journal publishes the precise number of cars of
each model manufactured during the previous week.

2. Private organizations attempting to keep track of the
marketplace are handicapped by the industry’s phenomenal
rate of growth. The estimated number of systems’in place at
the end of a given year, for example, is based on an estimate
for the end of the previous year plus an estimated shipment
rate minus an estimated return rate. In a dynamic situation,
none of the numbers is easy to guess. A typical result is
shown in Table 0.1, which compares estimates of the number
of systems of various kinds in use in the United States at two
specific dates, as estimated by DP Focus, by International
Data Corporation, the publisher of EDP/IR, and by John
Diebold, the publisher of ADP/N. In each case, the numbers
shown are for precisely the same group of computers. Note
that the numbers not only differ wildly (Diebold estimating
47% more 360’s than Focus, and 18% more than IDC), but
that it is not uncommon for one authority to report an
increase in installations for a period of time in which another
authority reports a decrease.

3. Inconsistent definitions or classifications introduce
another cause of error. Part of the differences in Table 0.1
might be explained by differing definitions of the word
“install”. Is a system installed when it is shipped by the
manufacturer? When it arrives at the installation site? When
it is accepted by the customer? When the manufacturer sends
an invoice? When the customer pays that invoice? Should the
manufacturer’s use of his own computers be included in the
statistics? There is no standard answer to any of these
questions, and in fact each manufacturer may use a different
definition in his own internal statistics on installations—but it
is unlikely that these matters of definition can be the cause of
the startling discrepancies in Table 0.1. Table 0.2, on the
other hand, recording the opinions of different authorities as
to data processing dollar shipments in 1960, 1965, and 1970,
clearly reflects problems having to do with a definition of
what is included in ‘““shipments””. The Electronic Industries
Association, the International Data Corp., Arthur D. Little,
Inc., and the U.S. Department of Commerce are all
represented. Each provides data, and generally the defini-
tions given for the data are imprecise enough that they may
account for much of the discrepency shown. Thus, for
example, the EIA figures include analog computers and
minicomputers; EDP/IR and Arthur D. Little include
shipments by the nine major system manufacturers, but the
former includes an additional four to six manufacturers,

while the latter excludes systems returned and reinstalled—
which would lead one to expect the Arthur D. Little figure
would always be less than the EDP/IR figure. (This data,
along with other comparable figures, is discussed in Part II.)

There are undoubtably other sources of error, difficult or
impossible to identify. Manufacturers may disseminate
misleading figures; questionnaires, which are frequently used
to obtain data from users, may be filled out carelessly or may
be misinterpreted by the respondant or by the analyst; and
keypunching or data processing errors may occur in the
course of forming or processing a data base of industry
statistics.

Morgenstern quotes with approval Norbert Wiener’s
remark, ‘“Economics is a one or two digit science’’. My
experience in collecting material for this book has convinced
me that many aspects of the economics of data processing are
one digit sciences. (It may even be argued that the one digit
is binary, not decimal. It would perhaps be appropriate that
we count shipments, installations, and other intractable
figures to the nearest power of two.) Nevertheless, the reader
will find that I have taken extravagent steps to present data
having a precision of five or six decimal places. In Table
I1.1.20, line 11, for example, I report that the total domestic
revenue for U.S. data processing companies was $7,096,000,-
000 in 1968. The ““6°” in the millions position of that number
seems to imply somehow that I believe the revenue was
between $7.0955B and $7.0965B. Let me immediately and
loudly deny that I believe any such thing. I have tried to be
consistent in supplying data having much more precision
than it has accuracy simply because premature “rounding
off”’ leads to a loss of information. If I had rounded off the
components which add to $7.096B before performing the
addition, the sum would have been $7.3B. By keeping five
decimal digits in my Table, I mean to imply that actual 1968
revenue from the sources given lies somewhere in a range
surrounding $7.096B—not $7.3B. Most important, the tables
are intended to supply data for other calculations by the user;
and the value of the information is greatly reduced when
precision is lost.

At.one time I contemplated supplying estimates of
accuracy along with the data. I dropped the idea because of
the impossibility of estimating accuracy with any accuracy. I
have settled simply for recording, as faithfully as possible,
my sources and my assumptions. I thus pass off to the reader
the burden of deciding how accurately the data describes the
facts.

The reader is therefore forewarned. It is unwise to make
use of data in this book, or from other hopefully more
reliable sources, without thoroughly understanding what the
data means and how it was derived. Whenever any action is
being taken based on economic data, the user must be
careful to figure out how sensitive his expected results are to
errors in that data.

The scarcity of accurate data is certainly discouraging to
the scientist, the engineer, or the businessman who is trying
to figure out “which of the possibilities is important”’. With
the data so unreliable, is it even worthwhile collecting and
studying it? The answer is, unquestionably, that it is
worthwhile. Although we don’t know exactly how many IBM
360°s were shipped nor what their average sales price was,
our estimates and approximations can tell us relatively which
of the models contributed the greatest revenue to IBM, and
how that revenue compared with that of similar products by
other manufacturers. Though we don’t know exactly what it
costs to manufacture a $500,000 system, or to maintain that
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system for a year, we can formulate estimates which tell us
the relative importance of different elements, and which show
how and why these proportions have changed with time.
Although we can’t know exactly how the population of
programmers or magnetic tape reels or line printers or
memory bytes or data service companies has changed, year
by year, since 1950, we can find enough data to formulate an
estimate of each of these and can gain some understanding
of the relationship between them.

It is quite likely, in a field where data is so staggeringly

unreliable, that I will in the following pages draw wrong
conclusions or mistake cause for effect or confuse the trivial
with the vital. But the advantages to be gained far outweigh
the risks of error. It is, I believe, much more important that
the reader finish this book with a new understanding of the
relevance and importance of economic data to his work than
it is that the data presented here be flawless. It is also to be
hoped that errors and inconsistencies in my data will
stimulate various public and private organizations to collect
or to finance the collection of better data—an activity which
will benefit us all.

TABLE 0.1 NUMBER OF SYSTEMS INSTALLED IN THE U.S., AS REPORTED BY DIFFERENT AUTHORITIES

Date of Census

6/30/70

6/30/71

Authority DPFocus EDP/IR ADP/N EDP/IR ADP/N
Computer System

360/20 7161 7750 8600 8600 8500

360/30 5487 7650 8900 6600 8600

360/40 2453 3320 3900. 3200 3400

All 360°s 18189 22593 26715 22811 25232

All IBM 32079 38300 33864 38629

All NCR 3590 2988 3663 3755

All Univac 4672 4703 4730 4740

All Manufact’rs 47053 54050 48652 55466

TABLE 0.2 VALUE OF SHIPMENTS BY U.S. COMPUTER MANUFACTURERS, AS REPORTED BY DIFFERENT
AUTHORITIES. (In $ Billions)

Worldwide Shipments

Domestic Shipments

Calendar Year: 1960 1965 1970 1960 1965 1970
Authority
EIA .630 2.830 5.162 2.574 3.958
EDP/IR 12 2.40 7.29 .59 1.77 4.37
ADL 7.27 53 2.10 494
U.S. Dept. of
Commerce 2.6
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We all know that the 20th century has been a period of
unprecedented innovation. A variety of political, social,
economic, and technical revolutions have changed both the
face of the earth and the way we look at it. In order to see
the data processing revolution in proper perspective, we will
take a very brief look at some measures of the world’s
growth and change. :

Gross National Product (GNP). The GNP has generally
been adopted by world government and business as a
measure of the size of a country’s economy. It is defined as
the sum of four components: personal expenditures for goods
and services; government purchases of goods and services;
gross investment in machinery and inventories; and net
export of goods and services. The American GNP is plotted
in Figure 1.1.1, and has grown from $20B at the turn of the
century to over $1,000B today. However, those numbers,
generally referred to as “GNP at current prices”’, do not take
into account the effects of inflation; and a price deflator is
therefore shown in the figure. The deflator is referenced to
the year 1958, and Figure 1.1.1 shows that something which
cost $1 in 1958 cost about $1.50 in 1970 and only $.25 in
1900. The GNP at 1958 prices, then, is computed by dividing
GNP at current prices by the price deflator, and gives a
measure of the “real” change in the country’s economy.
Comments:

1. The years 1915-1920, 1940-1948, and 1965-1975 were
periods of substantial inflation.

2. A recession is defined as a period during which there
occurs a decline in real GNP. Major depressions occurred in
1919-1920 and 1929-1933, and there were recessions in
1949, 1953, 1957, 1960, 1969, and 1974. The combination of
recession and inflation which occurred in 1970-1975 was
unusual.

3. The period from 1947 to 1969, during which the data
processing industry was created and began to grow, was a
relatively stable period during which the country’s real
output more than doubled in value.

The U.S. computer industry, led by IBM, has played a
dominant role in world data processing and we therefore
must look at economic growth abroad as well as at home.
Figure 1.1.2 shows the growth in GNP for four of the world’s
major industrial countries, chosen because of their interest in,
and widespread use of, data processing equipment. Note
particularly the phenomenal rate of growth of the Japanese,
West German, and French economies in the years since
World War II. Figure 1.1.3 shows how GNP per capita has
developed since the war for these four countries and for the
United States. Japan’s vitality in closing the gap between
itself and Europe, the United Kingdom’s fading prosperity,
and the traditional Franco-German competition are all
illustrated.

Returning to the American economy, let us look at the
relative size of various industrial subdivisions. Figure 1.1.4
shows how U.S. National Income (which is the sum of
earnings by labor and property—wages, rents, and interest—
and which is directly related to and less than GNP) has
shifted during the twentieth century. Note the growth of
manufacturing and government share of National Income,
and the decline in that claimed by agriculture. Note also the
relative sizes of these different components of the economy,

all of which are customers for data processing equipment and
services. If the total market for data processing products were
proportional to an industry’s share in national income,
manufacturing would be the biggest user, followed by
wholesale and retail trade, government, the service industry,
and finance (including insurance and real estate). Mining,
construction, transportation, communications, and public
utilities—the other major industrial subdivisions—together
accounted for less than 15% of total national income in 1970.

Industry Sales. Next let’s look at three major segments of
American industry, and begin to get some feeling for the
relative importance and impact of the computer business.
Figures 1.1.5 and 1.1.6 show the growth which has taken
place in automobile sales, electronic sales (which will be
defined in a moment), and telephone revenues since the
beginning of the century, both in current dollars, and per
capita in 1958 dollars. The erratic fluctuations in new car
sales, which are tied to the whims and pocketbooks of the
consumer; the contrasting smooth growth in telephone
revenues, arising from a service we have come to regard as a
necessity;, and the most recent explosive growth of the
heterogeneous electronics industry—all are clearly illustrated
here.

Electronic industry statistics shown in Figure 1.1.7 are
provided by the Electronic Industries Association (EIA),
which distinguishes four categories of sales: government
products, mostly procurement, research, and operations for
the Department of Defense, but also including NASA
expenditures; communications and industrial products,
comprising computer and data processing equipment,
communications and broadcast products, and measurement
and control instruments of various kinds; consumer products

‘including T.V. and radio receivers, recording equipment,

musical instruments, etc; and that portion of electronic
component sales which accounts for replacement parts. In the
early 1950°s, government business outran the booming T.V.
industry as electronic equipment was developed and
manufactured for the control of aircraft and missile systems.
In the mid and late sixties, our Space Program also
contributed to the growth in electronic sales. In the
meantime, electronic equipment of all kinds was increasingly
adopted by industry, mostly in new applications of
communication, measurement, and control products. And the
data processing industry has expanded from nothing to the
point where its shipments account for nearly half of all
industrial and communication product sales. (The break in
the graph at 1966-1967 denotes the time when the EIA
began including telephone equipment in the Industrial
Products category.)

Finally, Figure 1.1.8 shows EIA figures for total
component dollar sales, and indicates how those sales are
distributed between vacuum tube, discrete semiconductor,
integrated circuit, and other components. Though the EIA
figures exclude some very large and very important
component producers—notably Western Electric Corporation
and IBM—they nevertheless serve to give us some idea of the
size- of the business. Note that component dollar sales are
larger than the sale of electronic consumer products; and
that, somewhat surprisingly, discrete semiconductor ship-
ments have never exceeded vacuum tube shipments—though
in 1969, for the first time, semiconductor shipments including
integrated circuits did exceed vacuum tube shipments.
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On this and the following pages we will review the
progress, growth, and status of the data processing industry
from a phenomenological point of view, much as a zoologist
might review the evolution of mammals. We’ll try to identify
the important segments of the industry, and will show how
each has grown and changed. In subsequent parts of the
book, we will attempt to analyze, understand, and explain in
some detail the various economic forces, exerted both by the
user and by the supplier, which have led to the explosive
growth of the industry. However, in these initial pages, we
will concentrate simply on describing what has happened.

1.20 OVERVIEW e

In the last section, we had a look at the growth of the
automobile, telephone, and electronic industries since the
beginning of this century. Figure 1.20.1 provides another
look at some of this same information, with TV sales and
data processing equipment (i.e. “system’’) shipments shown
in place of electronic industry sales, of which they are of
course a part. This time we show expenditures as a percent of
GNP. The enormous growth in TV sales just after World
War II, and the renewed growth in the mid sixties with the
introduction of color TV show up clearly on the chart. Data
processing equipment shipments took ten years to reach the
point TV sales reached in five; and we further see that,
spectacular as has been the growth of the computer industry,
it doesn’t compare with the growth and impact of the
automotive industry during its first twenty years, starting in
1900. The customer base for the two industries is, of course,
entirely different. The eight million automobiles registered in
1920 had a when-new value of perhaps one thousand dollars
each and were largely owned by private citizens; as we shall
see, the 75,000 computers in use in the United States in 1970
had an average value of perhaps $300,000 each, and were
largely in the hands of corporations.

Computer system shipments are the largest but not the
only measure of the size of the data processing industry. The
total dollar impact of this industry is shown in Figure 1.20.2
and in the next few paragraphs we will discuss and describe
the major components of that total figure, which includes
revenue earned by software, service, communications and
supplies firms, as well as shipments of hardware. Note that
only US. firms are included so that the “worldwide’” figures
do not pretend to include all worldwide data processing
industry revenues and shipments.

The various component parts included in the totals of
Figure 1.20.2 are detailed in the next four figures. System
shipments—the shipment of central processing units and their
associated memories, peripherals, and terminals—are the
largest items in the total, and are plotted in Figure 1.20.3.
Note the increasing importance of overseas sales to American
manufacturers. Domestic shipments these days account for
only about 65% of the total, and the effect of the 1969-1971
recession, which caused a 15% drop in domestic shipments,
was softened by the fact that overseas shipments continued to
grow during this period.

Hardware Shipments. In Figures 1.20.4 to 1.20.6 I have
subtracted out overseas system shipments, and show the
various components of shipments and revenue as a
percentage of total domestic shipments and revenue. Figure
1.20.4 makes it clear that hardware shipments have been and
continue to be the most important part of the industry. Total

hardware shipments are broken down into their major parts
in Figure 1.20.5; and the “other’’ segments of the industry—
services, software, supplies and data communications—are
described by Figure 1.20.6.

In interpreting these figures, we must of course begin with
some understanding of the terms used. (In much of this
analysis, we use International Data Corporation data and
definitions. See the beginning of Section 1.2 of the
Bibliography for a discussion of sources.) General purpose
(GP) and minicomputer (mini) shipments represent the dollar
value of complete systems shipped by computer manufactur-
ers in each year. The figures therefore include central
processors, internal memories, peripherals and peripheral
controllers of all kinds, and terminal equipment shipped by
such manufacturers as IBM, Univac, DEC, and Hewlett-
Packard. Both complete systems and add-on equipment for
existing systems are included. The difference between GP
and mini systems is precisely defined by listing computer
model numbers, and that listing is published by IDC in its
EDP Industry Report. (A partial listing of the more
important machines will be found in Section 2.10 below.)
Generally speaking, the GP systems are the larger machines,
mostly used for business data processing and scientific
calculations, often byte or character oriented, and more often
leased than purchased. The minis are generally dedicated
application computers, normally purchased, and used where
some single, special program is run time and time again,
often in association with some real-time activity. Analog
computing equipment, tabulating machines, accounting
machines, and data entry keyboard equipment are not
included. Independent peripheral shipments are shipments of
terminals, data entry equipment, and peripherals by
manufacturers who don’t manufacture central processer
products. Some of this equipment is shipped to the end user,
but much of it is shipped to system manufacturers who
themselves ship to the end user. To the extent that these
original equipment manufacturer (OEM) sales are included,
we are inflating total hardware shipments by double
counting,.

The general features of hardware shipments are apparent
from Figures 1.20.3 to 1.20.5. The shipment rate from 1955
to 1960 grew rather slowly as first generation machines were
delivered and manufacturers and users began to understand
the marketplace. From 1960 to 1965 shipments accelerated
as the second generation of equipment was delivered and
users learned how to take advantage of improved processing
power. The introduction of the third generation, starting in
1965, gave rise to an additional spurt in sales which was
brought to a close in the recession of 1969-1971, when
computer users were forced to economize and began to look
critically at their total data processing expenditures. In 1972
the growth in system shipments continued, although real
growth has fallen off—using the GNP deflator to correct
shipments figures, we find that real growth from 1972 to
1974 was only 7.4% compared with 35.2% in the 1966-1968
period. Mini shipments have always been a small proportion
of the total dollar volume, even though, as we shall see, they
represent a much larger proportion of the number of systems
shipped.

The Independent peripheral equipment business started
strong, as various companies developed magnetic tape
equipment, magnetic drums, printers, etc. for delivery to
system manufacturers. As time went on and it became
apparent that peripheral shipments were going to represent a
growing portion of the total system business, the various
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system manufacturers developed their own peripherals and
the Independents’ business fell off, as a percentage of total
revenue. With the delivery of third gencration systems
starting in 1965, however, the peripheral manufacturers
developed a family of ‘“‘plug-compatible”” products which
could be sold to the end-user as direct replacements for IBM
products. The success of these products—magnetic tape units,
moving head files, and magnetic core memories—and of the
key-to-tape and key-to-desk data entry products which were
developed at about the same time explains the upturn in
peripheral shipments between 1965 and 1970.
Non-Hardware Revenues. Let us now look at the “other”
parts of the industry, as shown in Figure 1.20.6—the
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software, service, supplies, and data communications
segments.

As the total industry grew, it became clearer and clearer
that the expense and time required to write programs was
going to represent an increasingly serious problem. The
development budgets of manufacturers and the operating
budgets of users began to include more and more funds for
software planning and development. As a result, a new
industry evolved to design programs both for manufacturers
and for users. This software industry, whose growth is shown
in Figure 1.20.6, initially was strictly a service business,
writing special and unique programs under individual
contracts. More recently, software firms have used their own
funds to develop and market program products, mostly for
end users.
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Although all big firms and many small ones find it
economical and convenient to operate their own data
processing equipment, many firms turn to outside service
organizations either to provide total computing services or to
supplement internally-provided service. In addition, the past
few years have seen the formation of new firms providing
specialized services such as training computer programmers
and operators, installing and operating computer systems,
and supplying computer maintenance. As a result, the service
industry has been the fastest growing segment of the data
processing marketplace as is shown in Figure 1.20.6.

Data processing system users spend money for supplies
and for data communications facilities, and these final two
segments of the industry are included in the same figure. The
major supplies expenditures are for media, which are defined
(ANSI) as “’the material, or configuration thereof, on which
data are recorded”. The principal media are continuous
printing forms, punched cards, magnetic tape, and disk
packs. Punched cards and continuous paper were used (and
are still used) by tabulating equipment and accounting
machine installations long before the stored program
computer was invented—but the figures shown do rof include
supplies shipped for such equipment. Expenditures for
supplies grew very rapidly in the period 1955 to 1965
primarily because of the development and improvement of
magnetic tape units, and of applications where large files
were stored on tape. The 1974-1975 spurt was mostly caused
by increases in the prices for paper products.

The requirement for on-line access to a common data
base (in airline reservation systems, for example), the hope
that the power of a very large and expensive system could be
shared by a number of individuals simultaneously working at
remote terminals, and the need for large companies to
improve internal communications between widely separated
offices—these factors and others led the Communication
Common Carriers to introduce a variety of data services.
These facilities were first offered in the early 1960’s, and
there was an immediate period of growth as the requirements
for several special applications were satisfied. The third
generation systems shipped since 1965 have included a
growing number of communication options which encour-
aged more and more data processing users to transfer data,
messages, requests, and replies by wire directly to their
central computers from distant plants and offices.

Expenditures for supplies, services, communications, and
software (or at least the software product portion of software
revenues) are related more to the value of computers in use
than to the value shipped each year. Figure 1.20.7 plots these
components as a percent of the installed value of general
purpose computers. To the extent that the data processing
industry ever settles down and reaches some steady-state
condition, these curves will presumably become horizontal
lines.

We have so far discussed the dollar value of hardware
shipments, and the revenues earned by companies which
supply goods and services directly related to the data
processing industry. There are, of course, other ways of
measuring the industry’s impact. In section 1.30, for example,
we will look at the revenue derived from system shipments—
shipment dollars are not the same as revenue dollars because
so many GP systems are leased. Figure 1.20.8 provides
another measure: the total value of GP systems, minicom-
puter systems, and keyboard data entry equipment in use in
the United States reached $30B in 1972. GP and minisystems
have already been discussed. Keyboard data entry equipment

10

is the hardware used to convert data manually from written,
printed, or verbal sources into computer-readable media.
(Optical- and Magnetic-Ink-Character-Recognition equip-
ment is included with GP system value in use.) Keypunches,
which produce punched card records, and key-to-tape and
key-to-disk systems make up the keyboard data entry system
population. Note that the value of data entry equipment has
for some years represented 5% of all hardware in use, and
has only recently been surpassed by the value of the much
more widely discussed minicomputer system population.

In the next few pages, we will look in more detail at the
constituent parts of the computer hardware business, which is
of course the basis for the entire industry and accounts for
the largest dollar portion of that business (Figure 1.20.4). We
will begin by discussing systems, and will continue with
reviews of peripherals, terminals, memory, and data entry
equipment. As usual, I must introduce a word of caution
about the figures. The notes accompanying the tables in Part
IT discuss sources and make it clear how sandy and swampy
is the ground on which this structure of purported
quantitative history is built. In general, the figures represent:
the author’s best judgment regarding authoritative but
conflicting numbers, together with extrapolations and
interpolations of various kinds in those periods for which he
could find no data.

1.21 SYSTEMS @

Shipments and Installations. The number of computer
systems in use in the United States at the end of each
calendar year is plotted in Figure 1.21.1, and the correspond-
ing value of those computers is shown in Figure 1.21.2. The
““systems’’ counted in the first figure are central processing
units (CPU’s). The dollar values shown in the second figure
include not only the CPU’s, but also memory, peripherals,
and terminals. Furthermore—and here the economist and
accountant will shudder at our bookkeeping—the dollar
figures represent valuations made as if all the installed
equipment were new. For example, included with the
107,000 machines installed at the end of 1972 are five first
generation IBM 705°s valued at their original cost of about
$1.5 M each. Obviously those five machines were not
“worth” $7.5 M in 1972: their paper value on the books of
the companies which own them was undoubtably zero; and
they probably would not sell for more than a few thousand
dollars if offered on the open market. So the “installed
value’’ shown in Figure 1.21.2 and in other figures on this
page and later in the book are in a sense fictional and
inflated.

Figures 1.21.3 and 1.21.4 show the number and value of
computer systems shipped in the United States each year.
Once again the number of systems shipped refers to the
shipment of CPU’s. The dollar value of equipment shipped
includes shipments to end customers by the system
companies, and shipments of plug-compatible peripherals by
independent peripheral manufacturers. It includes not only
equipment shipped with new CPU’s, but also peripherals,
memory, and other hardware products shipped to augment
already-existing installations.

The four figures taken together make it possible for us to
understand a little better the development and growth of the
minicomputer business, and its relative importance compared
with the general purpose portion of the market. Obviously,
the GP systems have always accounted for much the largest
share of hardware shipments and installed value—GP
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machines accounted for 95% of the installed value in 1965,
and 90% in 1974. But shipments of GP systems seem to be
levelling off. And thé minicomputer market, which developed
in the 1965 to 1970 period as powerful systems were
marketed at prices under $100,000, as manufacturers realized
there was a potentially very large and very price-sensitive
market for such systems, and as electronic technology (and
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particularly the advent of integrated circuits) made it possible
to sell processors for prices under $20,000 and then under
$10,000, has had an enormous impact in number of
computers in use, a much smaller one, so far, on installed
value. Note that it only took about five years for the number
of minis shipped annually to overtake the annual number of
GP’s shipped, once the market was identified and the
products proliferated.
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Average System Price. A review of the trends in average
system price is shown in Figure 1.21.5, where we see the
average price of installations and of shipments for both GP
and mini systems. (The relationship between average
shipment price and average installed price is not as
straightforward as one might think because of the effect of
returns and removals, whose number and average value vary
substantially from year to year, as we shall see.) Looking at
the GP curves first, we see that first generation systems
wound up with an average price around $400,000; that
second generation equipment, shipped between 1960 and
1965, included machines like the IBM 1401 which sold well
and reduced average installed value to considerably under
$400,000; and that the shipment of the third generation
systems has led to a substantial rise in average installed price,
partly because the development of the minicomputer market
cut into the sales of low-cost GP systems, and partly because
the recession of 1969-1971 both reduced spending on new
processors and encouraged system owners to increase
capacity by adding peripherals and memory to their existing
system. In particular, the 1970 peak in average shipped value
must not be interpreted as a surge in shipments of very large
systems; rather, it comes about when we divide shipment
dollars which include a great deal of add-on equipment by a
number of processors shipped which is relatively low because
of the recession.

Looking now at the minicomputers, we find average
system prices around $100,000, and relatively modest sales
during the fifties and very early sixties. Several machines with
prices between $50,000 and $100,000 sold well during this
period: the Bendix G15, the LGP30, the Recomp II, and the
Control Data 160 were notable examples. Starting in about
1962, a variety of second generation machines were shipped
with prices over $100,000, and the average system price rose
somewhat. These new machines—the Control Data 160A and
160G, and the XDS 920 and 930 are examples—were on the
whole successful and profitable, though both in numbers and
in dollar value they were unimportant compared to the
general purpose systems.

Meanwhile, DEC had been exploring and developing the
market for small machines. Their PDP-1, PDP-4, and PDP-5
introduced in 1960, 1962, and 1963, respectively, were
modestly successful and seemed to confirm the existence of a
potential market for even smaller machines. In 1965, DEC
shipped the first PDP-8, a machine with a system price
around $20,000, and its remarkable success stimulated the
development of other small machines (along with the
formation of a number of new companies). The result has
been a year by year reduction in the average price of a
minisystem shipment from over $150,000 in 1965 to under
$30,000 in the early 70’s.

Why didn’t minicomputer sales accelerate earlier, with
the small, cheap first generation machines? Why weren’t the
$50,000 G-15 and LGP-30 even more successful? There are a
variety of explanations. As we shall see, the earlier machines
were substantially slower and less reliable than their
successors. They generally lacked features like a powerful
interrupt system and a flexible, buffered input-output
capability, both of which are essential in many of the
specialized real-time applications which are the basis for the
dedicated-application, minicomputer market. However, the
fact that early computers lacked important capabilities is only
part of the story. The minicomputer boom required not only
the right combination of price and performance, but also
suitable sophistication on the part of potential users.

12

Scientists, engineers, and managers had to be aware of the
capabilties of computer power. Applications had to develop
and mature. Qualified programmers and system designers
had to be available in suitable numbers. And in many
situations, where the minisystem supplies data to or receives
data from a general purpose system, applications were
dependent on the existence of a sufficiently large population
of GP systems.

System Size. A rough measure of the trends in the
distribution of total GP system value across various price
ranges is shown in Figure 1.21.6. We must be careful not to
attribute too much significance to this graph, for the
boundary lines between one system size and another are set
quite arbitrarily, and the data comes from different sources
which are not altogether comparable. However, we can
perhaps make a couple of observations. The first is that, since
1965, there has been a significant increase in the proportion-
ate value of large and very large systems. There are, and
presumably always will be, some problems whose solutions
require a computational power which can only be obtained
from systems designed to push current technology to its
ultimate limits. Such large systems (E.G. LARC, STRETCH,
CDC-6600, 3607195, Burroughs 7700, ILLIAC IV) have
often encountered technical difficulties during development,
and have not always been commercial successes. However,
their high price and value has made them a significantly
growing factor in the marketplace despite the fact that
relatively few are installed compared to the whole computer
population. And while the value of these giant systems has
been growing, so also has the value of the smaller “large”’
systems—those with prices over $1.0M.

The other remark to be made is a relatively innocuous
one: in the early days the success of a few ‘individual
products tended to concentrate installed value within narrow
price ranges; but as time passed, total value became much
more evenly distributed over the logarithmic scale of system
prices shown. The community of users is large enough, and
the variety of data processing requirements is disparate
enough, that manufacturers have been encouraged to
develop and promote a broad range of system offerings.

System Life. As time passes, a computer user installs new
applications on his system and expands its capacity by
buying new peripherals and additional memory. Ultimately
he reaches a point where his system is saturated, or where he
finds some different system which will handle his applications
more economically; and he sells the old system or returns it
to the manufacturer (depending on whether he had
purchased or was leasing it). The old system may or may not
be put back into service, depending on its age and
marketability. The annual value of these ‘“‘retirements’” can
be computed if we know the value of each year’s shipments
and the value of the systems in use at the end of each year:
net retirements for a period are found by adding together the
value in use at the beginning of the period to the value
shipped during the period, and then subtracting the value in
use at the end of the period. Since we are looking at a small
difference between relatively large numbers, and since the
numbers themselves have large probable errors, we must
regard the results of the computation with a certain degree of
suspicion. Nevertheless, general purpose system retirements
for computers installed in the United States are shown in
Figure 1.21.7. Obviously, retirements are cyclical in nature,
peaking in periods when new systems are introduced, or
when a recession causes users to tighten their belts.
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We can also calculate average system life from data on
shipments and on the value of systems in use. The average
life of all US. GP systems ever shipped, shown in Figure
1.21.7, has generally been increasing, as one would expect in
a relatively new industry. It will stabilize when the ratio of
annual shipment value to annual value in use levels off—and
that ratio has consistently been dropping. The life of the last
system retired in each year is also shown in Figure 1.21.7,
and was computed assuming that the oldest systems in use
are always retired first. As retirements increase, their average
life naturally tends to decrease. Average system life is an
important parameter to the data processing industry because
so much equipment is leased by users. The two measures
shown in Figure 1.21.7 are worth studying, and would
converge if annual shipments and retirements remained equal
and constant over a number of years.
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Computer Models. Finally, Figure 1.21.8 gives us some
idea of the product variety which has created and sustained
industry growth. Here we have plotted the number of new
computer system model numbers introduced each year.
Special one-of-a-kind machines, built by universities or
designed under special contracts, are not included—we have
only counted commercially available machines. In the
twenty-year period ending in 1970, about 400 different
processors were designed and marketed, half of them general
purpose and half minisystems. Since 1950, there have been
an average of about 15 new GP systems introduced per year;
and the fantastic boom in the minisystem marketplace is
reflected in the large number of new mini models introduced
since 1967—between January 1967 and January 1972 over
forty new companies each introduced one or more minicom-

puter systems.
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1.22 GP SYSTEM COMPONENTS @

Summary. Having had a look at the general size and
growth rate of the hardware portion of the data processing
industry, let’s now examine the principal system components
which contributed to that growth, and see how the
importance of various elements has changed with time.

We begin by looking at the component parts of GP
systems installed in the United States. We limit discussion to
these systems, and omit analysis of mini and foreign systems,
not because the latter are unimportant, but rather because it
has proven difficult to acquire pertinent data.

The four most important components are processors,
internal memory, peripherals, and terminals. A processor is a
device which performs or controls a sequence of operations
on data, and I include in this category CPU’, input-output
processors, and a large variety of processor options such as
floating point arithmetic units. Internal memory is that part
of system memory from which instructions are directly
executed. Peripherals are the input-output and auxiliary
memory units designed to provide the processors with data,
and connected to them via high-data-rate cables. Magnetic
tape units, line printers, punched card equipment, moving-
head and head-per-track disks and drums, are the principal
peripherals; and their controllers are also included in this
category. Terminals are input-output devices connected to the
processor by common-carrier communication lines or their
equivalent. Lumped with terminals I have included commu-
nications interfaces to the processor, along with modems and
multiplexers.

The installed value of each of these four parts of the
market is shown in Figures 1.22.1 and 1.22.2, both in
absolute dollars and as a percentage of total GP installed
value. The industry changes which have taken place in the
past twenty years are evident in these figures. In early
systems the emphasis was on the processor, including its
internal memory. As time passed, and systems were used
more and more for storing and processing data as compared
to carrying out computations, peripheral devices grew in
importance, and quickly surpassed the processor in dollar
volume. Meanwhile, as we have seen, AT&T and the other
common-carriers made data communication facilities availa-
ble, and the terminal market began to grow. That growth
came at a time when the magnetic tape unit and the head-
per-track memory markets were flattening out, and booming
internal memory sales were helping to sustain the processor
market. Furthermore, terminals began to be used for data
input and output and thus began to encroach on the
peripherals market. The result was that the peripheral
proportion of total installed value peaked between 1965 and
1970, and that terminals have become correspondingly more
important in recent years.

The next figures provide a detailed look at the important
peripherals. It is convenient to distinguish memory periph-
erals from the others, and Figures 1.22.3, 1.22.5, and 1.22.7
show memory peripherals installed value in absolute dollars
and as percentages of the installed value of all peripherals
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and of GP systems. Figures 1.22.4, 1.22.6, and 1.22.8 provide
the same information for line printers, punched card
equipment, and ‘“‘other’” peripherals. The “other’” category
contains a host of devices of relatively small dollar volume,
including keyboard printers, punched tape equipment,
plotters, audio output devices, analog-to-digital and digital-
to-analog converters, etc.

Unit Record Devices. Examining these figures all together
we can get a fair picture of how the peripheral marketplace
has developed. In the early years, line printers and card
equipment accounted for over eighty percent of the total
value of installed peripherals. And though the market for
these devices has grown, it has not grown as rapidly as that
of peripherals generally, so these unit record devices by 1970
accounted for only thirty percent of total peripheral value.
The installed value of various units collectively identified as
“other” is difficult to quantify, and was fairly arbitrarily set
at the value shown—see the discussion in Part II.

Memory Peripherals. Between 1955 and 1960 the head-
per-track magnetic drum was the leading technology for
internal memory (to be discussed later), and was also used as
auxiliary (peripheral) memory for large systems having
magnetic core or electrostatic internal memories. Magnetic
tape memories in exotic variety were marketed in this period,
but by 1960 IBM’s dominant position in the market had
been established, and the importance of compatibility
between their first generation 727 tapes and second
generation 729’s was apparent. Other manufacturers increas-
ingly adopted the IBM standards; and as more and more
users developed applications based on large, machine-
readable files, a new standard medium, the magnetic tape,
was available and was widely used. By 1960 the magnetic
tape unit was the dominant peripheral.

Some applications, however, demanded faster access to
data than was possible with magnetic tape, and lower cost
per bit than the head-per-track drum could deliver. IBM’s
solution was the 350, a rotating magnetic disk memory with
a movable set of heads which could be positioned opposite
any data track on any disk surface. In the next few years,
other manufacturers developed similar moving-head-file
products, generally aiming at large capacity and low cost per
bit. But in 1962 IBM introduced a disk memory, the 1311,
with a removable medium which, like the magnetic tape,
could be used for off-line storage of data. Installations of this
unit and its improved successors grew nearly as rapidly in the
latter half of the 1960’s as magnetic tape units had in the
first half; and by 1970 moving-head files and magnetic tape
units were very nearly equal in installed value.

In the early 1960°s, the importance of head-per-track
peripheral memories diminished as tape and moving-head
technology improved. In the last half of the 1960°s, however,
some manufacturers (Burroughs, Scientific Data Systems)
developed operating systems which made effective use of new
and economical head-per-track memories. Their success, plus
the availability and use of large capacity data cells (such as
the NCR CRAM and the IBM 2321) is indicated in the
figures.
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The next eight figures, 1.22.9 to 1.22.16, show the number
of peripheral units installed, the average price, and the
average number of units per installed computer, for each of
the major peripherals. Comments:

1. A system having a line printer or a card reader/punch
usually includes only one unit; a system having tapes or disks
usually contains multiple units, to provide ample on-line
storage and to facilitate operations like sorting and file
updating, which are carried out faster and more efficiently as
more devices are added. This is the prime reason for the fact
that there are many more tapes and disks than line printers
and card units.

2. The removable disk pack and the low-cost high-
performance moving-head files which became available in
the mid sixties, have caused a remarkable change in average
systems configuration. In 1965 there were only one-fourth as
many disk spindles as tape drives; in 1971 the populations
were the same. Since the average price of a spindle and drive
are nearly the same, and the disk spindles have greater on-
line capacity and much lower access time than the tape
drives, one might ask why the tape drives survived at all. The
answer is, of course, that they survive primarily because the
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off-line storage cost of tape is much less than that of disks.
(See discussion of Supplies in Section 1.27 below.)

3. Figures 1.22.9 and 1.22.11 show on-line storage
capacity of tapes and disks as well as the number of units
installed. Note that disk capacity exceeded tape in about
1970, and appears to be increasing at a faster rate while tape
capacity is levelling off or falling.

4. Looking at the average prices of units in use, we see
that disk file and line printer prices have declined
substantially more than have magnetic tape and punched
card equipment prices. (Tape unit prices were actually higher
in 1974 than in 1958, when the IBM 727 at $18,200 was the
pace-setter.) The price changes shown reflect improvements
in manufacturing productivity and technology; and in general
prices have been reduced despite improvements in device
performance.

In summary: the increasing variety of file-based as
contrasted to computation-based applications, and the
magnetic tape and moving-head-file technologies developed
by the industry and especially by IBM, helped the peripheral
market to grow much faster than other segments of the
hardware business between 1955 and 1967. '
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Internal Memory. The spectacular growth of two
peripherals—the magnetic tape unit and the moving-head
file—is recorded in the previous graphs. In Figures 1.22.17 to
1.22.20, we show the equally spectacular growth of another
system component. Internal memory is the high-speed
memory from which the processor extracts the commands it
is required to carry out, along with the data referred to by
those commands. In compiling these figures, I determined a
memory capacity in bytes by multiplying its capacity in
words by its word-length in bits, and dividing the result by
eight. And I determined the price of a byte by dividing the
price of a complete memory by the number of bytes it
contains. (Where manufacturers do not price memories
separately, an incremental price is computed by dividing the
incremental price of adding memory to some processor by
the number of bytes added for that price.) Comparing Figure
1.22.17 with 1.22.3, we see that the value of internal memory
in use has always been greater than that of either magnetic
tape units or moving-head files. By 1974 there were over 18
billion bytes of internal memory in use on all American made
GP computers, worldwide, and they were worth about $12B.

During the first years of computer development, engineers
invented and manufacturers shipped a variety of memory
technologies. Magnetic drums were widely used on small
machines, and electrostatic memories, which stored bits as
electric charges on the inside surfaces of vacuum tubes, were
used for high performance systems. Other technologies were
attempted in the laboratory, and some (e.g. magnetostrictive
delay lines) were shipped by commercial manufacturers. The
slowness of the drum, the unreliability of the electrostatic
memory, and the invention of the coincident-current
magnetic core memory resulted in the latter becoming almost
universally adopted for internal memory technology, starting
in the late 1950’s. Average price per byte, shown in Figure
1.22.18, increased between 1950 and 1960 as an increasing
portion of large machines with high-cost, first-generation
magnetic core memories were shipped, and as owners of such
machines added memory to their initial installations. The
incremental cost of core memory in those early days ranged
from $6 to $10 per byte. Between 1960 and 1965, as second
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generation machines were shipped in volume, the average
installed price per byte stabilized at around $5 per byte.

In introducing its third generation System 360, IBM
recognized the improvements which had been taking place in
core memory technology, and announced substantial reduc-
tions in incremental memory prices. Where it cost $6 to $7.50
per byte to increase memory capacity of the popular second-
generation 1401, it cost only $1.70 to $2.70 to add memory
to a 360/30. Furthermore, where the price for very large,
high-performance second-generation memories was compara-
ble to the price of 1401 memory ($5.50 to $6.50 per byte for
the 707x family, for example), large third-generation
memories were substantially cheaper than smaller ones
(memory increments for the 360/65, for example, ranged in
price from $.90 to $1.50). The IBM 370 systems introduced
in 1971 have contributed a further reduction in average
price—370 memory increments are priced at $.40 to $1.40 per
byte.

Figure 1.22.18 illustrates another important aspect of
memory system design: there was very little difference
between average memory capacity of first and second
generation systems. It was not until the early Sixties, when
engineers began designing third generation systems, that they
recognized the importance of internal memory to the user,
and took steps to accomodate memories containing hundreds
of thousands of bytes. The TBM 650 actually had a larger

. maximum memory than the 140120k bytes compared with

12k bytes. And the 709 and 7090 both had maximum
capacities of 144k bytes. In contrast, the 360/30 had a
maximum memory size of 32k bytes, and the 360/65 a
maximum of 2048k bytes. The 370/168 has an announced
maximum capacity of 8,389k bytes.

The resulting growth in average memory size, shown in
Figure 1.22.18, is further examined in Figures 1.22.19 and
1.22.20, which show the total amount and total value of IBM
memory in use, by generations. (The data on total U.S. and
worldwide installations, shown in Figures 1.22.17 and
1.22.18, is based on estimates of the growth of average
memory size for IBM systems, and on the assumption that
non-IBM installations are comparable in price and capacity
to the IBM installations—see notes to Table 11.1.22.)



o)

[

Value of Dytes in Use

MARKETPLACE-1.22 GP System Components

Internal Memory in Use (B Bytes)

A AR I B ¥ &
2 Table 11,172 S0 =
Table 11.1,22 - 2t S @
3 s F S
a < 3 =
10 10 o < 3
o 3¢ $ 12
“w > T 7
3 a verage Price per Byte PN 3
£ & ~”
&
Value of Bytes in Use [ ° ~
GP Systems, lorldwide - o. 4 0 =
GP Systems in US I & je 5
5 5. o v
\/ 5 o 2
&
g - I3 e
X/ Sytes on 2 & ©
/ [ GP Systeus H 2z 2 0 o
V. & orlduige = Averaue Gyies per GP Sysien z
I S LCytes on i 3 ¢
S GP Systens n g
‘\\'.\“ in US :
L4t ! .qg:j::h..ggggglMMﬁ [ | T T | N T [ —_t 11 TR B bl
$5 60 65 70 75 55 60 65 70 75
FIGURE 1.22.17 IUTERIAL HEIORY 1. FIGURE 1.22.18 INTERNAL MEMORY II.
WUHBER AND VALUE OF GYTES Iil USE AVURAGE PRICC & SIZE OF SYSTEMS IN USE IN .S
T T A A A A I
Table 11.1.22.1 Table 11.1.22
6 3.0 ‘L
I ~ J1 \
I g J1 \
370 Family .l r rl
" ' g J \~
N ] = |
LY | » IS
360 Family ! e A N
2 2 360 Family J 1
Second Generation \ y. -
: N\ 4 ‘ :
(- @
First Generation \ / ’ “
AN NN/ !
X - o
o Y. s kel PSP |
55 60 65 70 75

FIGURE 1.22.19
IBM SYSTEMS =~-

INTERNAL [IEMORY 111
- BYTES IN USE

FIGURE 1.22.20 INTERNAL MEMORY IV,
1BM SYSTEMS -- VALUE OF MEMORY IN USE

19



MARKETPLACE—-1.23 Data Entry Equipment

1.23 DATA ENTRY EQUIPMENT @

A computer cannot process data until that data is
available in the form of digital, electrical signals. Data
orginates with people, who execute transactions (sales,
transfers, orders, cancellations, hirings, etc.), or make plans
(budgets, forecasts, etc.), or prepare procedures (manufactur-
ing drawings, computer programs, etc.). It also originates
with physical situations (blood pressure of a hospital patient,
temperature in a chamical reactor, load on an electric
generating plant, etc.). The data entry portion of a data
processing system is the set of procedures and equipments
which control the data from the location where it originates
to the location where it is in electrical, digital form.

Data entry systems employ one of three different
techniques. They may require:

1. That a person located at the point of origin transcribe
the data on a piece of paper—normally a pre-printed form
designed for that purpose. The paper is then transported to a
central location, where it is converted into electrical, digital
signals through the use of the data entry equipment
described below. Or

2. That a person located at the point of origin enter the
data on some device which immediately converts it to
electrical, digital form. The device may record the data
locally on media (magnetic tape, punched tape, printed
paper) which can later be read automatically by a computer
peripheral or terminal; or it may be immediately transmitted
by wire to a central point, transaction by transaction, if the
input device is a terminal. Or

3. That special equipment capable of automatically
“reading’’ the data be located at the point of origin. The
equipment may record the data on media for later conversion
into electrical, digital form; or it may perform the conversion
immediately, thus automatically providing an associated
computer with timely data.

The second of these alternatives employs either special-
ized transaction recorders, which are difficult to identify and
therefore won’t be considered here; or terminals, which will
be discussed in the next section. The third alternative
includes analog-to-digital converters, which are widely used
in real-time process control and monitoring systems to
convert physical mecasurements into numbers. Converters,
like transaction recorders, are difficult to enumerate and are
therefore not included in the ensuing discussion. (Minicom-
puter systems employed in process control, data acquisition,
and test equipment applications generally make use of these
converters. To get some feeling for the size of this market,
see Figure 3.12.2.)

Keyboard Data Entry Equipment. The first alternative,
requiring a written record of the data, is obviously the oldest
system and is still by far the most widely used. The
equipment employed in converting written records to
computer form will be discussed in connection with Figures
1.23.1 to 1.23.4. For the most part, the conversion is
accomplished by a keyboard device at which an operator
enters the data he or she reads, either from the original
written form, or from a specially-prepared copy of that form.
The oldest keyboard device is the keypunch, which prepares
a punched card for later entry into the computer; and the
verifier, with which a second operator can independently
check the cards punched by the first. These devices are direct
decendants of the keypunches invented by Herman Hollerith
and used in the analysis of the 1890 U.S. census. By the early

20

1950’s, the widespread use of tabulating equipment and
punched-card accounting machines required a corresponding
use of keypunch equipment for data entry; and there existed,
therefore, at the outset of the computer revolution,
manufacturing and maintenance know-how, reliable pro-
ducts, user experience and acceptance, and a large pool of
experienced operators—in 1954, when the U.S. government
owned only 10 electronic computers, it employed over 6,000
keypunch operators, and must have operated over 5,000
keypunches to prepare data for its own accounting and
tabulating machines.

In the accompanying figures, we count only the
keypunches associated with electronic computers. In Figures
1.23.1 and 1.23.2, we see that, by 1970, there were over
270,000 unbuffered keypunches and verifiers in use, with an
“if-new”’ value of almost $1.0B.

The use of some media as an intermediate depository to
accumulate data transcribed (slowly) by an operator until it
could be read (at high speed) into a computer was a
necessity in the early days to disengage the more or less
continuous work of the keypunch operator from the
intermittent operation of the computer, which processed one
job at a time, and was idle between jobs while the operators
examined results and loaded programs and data. The choice
of the punched card as the intermediate storage media was
dictated by the already-mentioned existence of punched-card
technology and experience. In the late 1960’s, the data entry
market had grown to the point where there was a large body
of sophisticated users having heavy data-entry requirements,
who were interested in reducing their costs. Mohawk Data
Sciences exploited this market by offering a data-entry system
where the media was IBM-compatible magnetic tape instead
of punched cards. The advantages—greater keyboard
operator productivity, elimination of cards, higher-speed
input to the computer—were at once apparent to the user,
with the result that the key-to-tape keyboard population grew
rapidly, and the rate of growth of keypunches was slowed.
IBM responded to this attack on a very lucrative market (the
vast majority of keypunches in use were and are leased from
IBM) by offering, in 1970, a buffered version of the
keypunch, which improved operator efficiency, if it didn’t
provide the other advantages of key-to-tape equipment. The
success of this product has resulted in a reduction of the
unbuffered keypunch population, as shown in Figure 1.23.1.
More recently, a third generation of data-entry equipment
has been marketed in which a central controller (normally a
minicomputer) having a removable-disk memory serves half
a dozen or more keyboards. The introduction of these key-to-
disk devices has affected shipments of both key-to-tape and
keypunch equipment.

As was mentioned above, the existence of intermediate
storage was initially required to separate the day-long
operations of a keypunch department from the intermittent
operation of early computers. Some second- and most third-
generation systems function under the control of an operating
system which enables the computer to run continuously, and
which can respond at any time to an operator request for
action. Some such systems have programs able to accept data
at any time from any of a number of external terminals. And
to some degree at present unknown, the operation of such
terminals, either from the point at which data originates, or
at a central point where written data is transcribed, have cut
into sales of all keyboard data-entry systems.

Character-Reading Equipment. Two other devices have
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been used to convert written or printed information directly
into digital electrical signals. The magnetic-ink-character
recognition (MICR) system reads the magnetically pre-
printed bank number and account number from checks,
along with the amount of the check, which has been
manually entered on a keyboard-to-magnetic-ink printer.
These devices, widely used by the banking industry to sort,
distribute, and process the enormous volume of personal
checks which have been written in recent years, grew rapidly
in the early sixties and represent a substantial proportion of
the dollar value of all data-entry equipment. (See Figure
1.23.4). The optical character reader (OCR), which reads
typewritten, printed, or handwritten characters, has been less
successful. The technological problems have been difficult to
solve, and standard type fonts have evolved very slowly. It
has not been possible to develop a machine which reliably
reads a great variety of handwritten documents, of the kind
which are created at the point of origin of the data. As a
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result, OCR success has come through the development of
applications and equipments which involve the reading of
printed information—account numbers and charges printed at
the point of sale on charge-account receipts (another banking
application)—and typewritten pages, prepared at a central
point from original documents so that a typewriter replaces
the keypunch, key-to-tape, or key-to-disk keyboards.

Technological and application limitations have thus
restricted the market for character-reading equipment, with
the result shown in Figure 1.23.3: for every character-reader
in use there were in 1974 over 50 data-entry keyboards. But
although the number of character-reading devices in use
seems low, their contribution to data processing operations is
considerable. Their maximum data input rates are typically
100 times that of the operator-limited keyboards (see Table
11.2.120.3), and in aggregate it seems likely that U.S. data
processing systems collect more data per year from character
readers than from keyboards.
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1.24 DATA COMMUNICATIONS AND
TERMINALS @

As computer systems grew more powerful, more cost-
effective, and more numerous, it became evident that there
was a large potential market for common-carrier facilities to
transmit data. Accordingly, AT&T first offered private line
data communications facilities in 1958, and since then has
marketed data sets, which connect to their data lines and
make it possible to transmit and receive digital information
at the rate of tens, later hundreds, and most recently
thousands of characters per second. Other common carriers
followed with similar facilities and equipment; and the
growth of this market (along with government action which
made it legal to connect non-telephone-company devices to
telephone lines) has encouraged a number of private
companies to develop and market data sets. The extent to
which GP system users have taken advantage of the
communications facilities available is shown in Figure 1.24.1.
Note that it took ten years of rapid growth to equip only a
quarter of the systems with communications connections.

These facilities have been used for four quite different
purposes: to give geographically separated users access to a
common data base (e.g. airline sales agents access to
reservation status, or brokers access to stock prices); to
provide a small user with access to the computational
facilities of a large machine (via time-sharing or remote-
batch services); to reduce the cost of conventional communi-
cations traffic, by multiplexing many low-speed channels on a
cheaper high-speed channel, and by using computers to store
and relay messages; and to improve the speed of, or reduce
the cost of, data-entry and collection (see the discussion in
the previous section). Applications have evolved pretty much
in the order named, with airline reservation and stock
quotation systems being developed in the late fifties and
early sixties, time-sharing services and communications
applications growing rapidly in the mid-sixties, and remote-
batch and data-entry applications evolving starting in the
seventies.

All such applications presuppose the existence and

availability of devices at the ends of the communication lines. -

The market for these devices, which are generally called
terminals, is thus closely tied to the common-carrier market
for data communication facilities. And for that reason, we
treat these two subjects together. (For a more precise
definition of the word terminal, and a discussion of the
relationship between terminals and peripherals, see the notes
in Part II in connection with Table I1.1.24.)

Data Communication Revenues. The data communica-
tions revenues included in the review of the entire data
processing industry (see Figures 1.20.4, 1.20.6, and 1.20.7)
are repeated in Figure 1.24.2. Note the only revenue shown
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is that from the rental of data sets, and from the provision of
private lines, assigned full-time to data transmission usage.
We therefore ignore two important aspects of this part of the
marketplace. First, we ignore the fact referred to above that,
particularly in the last few years, a number of independent
manufacturers have been selling data sets, while AT&T and
the other common carriers continue to lease them. By
ignoring such sales, we mis-state revenues. Second, we do not
include the common carrier revenues contributed by users
who transmit data on the Direct Dial (DD) network. There
seems to be no analysis available of this segment of the data
transmission market, but it is likely that the great majority of
bytes transmitted via DD make use of local calls which may
tie up telephone company facilities for a long time (e.g.
during a several-hour session by a time-sharing user) but
provide zero incremental income to the common carrier. A
smaller proportion of traffic provides DD revenue from users
who make toll calls or long distance calls, either because
their transmission volume is too light for them to be able to
justify the cost of a private line, or because they are using the
DD network as emergency back-up for an out-of-service
private line. None of this difficult-to-estimate DD service is
included in our figures, and all of it worries the telephone
companies because it consists of long-duration calls the
switched network was not designed to handle.

In Figure 1.24.2 we have also plotted AT&T’s reported
‘“data service revenue’’. It is not clear exactly what is
included in the AT&T figures, but, in addition to their
revenue from data sets and from data-carrying private lines,
it appears AT&T includes revenue from the sales and lease
of teletype equipment and other terminals, and from AT&T’s
Telex service, which was handed over to Western Union in
1971. The two curves are thus not exactly comparable as
measures of data transmission business, though they are
obviously related.

The number and value of data sets in use are shown in
Figures 1.24.3 and 1.24.4. As was previously mentioned, the
figures on data set value were computed on the basis that all
units are leased, and ignores the fact that, in recent years,
many have been purchased. The two figures also show how
the total number of data sets were distributed amongst
various models having different capabilities. (The statistics
cover the years 1962 through 1968 only, and refer only to
Bell System data sets. AT&T has not made more recent data
available.) Note that the Series 100 equipment, usable with
new 15- and 30-character-per-second terminals, and the
Series 300 data sets, which permit high-speed transmission of
data between computer centers, substantially increased their
percentage share of the data set marketplace in these years.
However, the intermediate-speed Series 200 data sets,
operating in the range of 2000 to 4800 bits per second and
largely used for handling the multiplexed traffic from a
number of simultaneously-operating terminals, still repre-
sented, in 1968, half of the value of all data sets in use.
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Terminals. The 515,000 data sets installed by the end of
1974 were, of course, the means to an end, and not an end in
themselves. The vast majority of them were employed,
directly or indirectly, to handle traffic from a growing
population of computer terminals. Figures 1.24.5 and 1.24.6
provide some insight into the number and value of terminals
installed in the United States. It also shows how the terminal
population is divided between three main types: application-
oriented terminals, designed with some special function in
mind (e.g. terminals used for airline reservations, stock
quotations, credit authorization, retail sales, etc.); general-
purpose terminals, having a typewriter-like keyboard and
either a local printer, cathode-ray-tube, or both; and
machine-to-machine terminals, used to provide card-handling
and line-printing functions at a location remote from a
central computer. The first commercial computer terminals
were used to process airline reservations, and were followed,
in the early sixties, by stock market quotation terminals—all
application-oriented. In the mid-sixties, the rapid growth of
the time-sharing business led to the widespread distribution
of general-purpose terminals, especially Bell System Teletype
machines and IBM 2741’s. More recently, the relative growth
rate of the general-purpose terminals has slowed with the
advent of machine-to-machine terminals, and with the
successful introduction of application-oriented banking and
point-of-sale (retail) terminals.

Terminals, Data Sets, and Systems. An analysis of some
available statistics (described in Part II in connection with
Table I1.1.24) indicates that, though the distribution of data
sets was changing, the average revenue per data set remained
fairly constant at $420 per year, and the common-carrier
revenue for transporting data remained fairly constant at
$1400 per data set. If we assume these ratios have remained
relatively fixed, we compute that 23% of the total U.S.
revenue shown in Figure 1.24.2 comes from data sets, the
other 77% from the carriage of data. Other ratios of interest
are shown in Figure 1.24.7 and 1.24.8, though they should be
regarded with some suspicion because of the great uncer-
tainty inherent in a very rapidly-growing field. The number
of terminals per system having terminals has remained fairly
constant, at somewhere between 20 and 40. The number of
terminals in use per data set is a complicated function of
many variables. A system having a full-time private line
assigned to each terminal requires two data sets per
terminal—one at the terminal end of the line, and the other at
the computer end. Many of the early, low-speed terminals
operated directly on the common-carrier’s low-speed lines,
and required no data sets. Individual terminals on the DD
network require one and a fraction data sets per terminal—
one at the terminal, and one at the computer center, able to
handle a large number of terminals because, on the average,
only one terminal is connected at any given time. Finally, a
cluster of terminals at one location may share a common pair
of data sets, one of which multiplexes and de-multiplexes
their simultaneous traffic on a high-speed line at the remote
location, and the other which performs the inverse function
at the computer center. The distribution of terminals per data
set shown in Figure 1.24.7 is the resultant of these conflicting
forces.

The communications costs of systems having terminals
are shown as solid lines in Figure 1.24.8. In addition, the
dotted line shows the trend in terminal investment per
system. Note that the equivalent annual expense of that
terminal investment (assuming a four-year life for the
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terminal) is comparable to the annual communication
expenses.

1.25 SOFTWARE EXPENSES ©

Total annual expenses for the development of computer
programs in the United States exceeded $10B in 1972, as is
shown in Figure 1.25.1. Three elements are included in the
total expenses plotted there: the applications programming
costs of the users of computer systems; the development
programming costs of the manufacturers who supply
computer hardware; and revenue received by the software
industry for the development of custom programs, or for the
sale of standard programs. The dotted lines in Figure 1.25.1
show that the software industry and the software develop-
ment costs of hardware manufacturers together account for
only about 10% of the total expenditures. Close to 90% of the
total is now, and has always been, spent by computer users.

The manufacturers’ and users’ costs discussed on these
pages do not include expenses for minicomputer software. I
offer three excuses for this omission. First, it is difficult to
locate any estimate of minicomputer manufacturers’ software
development costs. Second, those costs must be relatively
low, compared to those of the GP manufacturers, for
minicomputers have “traditionally’’ been sold with only a
minimum amount of software; and the development budgets
of these manufacturers have necessarily been low. And third,
minicomputer users need relatively little applications
software, partly because minicomputer memories have been
small, but principally because these systems have largely
been used in fixed applications, where a program, once
developed, is used with little or no change for a number of
years, and where one program may serve a large number of
computers used in identical applications.

Users’ Software Expenses. The enormous cost to the user
of writing and maintaining the applications programs which
solve the user’s specific problems is estimated in Figure
1.25.2. Note that these costs are comparable to total domestic
data processing shipments and revenues (see Figure 1.20.2).
That is to say, the burdened cost of the user’s systems
analysts and programmers is about the same as the total
value of hardware shipments, plus the total amount paid for
data processing services, supplies, and communications. The
figures shown are based on the assumption that the number
of systems analysts and programers per dollar value of GP
computer has remained fairly constant—an assumption I
adopted in the absence of any specific data on trends in the
employment of these extremely important and expensive
people. My figures thus may not reflect any improvement (or
deterioration) which may have taken place in recent years as
a result of the widespread use of small systems like IBM’s
System/3.

The embarrassingly high cost of application programming
has been widely discussed and we will return to it in Section
4.22, where we discuss programming costs. However, we
must keep in mind that the system analysts and programmers
are really just procedure writers. If the computer had not
been invented, or if computer programmers suddenly and
magically cost nothing, it would still be necessary for
someone in each organization to determine, in detail, the
precise rules which are to be followed in processing the
organization’s data. Since that is a major portion of the
systems analysts’ job, we must conclude that *‘free”’
programming would not eliminate all of the costs shown in
Figure 1.25.2.
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MARKETPLACE-1.25 Software Expenses

The Software Industry. In the early sixties, the high cost
and importance of software encouraged a number of
entrepeneurs to form companies specializing in the develop-
ment of computer programs. These organizations offered
their services to computer manufacturers as well as to
computer users. From the former they received contracts to
develop assemblers, compilers, and utility routines of various
kinds; from the latter, contracts to write a variety of
application programs, both for batch processing and for on-
line, real-time systems. The shortage of good programming
talent and the fact that system manufacturers on the whole
had not devoted enough attention to programming resulted
in the rapid growth of this new industry, as is shown Figure
1.25.3. In the late 1960°s, several things happened to change
the complexion of the business.

1. The software companies perceived it might be practical
and profitable to develop and sell specialized program
products aimed at particular applications, despite the fact
that these ‘““standard packages” were not patentable and
could in theory be copied and given away or even resold by
an organization which had purchased one. (Some software
has since been patented, and the patents are now being
tested in the courts. However, many of the most successful
“standard packages’ are unpatented, and their distribution
is in practice protected by the fact that the buyer usually
needs and receives a good deal of support from the
developer and seller of the program.)

2. A variety of “standard packages”, together with
programming manpower for writing custom software, had
always been supplied ‘“free’’ by manufacturers whenever
they sold a computer system. Pressure from the independent
software industry, which was of course selling its products
and services in competition with the manufacturers, and
concern regarding the anti-trust implications of these ““free’’
products and services, led IBM in 1969 to announce that it
was ‘‘unbundling” some previously free software and
services from hardware sales, and was instituting standard
charges for the items unbundled. Some other manufacturers
have since followed IBM’s lead.

3. By the early sixties, system manufacturers had begun to
appreciate the importance of programming to the success of
their ventures, and correspondingly made substantial
increases in the proportion of their R & D budgets assigned
to software. The result was a reduction in the contract work
given to outside programming organizations.

4. The recession of 1969 to 1971 caused users to cut back
on outside expenditures for software services, though the
market for standard packages did not suffer and was perhaps
stimulated by the users’ search for cost savings.

The net result of these factors is shown in Figure 1.25.3:
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standard package revenue has grown very rapidly since 1971
while the growth in the market for custom software has
slowed.

Manufacturers’ Software. An estimate of the total
software expenses by U.S. GP manufacturers is plotted in
Figure 1.25.4, along with the proportion that expenditure
represents of total hardware plus software development costs.
From a level less than 10% of total development costs in the
late 1950°, software costs spurted to nearly 40% of the total
in 1965, as manufacturers devoted increasing attention to
increasingly complex software, and as preparations for the
third computer generation were made. Since 1965, software
development costs have tripled, to almost $300M, though
their proportion of the total has dropped to about 35%. The
basis for this estimate is indicated in Figures 1.25.5 and
1.25.6. In 1954, IBM supplied about 6,000 lines of code as
programming support for their very successful 650 computer.
The company provided an assembler and a few basic utility
routines, and not much more. As time passed, the software
required per CPU model number increased exponentially.
Compilers were invented, in an effort to reduce the user’s
programing costs, and it became standard practice to offer
one or more compilers with every machine. And with the
third generation, the Operating System, developed to
improve system performance and to provide the user with a

- great variety of useful operating features, further escalated

the software requirements per CPU. By the late 1960,
manufacturers found themselves offering more than one
operating system per CPU, as well as more than one
compiler; and IBM offered over 5 million lines of code with
their 360 family. The requirements for various machines are
shown in Figure 1.25.5, along with my estimate of the
average requirement per CPU type for IBM, and for the
other GP system manufacturers.

The costs shown in Figure 1.25.3, and the cumulative
total lines of code required shown in Figure 1.25.6, are based
on the ““average’’ curves in Figure 1.25.4, and on the number
of GP CPU models developed, from Figure 1.21.8. (See the
discussion in connection with Table I1.1.4.2, lines 64 to 115.)
By 1974, over 125 million lines of code had been completed
by the system manufacturers. And yet we must remember,
referring back to Figure 1.25.1, that this enormous body of
work cost substantially less than 5% of total domestic
software expenses. ’

In summary: the explosive growth of the remarkably
versatile and powerful computer has been accompanied by
an equally spectacular, but largely hidden growth in a new
entity—intangible, expensive, and extraordinarily complex
procedures called computer programs.
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1.26 THE DATA PROCESSING SERVICE
INDUSTRY ©

Since 1967 The Association of Data Processing Service
Organizations (ADAPSO) has annually published a survey of
firms in the service industry. This continuing effort represents
a unique attempt to measure the progress and growth of an
important segment of the marketplace, and to provide
helpful statistics about operations and problems of the
industry’s member firms. The basic data presented here is
adapted, with little change, from the ADAPSO studies.

The various component parts of the industry, as defined
and described in the studies, are shown in Figures 1.26.1 and
1.26.2, both in absolute dollars, and as percentages of the
total. (Note that the software industry, described in the
previous section, is included as one of the components.)
Companies which operate computer centers and which
process data on a periodic basis for a variety of customers,
receiving raw data from them and delivering processed data
to them by mail or messenger, were the orginators of the
service business. Their batch data processing revenues still
represent the largest component of the industry.

As computer and communication technology progressed,
various service companies developed and began to market a
host of new services where access to the computer was
provided by means of communication lines and terminals,
rather than mail and messengers. These “on-line’’ processing
services started in the early sixties, and have since been
growing very rapidly. Meanwhile, the rapid growth of the
computer business spawned a number of new sub-industries,
contributing “‘other’” revenue (Figure 1.26.1) by operating
computers for other companies (Facilities Management),
training programmers, computer operators, and keypunch
operators, printing computer-generated documents on micro-
film, supplying data-entry services via keyboards or optical-
character-reading equipment, and performing computer
maintenance. The “other’ revenue from this heterogeneous
collection of firms is also shown in Figure 1.26.1, though
ADAPSO has so far provided no analysis of its component
parts.

A more detailed analysis of the batch and on-line data
processing portion of the service industry is given in Table
1.26.1. In that table, the $1.5B in revenues generated in 1971
are broken down into nine component parts based on three
methods a customer can use to gain access to services (the
first three columns), and three ways the customer may use
the computer (the first three rows). Looking at the columns,
we see that the first (total revenue $1.06B) comprises the
batch data processing revenue shown in Figure 1.26.1, and
the second and third together (total revenue $.44B) break
down the on-line DP revenues in that same figure.
Furthermore, the table points out that on-line services can be
provided either via remote-batch terminals, which generally
contain a card reader and line printer and permit the
customer to submit jobs and obtain printed results as if those
devices were peripherals on his own local computer; or via a
keyboard, which a customer uses to enter data or make
inquiries. The customer using keyboard terminals receives
acknowledgements and replies to his entries and questions on
a local printer or cathode-ray-tube display. This immediate
response, coupled with the user’s ability to make a further
inquiry or entry based on that response, suggests that this
access category be labeled “interactive”; and the relative
growth of the remote-batch and interactive services are
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indicated, as a percent of total service industry revenue, in
Figure 1.26.3.

Let us now look at the three ways a service customer can
use the computer—the first three rows on Table 1.26.1. First
of all, he can write his own computer programs and simply
purchase raw computer power from a service company. This
mode of use accounted for $.38B of revenues in 1971, or
about 25% of the total batch and on-line revenues. About
half of that total came from customers who submitted their
jobs in batches, either via mail and messenger, or through a
remote-batch terminal. The other half came from interactive
purchasers of raw power—the time-sharing users who
generally use their terminals to solve relatively small, one-
time scientific and business problems. This time-sharing
business was, in 1971, the second largest of the nine
categories shown in the table.

A customer can also avoid the expense and difficulty of
writing computer programs, relying on the vendor to supply
software as well as computer power. The second row on the
table describes this form of service. And the first entry on this
line, representing the situation in which a customer regularly
submits his standard jobs for routine processing by the
vendor’s programs, is the oldest form of service and by far
the largest of the nine categories. The customers for this
service are the thousands of small firms, too big to perform
their data processing operations manually with any efficiency,
but unwilling to lease or purchase their own computer. And
the processing generally includes payroll, customer billing,
accounts payable, and accounts receivable. A small but
rapidly-growing fraction of this form of service is being
performed via computer terminals. The last few years have
seen time-sharing companies, which formally provided
nothing but raw computer power on an interactive basis,
begin to offer specialized business services based on their
own proprietary software. The result has been a transfer of
revenue from the first to the third column of the second row.

The “regular calculations” described in the second row
usually require that the vendor’s software updates his
customers’ private files in the course of processing input data
and preparing output reports. For example, a vendor may

‘maintain a customer status file for a user, updating it with

input data on orders, shipments, concellations, new custom-
ers, etc, and preparing reports on order status, shipments,
accounts receivable, etc. In such applications, the files
involved are private and confidential, and are accessed only
by the individual customers. The third category of computer
use shown in Table 1.26.1 includes systems which permit
access to common or public files via the vendor’s software.
Examples include reservation files (airlines, sporting and
theatrical events, campsites), stock market transaction files,
consumer credit files, and U.S. census files. By far the biggest
portion of this business is of course the interactive segment:
as was mentioned in Section 1.24, the specialized airline
reservation and stock quotation keyboard terminals provided
the very first on-line computer services.

The distinguishing characteristic of the service industry
has always been the large number of firms which provide
services. Batch and on-line processing firms are described in
Figure 1.26.4, both by the number of firms included and the
average revenue per firm. The growth in average revenue
during the late 1960’s was brought about in part by the
success of the on-line processing firms, whose minimum
revenues must be measured in millions of dollars if they are
able profitably to support the cost of one or more computer
systems, each large enough to provide on-line services. A
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more detailed picture of the character of these firms is
provided by Table 1.26.2, which compares the average firm
with the average of the 70 largest and of the 1230 smallest.
The former, which comprise only 5.4% of the total number of
firms, account for 54% of the total revenue. Note that the
largest firms have roughly 20 times the annual revenue,
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number of employees, and number of customers of the
smallest firms, so the revenue per employee and the average
revenue paid per customer are nearly the same. However, the
revenue received per office and per computer is substantially
greater for the large firms than for the smaller ones.

- 1
> 100
= 100 apTe 1. 1,06 2%
Satch ey,
g data Processing e,
S Revanue .
3 %,
ez 75 %
S )
z Y
: :
2 50 2 attiy,
s e,
p 7,
- On-Line 0
S DP_Revenue
2 \—_-
2
S Software 20\ ¥
by Indusiry VI o ettty
2 Revenue e A
. o Ctier fevenue
PR T T e SR S
55 60 65 70 75
FICURE 1.25.2 SEXVICE INDUSTRY REVE.IUZ II.
HISTRICUTICS OF PRINCIFAL CONPOILERTS
200 2000
« Table II.1.26 —_
Y =
2 =
©
VU =
@ £
©1530 1500
= .
< 5
= ilumoer of / =
S Firms &Y O @
v o
02 1000 @
al N7 2 2
= B S &
- = 73X 5
s e %, T sy z
I 500 i
2 50 7 Average Reverue 50 N
H ” ner Firn L5
2 I HE
E o
. H >
L3
i) 11 Ly T S L)
4 55 60 65 70 75

FIGURE 1.26.4 BATCH-PROCESSING AND ON-LINE SERVICE FIRMS

TABLE 1.26.2 ANALYSIS OF BATCH AND ON-LINE
DATA PROCESSING SERVICE FIRMS (1971)

Computer Use Computer Access Means Total
Messenger  Computer Terminal Revenue
or Mail
(Batch) (On-Line)

Remote  Keyboard

Averages of:
All 1300 70 Largest 1230 Smallest

Batch  (Interactive) Firms Firms Firms

Purchase Raw $95M $100M $185M $380M Annual Revenue $1.139M $11.429M $.553M
Computer Power (6.3%) (6.7%) (12.3%) (25.3%) Costs—Personnel 37%

Perform Regular S960M  $25M  S4sM Slodom  , Caupment 2% 0 -
Calculations With (64.0%) (1.7%) (3.0%) (68.7%) Employees 8.1 8i3 3'9
Vendor’s Software

Access Common Files $5M $5M $80M $90M gg:;(;zlgrss 23312 23%5 12]83
\‘ye lr:t;or’s Software (03%)  (03%)  (53%)  (60%)  Reyenue Per—Office  $359k $1190k $197k

Total Revenue SI060M  SI30M  S310M  SISOOM  mpioyee ron o oV

(70.7%)  (87%)  (20.7%)  (100%) Computer $363k $1164k $200k

Source: EDP/IR Sept. 15, 1972.

Source: IDCServ71,72. See Notes in Part I1. The data is based on a
total revenue of $1.481B, compared to the $1.5B shown in Tables
I1.1.26 and 1.26.1.
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1.27 DATA PROCESSING SUPPLIES @

As was mentioned in the Overview in connection with
Figure 1.20.6, computer system users purchase a variety of
supplies, and especially media, used for recording data. In
this section we will discuss the expenditures made for
printing paper, tabulating cards, magnetic tape, and disk
packs. There are other expenditures directly related to the use
of data processing systems which might be included in the
category “‘supplies”’, but which are difficult to estimate and
will not be included here. For example, users purchase false
floors for their computing rooms, storage cabinets and racks
especially designed for media, and special equipment to
process media (e.g. to recondition magnetic tape or disk
packs, and to strip the carbon paper from continuous forms).

The major media expenditures are summarized in Figure
1.27.1. Total revenues in 1974 were over $1.8B, and although
magnetic tape accounted for over one quarter of the
expenditures in the mid-sixties, printing paper (continuous
forms) and tabulating cards now account for over 90% of the
total.

Continuous Forms. Line printers have a ravenous
appetite for paper, and the printing and paper industries
have responded appropriately with a host of standard forms,
and the capability of supplying a wide variety of special ones.
All the forms products have the property that they consist of
long, continuous stretches of paper (so the printer does not
have to be frequently reloaded with paper), that they have a
series of small holes near the long edges (to accomodate the
printer’s sprocket drive, necessary to keep the paper aligned),
and that they are perforated (to make it easy to separate the
long sheets into segments of manageable or useful size).
Standard forms are offered in a dozen principal sizes, and
each size is generally available either as a single sheet, or
accompanied by one to five additional sheets with inter-
leaved carbon paper. Custom forms, which probably account
for the larger share of total dollar sales, are designed to
provide special sizes, special printing, special perforations,
and special paper. The annual forms shipment revenue is
shown in Figure 1.27.2, along with the annual cost per line
printer, computed by dividing total shipments by the number
of line printers in use from Figure 1.22.14. Note that the
average cost of paper for a line printer has for some time
been greater than the average annual lease price for a
printer. The reduction in the average annual cost of paper
per line printer, from over $15,000 in the late fifties to about
$10,000 in the late sixties, probably came about partly
through a reduction in the unit cost of continuous forms, and
partly because of a reduction in the number of lines printed
per month per printer.

Tabulating Cards. The total value of card shipments is
given in Figure 1.27.3, and the trend in the selling price of
blank cards appears in Figure 1.27.5. Once again, the figures
I present are based on very sparse data (see the discussion in
Part II in connection with Table II.1.27). That portion of the
total value which is attributable to cards punched by
keypunch operators is also shown in Figure 1.27.3, and is
based on the assumption that an operator punches about 100
cards an hour. The large increase in card costs in 1974 is the
consequence of a large increase in unit price—see Figure
1.27.5.
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Magnetic Tape. Data on the number of magnetic tape
reels in use per tape drive in use, on total tape revenue, and
on the average price of a reel of tape, are all given in Figures
1.27.4 and 1.27.5. As is explained in Part II, the figures on
tape shipments were computed based on the assumed growth
in tape usage, the estimated price per tape, and the further
assumption that tapes have an average useful life of five
years. The sharp reduction in shipment value in the late
1960’s was a result of the success of the moving-head disk
drive, which slowed the growth in the sale of tape units. The
resulting drop in sales of tapes for new drives, during a
period when tape sales had been increasing, probably led to
an oversupply of tapes and caused the substantial drop in
tape price per reel in 1968, as is shown in Figure 1.27.5.
Since 1970, more tapes have been shipped per year as
replacements for worn tape than have been shipped for new
units, or to provide increased off-line storage for existing
units.

Disk Packs. We have already discussed the growth of
magnetic tape shipments in connection with Figure 1.27.4.
The same figure also shows the growth in sales of disk
packs—the removable medium for the popular and widely
used moving-head files. Figures 1.27.6 and 1.27.7 provide
some additional detail on the distribution and use of these
devices. Comments:

1. There are typically an average of two to ten disk packs
in use per spindle, compared with the several hundted tape
reels in use per tape drive. This difference comes about, of
course, because of the large ratio of disk pack to tape reel
prices. As each new disk drive has been introduced, users
have started by purchasing two disk packs per spindle, on the
average. They have then added one or two disk packs per
year per spindle (and have bought an increasing number of
packs to go with any new spindles they have purchased),
until another generation of disk drives became available. As
sales of new spindles level off in anticipation of shipments of
a new drive, so do sales of disk packs.

2. The early adoption by other companies of IBM’s
magnetic tape standard was very important to the develop-
ment of the tape industry. It has been possible to increase
storage density by a factor of ten without changing the basic
dimensions of the magnetic tape medium. However, as
moving-head files have evolved, it has not been possible to
provide capacity and performance improvements without
changes in the media; and each new equipment generation
required new and more expensive disk packs. Once a new
disk pack is introduced and is manufactured by companies
other than IBM, its price begins to drop (see Figure 1.27.5).
But the changing technology has prevented the long-term
price reductions which were possible with cards and tape.
(For a discussion of media prices per byte, see Section 2.16.)

Finally, let us look again at the hjstogy of the total
available storage capacity on magnetic tape and disks. In
Figures 1.22.9 and 1.22.11, we observed the rapid jincrease
on-line capacity of tape and disks—the storage capacity of the
media actually mounted on existing tape drives and spindles.
Note that since 1970, on-line spindle capacity has exceeded
on-line tape unit capacity. The corresponding off-line
situation is shown in Figure 1.27.8, where we see that over
95% of the data recorded on magnetic media is still recorded
on compact, low-cost magnetic tape.
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1.28 WORLDWIDE COMPUTER INSTALLATIONS

Wherever an organization exists, there also exists a need
for data and data processing. People must be paid, records
must be kept, plans must be recorded, and the managers of
the organization must be given some information to help
them make decisions. The need for data processing is
universal, and as a natural consequence computers are used
throughout the world.

Computers in Use. Outside of the United States, the
principal users of computers have been West Germany,
Japan, France, and the United Kingdom. Figures 1.28.1
through 1.28.3 show how computer populations have grown
in those four countries, and in the rest of the world, both in
absolute numbers and proportionately. Comments:

1. In Figure 1.28.1, we see the computer populations in
the three European countries and Japan grew at much the
same rate until the late Sixties, despite the enormous
differences between those four countries. Since about 1967,
the Japanese computer population has grown much faster
than that of any other country.

2. The United States has always led the world in number
of computers installed (and in ratios of computers per unit
population and GNP, as we shall see). The American
proportion of total world installations has, however, dropped
from its high of over 80% in the early 1950°s; nevertheless,
even today over half of all computers in use in the world are
located in the United States.

3. Looking at Figure 1.28.3, we see that the Western
European computer population grew more than proportion-
ately in the late fifties and early sixties, and has since levelled
off; that the Japanese share has grown fairly consistently
during the past fifteen years; and that there was considerable
relative growth in the populations in ‘“‘other’ countries,
especially the USSR, Canada, and Australia, during the mid-
sixties. '

4. It is extremely difficult to obtain reliable information
on the computer populations of the USSR, China, and other
Iron Curtain countries. The estimated 150,000 computers
installed at the end of 1971 included an estimated 5,500
systems in the USSR; but there are other estimates of the
Russian population at that time, some as high as 7,000. The
number of Russian computers in use is thus apparently
comparable to the number installed in the four countries
described by Figure 1.28.1.

Relative Use of Computers. The number of computers in
use in a country, taken by itself, is of course not a fair
measure of the comparative extent to which computers are
used for data processing in that country. Presumably data
processing activity in a country is in some way related to the
number and complexity of organizations in that country; and
organizational complexity is in turn related to population and
GNP—two quantities relatively easily measured. In Figures
1.28.4 and 1.28.5 we compare computers in use per million
population and per $B of GNP for the United States and
various geographical entities. The most interesting aspects of
these figures are the questions they raise—questions for which
there appear to be no ready answers. When and where will
the curves flatten out? Why have the values of these ratios
for Japan and the Western European countries remained so
close together over the years? Why are those ratios so
different from the American ones? Will the curves of Figures
1.28.4 and 1.28.5 ultimately converge, or is there some
reason to expect that the saturation point for computer usage
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will be different for different countries? What implications
does that have for computer markets in the rest of the world?

U.S. Computers Abroad. For the most part, this book
documents the history and condition of the American
computer business. The modern, stored-program computer
was invented here, the first commercial models were
developed and marketed here, and our well-known preoccu-
pation with and delight in things new and novel has perhaps
encouraged us to accept and use computer technology more
rapidly than our opposite numbers abroad. The rapid
development of our domestic industry led American firms to
market their products overseas, with the result that roughly
90% of the worldwide total number of computers in use
(Figure 1.28.2) have been made by American manufacturers.

This situation has been a matter of considerable concern
to some foreign governments. They argue that: (a)
Organizations must use computers, both in product develop-
ment and in management operations, to remain competitive
in the world marketplace. If computers are therefore
essential, it is unwise to have to rely on another country as a
source of supply. (b) The electronic technology employed in
computer manufacture is useful in the manufacture of other
products, and therefore its local development should be
encouraged. (¢) A domestic computer manufacturing
operation can improve trade balances, both by reducing the
necessity for importing American equipment and by
increasing the export of domestic equipment.

Of course, these arguments and attitudes only developed
over a period of time, as the importance of computers
became apparent. The influence of American computer firms
on the markets in Germany, France, Japan, and the United
Kingdom is shown in Figure 1.28.6, and has led those four
countries to take steps officially to encourage local computer
development and manufacture. Of the four markets shown,
West Germany’s has been dominated most effectively by
American firms; and starting in 1967 the German govern-
ment provided loans and grants to German-owned computer
firms to help support research and development. The French
computer industry, led by Cie des Machines Bull, had
competed very successfully in the fifties and early sixties.
However, it ran into serious financial difficulties in the early
sixties, and in 1964 was purchased by GE and subsequently
sold to Honeywell. Partly as a result of this purchase, and
partly because the U.S. State Department put an embargo on
the shipment of large CDC computers to the French Atomic
Energy Authority in 1963, the French government developed
the Plan Calcul, aimed at building up a French-controlled
industry. As part of that plan, the Compagnie Internationale
pour IInformatique (CII) was formed in 1966, and from
then until 1975 the French government supported it (and
other computer-related organizations) with development
grants and loans. By 1975 the continuing investment had
become a burden, and the government sold CII to
Honeywell-Bull.

A number of British firms entered the computer business
very early, and initially were very successful in selling
products in the British market. (Probably this early success
stemmed in part from the fact that much of the early work
on computer development was carried out in British
Universities and government laboratories, so that a pool of
experienced hardware and software people was available
starting in the early fifties.) However, the British companies
had difficulty competing with American firms, and simulta-
neously had difficulty in achieving profitability. The result
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was a series of mergers, which culminated in 1968 with the
formation, under strong government encouragement, of
International Computers Ltd. (ICL). The government took a
10% share of ICL’s capital, and has helped support the
company with loans and development grants.

The Japanese government has participated in the
development of a local computer industry in Japan almost
from the first. The participation has included active
encouragement of domestic firms, and specific restrictions on
the imports and local sales activities of foreign firms.
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Generally speaking, the government-directed European
activities have not been successful—or at least not as
successful as the various governments would like. American
firms continue to dominate the marketplace; and ICL and
CII remain uncomfortably unprofitable despite their govern-
ment subsidies. The domestic Japanese computer manufac-
turers, on the other hand, have achieved success and are
beginning to market their products outside of Japan.
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U.S. Balance of Trade. The computer business has been
a helpful contributor to the U.S. balance of trade, as is shown
in Figure 1.28.7. Exports of computer equipment passed the
billion dollar mark in 1970, having grown to represent over
2.5% of all US. exports. However, these figures represent
only a portion of the total impact of American computer
companies, for it includes only computer equipment
manufactured in the United States and shipped abroad. Most
of the equipment delivered abroad by American computer
companies is manufactured outside the United States; and
the effect of these shipments on the American balance of
trade is difficult to judge—the profits from such shipments are
largely reinvested abroad to finance lease equipment and to
construct new manufacturing facilities. Total shipments
abroad by U.S. firms are shown as the solid line in Figure
1.28.8. And the dotted line in that figure is an estimate of the
proportion of international shipments manufactured abroad.
However, the dollar value of the overseas manufactures is
computed by subtracting Department of Commerce figures
on U.S. computer equipment exports from IDC estimates of
international GP and minisystem shipments, and must be
regarded with some suspicion—it seems unlikely that, in the
early seventies, only fifty or sixty percent of international
shipments by U.S. firms were manufactured abroad.

1.3 Companies o
1.30 INTRODUCTION @

The explosive growth described in the preceeding pages is
the direct result of a lot of hard work by thousands of
individuals. All this individual effort was coordinated and
directed in a variety of commercial organizations, large and
small; and no picture of the industry can be complete unless
it includes some discussion and description of the companies
which participated in and contributed to the growth of the
industry. Our approach will be to identify the principal
companies involved in some sectors of the industry, and then
to select a few specific organizations for more detailed
description and analysis. In selecting organizations for
detailed discussion, I have been influenced by the size of the
organization, and by the accessibility of data covering its
operations in the computer business. (It is the problem of
availability of pertinent data which leads me to describe
Control Data Corporation’s computer business rather than
Sperry-Rand’s, for example. The latter organization has the
bigger share of the total business; but it is very difficult to
separate the data processing portion of the business from
other operations of the large corporations.) In selecting
company data for discussion, I have generally concentrated
on operations management (selling, manufacturing, engineer-
ing) rather than financial management (capitalization, cash
flow, debt). I make this choice on the grounds that
operations management is industry-oriented while financial
management, while extremely important, is not industry-
specific. This is of course an oversimplification. For example,
the rapid growth of the industry and the spectacular success
of some new firms has made it relatively easy for

enterpencurs to raise capital; and the fact that much data
processing equipment is rented or leased has both created
financing problems and also helped maintain corporate
revenue growths in years when product changes or recessions
limited the growth in shipments of new equipment.

Section 1.31 will review all the systems companies. In
Section 1.310 we will briefly look at Burroughs Corp.,
Honeywell, NCR, and Sperry-Rand. The next two sections
cover IBM and Control Data Corporation in considerable
detail. The financial history of a few other companies will be
found in Part IL

The companies which participated in and contributed to
the growth of the data processing industry generally have
four characteristics in common.

1. They have had to deal with an extraordinary set of
changes. Technology has changed—from the vacuum tube to
the transistor to the integrated circuit. Applications have
changed—an emphasis on scientific computation has been
replaced by a preponderance of commercial installations, and
an emphasis on'computation has given way to an emphasis
on data storage and retrieval. Products have changed—
peripherals displaced processors as producers of revenue, and
time-sharing services compete with batch processing services
and with small, stand-alone processors. Competition
changes—new companies appear from nowhere, established
companies go bankrupt or are acquired by their competitors.
Personnel change—individuals change jobs voluntarily to
take advantage of new opportunities, or involuntarily because
they have been unable to cope with the rapid rate of change.

2. They have attracted competence and stimulated hard
work by providing very substantial financial gains to
employees willing to risk capital. Stock options or stock
purchase plans or both have been offered by most
companies, and by all new companies, and have been
amazingly effective in encouraging productivity, inventive-
ness, and hard work from unusually competent people.

3. They have had a strong technical bias. Because the
computer and its technology are so complex, the industry has
attracted engineers and scientists from many fields. Top and
middle management, as a result, has an unusally high
proportion of people with technical backgrounds. Because
technical fields have always attracted students of unusual
ability, the general result has been that there are an unusual
proportion of unusually bright people in all branches of the
industry.

4. They have benefitted from the intrinsic fascination of
computers. Opportunities for promotion, for financial reward,
and for association with stimulating colleagues have both
characterized data processing industry companies, and
stimulated their growth. But to some extent, industry growth
is occasioned by the fascinating complexity and flexibility of
the computer. It is an intellectual challenge to design a
system which monitors and optimizes its own performance,
or which solves numerical problems never before tackled, or
which gives each of one hundred users the impression that he
alone is using the machine, or which provides corporate
management with new insights into operating problems. And
this challenge has delighted and continues to delight many
people, and gives the industry a unique flavor.
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1.31 SYSTEMS COMPANIES @

The systems companies are defined as those which
manufacture and ship complete systems, including processors,
peripherals, and software, and which offer their customers
post-shipment support ranging from system maintenance (the
minimum) to the delivery and installation of a working
system which contains specially- designed hardware and
software as well as the company’s standard products. These
companies, which produce both GP and mini systems,
account for the lion’s share of the data processing business—
see Figures 1.20.4 and 1.20.5. In the ensuing pages, we will
examine them in some detail.

Systems in Use. One measure of a company’s importance
is the number of its computers which are in use at any time,
and Figures 1.31.1 through 1.31.8 compare the major systems
companies on that basis, showing what percentage of all
computers in use in the U.S. at the end of each year were
supplied by each of the major manufacturers. The first four
figures refer to GP systems only, the last four to mini
systems. Comments:

1. IBM has dominated the GP systems market since the
fifties. The first commercial stored- program computer to be
shipped was actually Eckert-Mauchly’s Univac I, and
(though Figure 1.31.2 does not extend that far back) that
company, soon purchased by Sperry-Rand, established a
handsome lead for itself in the very early fifties. But IBM’s
ability to market this new generation of products— to train
people who could help customers plan for, program, install,
and operate computers—and its obvious committment to the
business as indicated by the parade of new products it
developed, resulted in the concentration of market power
shown in Figure 1311

2. The industry, dominated as it is by one large company,
has also always been one which could be entered by a few
bright and aggressive people, who generally found it easy to
raise capital and start a new company in this glamorous and
rapidly-growing field. Many of the resulting firms were
bought by larger companies desiring an entry in the business.
Thus Eckert-Mauchly was acquired by Remington-Rand,
Computer Research Corporation by National Cash Register
(NCR), Electrodata by Burroughs, Computer Control Corp.
by Honeywell, and Scientific Data Systems (SDS) by Xerox.
Others have failed (e.g. Viatron) or simply faded away and
disappeared (e.g. Alwac Corp.).

3. Three very large companies have attempted to
establish themselves in the field only to decide ultimately that
the investment required to compete profitably with IBM
would be prohibitive. One, the Ford Motor Company, simply
dropped out before its investment was too large. Two others,
RCA and General Electric, had acquired moderate shares of
the total market when they decided to give up. GE sold most
of its business to Honeywell in 1970, keeping only the
process control and time-sharing service divisions. And RCA
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sold out in 1971 to Univac. Figures 1.31.2 and 1.31.3, and
other later figures giving revenues and the value of
equipment in use, show the companies both separately, and
as if they had always been merged together.

4. Looking at Figures 1.31.2 to 1.31.4 we can summarize
the history of the five largest ‘other’ system manufacturers as
follows. Univac was for many years clearly the second most
important company after IBM. But its share of the market in
terms of number of machines has fluctuated, and its share in
terms of installed value has (as we shall see) dropped.
Honeywell has fairly consistently been growing until, in the
early seventies, its market share was comparable to Univac’s.
Meanwhile NCR’s and Burrough’s shares of the total
number of systems installed have grown fairly consistently
after sliding during the late fifties; and Control Data
Corporation’s (CDC) share has remained fairly constant.
However, we must remember that number of systems in use is
only one measure of market share. In later figures we will see
measures of market share based on value of systems in use,
and on revenues.

5. The minicomputer market has in effect been dominated
by two different companies. In the early sixties, CDC bought
Librascope’s and Bendix’s business, including primarily the
LGP-30 and G-15, and very successfully sold their own 160
family of machines. However, the main focus of CDC'’s
attention soon turned to very large and powerful systems,
starting with the 6600 in 1964. And in the meantime Digital
Equipment Corp. (DEC) introduced the PDP-8, at a- price
substantially lower than the CDC 160, and discovered a new,
very price-sensitive market. Figures 1.31.5 and 1.31.6 show
the result. For a time Xerox (then SDS) competed with DEC,
but while DEC developed even smaller machines in
exploiting the small-system market, Xerox consciously
decided to pursue the market for larger machines, and to
move into the GP marketplace. That decision certainly
contributed to its demise in 1975.

6. DEC’s success stimulated the formation and growth of
a number of imitators, five of which are shown in Figure
1.31.7. IBM’s solitary entry, The System/7, did very well for
a while, until it became clear that IBM did not intend to
compete with the very low-cost systems. But the minicom-
puter marketplace has always been easy for new firms to
enter, inasmuch as an experienced group of engineers can
quickly and cheaply develop a processor and can market it
for direct sale (no capital required to finance leases) with a
minimum complement of purchased peripherals. Figure
1.31.8 indicates that ‘other’ manufacturers, not identified in
the earlier figures, have generally installed 15% to 20% of the
systems in use. The proliferation of minicomputers has,
however, increased that percentage recently.

Another measure of the success of the companies which
have participated in the growth of the computer business is
the value of equipment in use, and the next six figures show
the worldwide installed value of both GP and mini systems
for the major manufacturers. Comments:
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1. By 1970, IBM had $25B in computer equipment
installed, and 65% to 70% of the market, as shown in Figures
1.31.9 and 1.31.10. At that point Univac and Honeywell
(including RCA and GE) each had only $3B worth installed.
IBM’s percent share of the market peaked in the early sixties
at about 80% and then fell somewhat as other manufacturers
introduced equipment competitive with its second- generation
equipment. The arrival of IBM’s third-generation 360 family,
in the mid-sixties, stopped the slide. Meanwhile Univac’s
percentage of installed value dropped somewhat, though its
percentage of number installed increased (Figure 1.31.2), as
the average value of installed Univac systems fell off. And
Honeywell’s percentage increased until in 1972 it passed
Univac’s.

2. IBM’s success, and the fact that the IBM 360 system
design provided a standard electrical interface between
processors and peripherals, encouraged a number of smaller
peripheral manufacturers to develop equipment, mostly tape
units and moving-head files, which was compatible with and
cheaper than IBM’, and could be sold to customers as
replacements for their rented IBM peripherals, or as
increments to expand system capacity. By the end of 1974,
these ‘plug-compatible attachments’ accounted for over 4%
of total equipment installed value.

3. The growth of Univac, Honeywell, RCA, and GE, as
measured by the value of GP and mini systems in use
worldwide, is shown in more detail in Figures 1.31.11 and
1.31.12. Note that the two companies which sold out (GE
and RCA) had market shares seemingly comparable to those
of Univac and Honeywell. GE and RCA left the computer
business because that business was unprofitable for them, not
because it failed to grow.

4. The consolidation of two computer companies, having
different computer systems with different technologies, sold
by different sales forces operating under different policies,
maintained by different field engineering organizations, and
employing different product development plans and strate-
gies, provides management with a very formidable set of
problems. A smooth consolidation, which continues support
for all customers and adopts the best from each company
while eliminating redundant functions and costs, is essential
both for the companies and for their customers. It seems
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likely that Honeywell has achieved such a consolidation, and
that Univac will achieve it.

5. The growth of Burroughs, CDC, and NCR, and of the
‘other’ manufacturers not explicitly shown in Figures 1.31.9
through 1.31.12, is shown in Figures 1.31.13 and 1.31.14.
Comparing these two figures with Figure 1.31.4, we notice
particularly that CDC’s and NCR’s positions are reversed:
NCR has much the larger share of the market in terms of
number of systems installed, and CDC the larger share in
terms of system value.

We can better understand the relationship between
number of systems in use and value in use by examining their
ratio, the average value. The average value of GP and
minisystems in use worldwide, at the end of each year is
shown in Figures 1.31.15 to 1.31.17 for the eight major
system manufacturers, for the other manufacturers, and for
all companies taken together. Comments:

1. The average value of IBM systems has remained
remarkably constant and slightly higher than the average for
all systems. It has fallen off since 1970 with the introduction
of the small System/3.

2. The systems initially installed by Univac and RCA
were very large: Univac I and Bizmac were multi-million
dollar systems. Their second-generation systems included the
SS80, 90, the RCA 501 and 301, and then the Univac 1004,
which were lower-priced and quite successful, and brought
the average installed value down remarkably. With the third
generation the trend was reversed. RCA’s third generation
systems, which imitated IBM’s 360 series, were not very
successful; but the larger ones were proportionally more
successful than the smaller ones, and the average value rose. -
Meanwhile Univac’s very powerful 1108 gained wide
acceptance and helped increase Univac’s average, despite the
concurrent shipment of many small 9200°s and 9300’s.

3. Honeywell’s 800 system was followed by the extraordi-
narily successful 200, introduced in 1964, which was adopted
by large numbers of IBM customers as replacements for their
IBM 1401%. The result was a large drop in Honeywell’s
average system value, and the trend continued in the late
60’s, in part as a result of the success of the even smaller
Honeywell 120. GE’s average value meanwhile was increas-
ing, and as a result the effective average value for the merged
combination has remained fairly constant.
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4. Some generalizations may be inferred from Figure
1.31.17. The average value of NCR systems has, like IBM’s,
remained fairly constant, but at a level lower than that of any
other manufacturer. CDC and Burroughs have consistently
been able to increase average system value as a result of the
success of their larger systems. And the average value of the
systems installed by manufacturers not identified in Figures
1.31.15 to 1.31.17 has consistently dropped— note that DEC
and all the other minicomputer manufacturers fall in this
category.

5. Average in-use value for any manufacturer is of course
an extraordinarily complicated function of the company’s
current and past product line. Its constituent parts are
however critically important to the manufacturer. His small
systems, sold in large numbers, help him by introducing his
name and capability to customers some of whom will later
want to buy other, and bigger, systems. Small systems also
help by increasing manufacturing volume, thus reducing the
impact of fixed overhead costs. But small systems have the
disadvantage that they must compete in an active market-
place and often do not enjoy a large profit margin. Large
systems are more difficult to sell, but tend to be much more
profitable. The manufacturer must develop, price, and
market his products in such a way as to strike a happy
balance between these various factors.

Shipments. Another measure of the success of a
manufacturer is the value of the equipment it ships each year,
and in the next six figures we examine worldwide shipments
of GP and mini systems for the eight major manufacturers,
showing both dollar values and percentages of the total. The
data shown is for gross shipments, and does not include the
effect of leased equipment which was returned to the
manufacturer each year. Comments:

1. IBM’s remarkable growth in shipment rate, shown in
Figures 1.31.18 and 1.31.19, accelerated with the introduc-
tion of the 360 family in 1965, and was finally reversed
during the 1969-1971 recession. Its percent share of all
shipments has dropped since the mid-fifties, but remains
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between 60% and 70%, five to ten times bigger than the
nearest competitor.

2. Univac’s shipments peaked in the late fifties and then
actually declined, at a time when IBM had introduced
second-generation systems and business should have been
booming. Although shipments subsequently surged again,
Univac had lost her commanding second-place position in
the industry and since then has struggled with Honeywell for
leadership of the second echelon. As is evident from Figures
1.31.20 and 1.31.21, Univac, Honeywell, RCA, and GE all
saw shipments grow rapidly in the early sixties and then level
out in the late sixties, partly because of the difficulty of
competing with IBM’s third- generation 360 family of
computers, and later because of the recession.

3. Meanwhile, as indicated in Figures 1.31.22 and
1.31.23, three other companies became formidable competi-
tors. CDC, whose founders left Univac in the late fifties,
introduced a line of increasingly powerful, cost-effective, and
innovative systems in the early sixties, culminating in the
6600, first shipped in 1964. Burroughs, which in the mid
fifties had acquired Electrodata and a strong position in the
fledgling industry, lost its momentum by the end of that
decade but since has enjoyed a period of sustained though
uneven growth. NCR’s even earlier acquisition of Computer
Research Corporation was even less helpful in giving it a
good start in the field; and NCR’s sturdy growth during the
1960°s is unique in that it is based largely on the shipment of
small- and medium-sized systems—NCR has in no way tried
to compete with the CDC 6600, the Burroughs 5500, or the
IBM 360/65. »

4. Shipments by “‘other’> manufacturers represented a
large share of the total in the early years, when many small
independent companies were scrambling to enter the
business. As time went on, the more successful companies
bought out the less successful, and the ‘others’ share of total
revenues dropped. And then, in the late sixties, the rapid
growth of the minicomputer market, and of shipments by
DEC, XDS, Data General Corp., and others again increased
the share identified as ‘others’.
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Revenues. Two final measures of a company’s success are
the revenues it receives as payments from customers, and the
income it derives from those revenues, after deducting the
expenses made in support of the revenue. The principal
components of revenue are the monies received in payment
for purchased equipment, the monthly charges for leased
equipment, and the monthly maintenance charges for
maintaining purchased equipment (maintenance charges for
leased equipment are generally included in the lease price.)
However, companies may include other revenues under the
general “Data Processing’’ category— for example, revenues
from the sale of supplies (magnetic tape, punched cards,
etc.), spare parts, or time-sharing services. In Figures 1.31.24
to 1.31.37 we will examine DP revenues from various points
of view, and in Figures 1.31.26 and 1.31.27 will briefly look
at income.

Total revenues grew from $30M in 1955 to over $5B in
1967, and reached nearly $13B by 1974. Figure 1.31.24
shows the total along with its GP and minisystem compo-
nents. GP revenues are derived partly from leases and partly
from sales, but minicomputers are seldom leased, so
shipments and revenues are nearly the same. Minicomputer
revenue has fluctuated at around five percent of the total, as
shown by the dotted line in the figure. The sharp break in the
total revenue curve at 1969 was caused by the recession
which started in that year.

The revenue estimates plotted in Figure 1.31.24 are from
one source, and are intended to include GP and minisystem
revenues only. The data in the next figure is derived from
what companies report as their ‘“Data Processing System
Revenue,’” though each company in general uses a different
term. It therefore includes revenue from various accounting
machines, including keypunches and verifiers, as well as that
from computers. Note that IBM’s share of total revenue has
fluctuated between 60% and 75% of total revenues.

The net income, before taxes, derived by a manufacturer
from his data processing business is of course a very
important factor in a company’s operations. Losses sustained
over many years by GE, RCA and Xerox were the chief
factor persuading those companies to sell their interests in the
computer business. As might be expected, the income figures
are as secret as they are important. But in late 1971 EDP/IR
published its estimate of revenues and pre-tax income for
IBM and for the other system companies, and this data is
plotted as dashed lines in Figures 1.31.26 and 1.31.27. The
dotted lines in these figures are the ratios of income to
revenues— pre-tax income as a per cent of revenue. Note
that, for the six-year period for which the data was given,
IBM’s income passed the billion-dollar mark, and was
around 25% of revenues; but the pre-tax income of all the
other manufacturers together ranged from a loss to
something less than $200M, and was at best about 6% of
revenues. (These figures are, of course, the algebraic sums of
the losses and gains of a number of companies. However, not
even the most profitable of these others could boast incomes
approaching IBM’s 25% of revenue).

The revenue shown as solid lines in Figures 1.31.26 and
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1.31.27 were computed from industry data on GP systems
shipped and in use, and are plotted there for comparative
purposes. Complete descriptions of the calculations will be
found in Part II, but basically they assume that 75% of GP
systems are on lease and 25% are purchased, and that all the
systems are maintained by the manufacturer. Note the solid
lines are in fair agreement with the EDP/IR data (dashed
lines) in these two figures, except that EDP/IR estimated
IBM’s revenue at an increasingly lower level starting in 1969.
The sum of IBM and non-IBM GP revenues, computed in
the same way, appears as a solid line in Figure 1.31.28 and
may be compared with the total revenue data shown in
Figure 1.31.24. The dotted lines in Figure 1.31.28 show the
three contributors to total revenue as percentages of that
total. With shipments growing at an increasing rate, lease
revenue (which incidentally includes the maintenance of
leased systems) became an increasing fraction of the total,
reaching 80% in the early seventies. Revenue for mainte-
nance of purchased systems has remained fairly constant at
about 3% of the total and the remaining revenue was from
outright sales. Because many leases are cancellable with very
short notice, the large lease revenue theoretically puts the
industry in a very vulnerable position: if many customers
simultaneously fell upon hard times, cancelled their leases,
and returned their equipment, systems manufacturers’
revenues would fall sharply. But in practice the customers’
abilities to cancel leases on computer equipment are limited,
for they have come to depend on that equipment to execute
many of their operating procedures. And consequently in
practice vulnerability to lease cancellation has only been a
danger when a customer can use cancellation to substitute
lower-cost equipment for leased equipment— as IBM found
when the Honeywell 200 replaced the IBM 1401 in the mid-
sixties, and more recently when the plug-compatible
peripherals replaced IBM leased peripherals.

Data in the last three figures is based on the assumption
that 75% of systems are leased and 25% purchased. In fact,
of course, the percentages vary from year to year, and no one
knows exactly what they are. In Figure 1.31.29 we see the
effect on computed revenue of five different assumptions
regarding the lease-purchase ratio, ranging from the situation
where all systems are sold, to that for which all are leased,
and including mini as well as GP systems. In the early years,
when shipments were growing rapidly, more revenue would
have been produced through the sale of all systems than
through their lease. But in the late sixties the growth rate fell
sharply, and during the recession of 1969- 1971 the value
shipped actually dropped. (See worldwide shipment data in
Table I1.1.21. Domestic shipments, which suffered even more,
are plotted in Figure 1.21.3.) As a result, the all-systems-
leased and all-systems-sold situations would have produced
nearly identical revenues of about $8B in 1969, and since
that year the large lease base would have produced the
greater revenue. The actual proportions of systems leased
and purchased of course lie between these two extremes. And
probably the 75%-25% ratio used in deriving data for the
earlier figures is closest to the actual average ratio.
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The revenue data plotted in Figure 1.31.25 is analyzed in
Figures 1.31.30 to 1.31.32 to show what proportion of
worldwide data processing revenues is claimed by the major
manufacturers. As usual (compare IBM’s number-in-use and
value-in-use and value-shipped curves in Figures 1.31.1,
1.31.10, and 1.31.19) IBM dominates the field. Univac
started with a strong second place in the market, but has
consistently lost ground and contends with Honeywell for
second at a level less than ten percent of total revenues. GE
and RCA had captured some three to five percent of
revenues when they gave up and sold out to Honeywell and
Univac. XDS and CDC improved their relative market
positions until 1970, when the recession caused unusually
severe problems—both companies were committed to the sale
of relatively large systems, and neither had enough
equipment out on lease to be able to depend on lease
revenues. Meanwhile DEC gained relatively, even during the
recession, because the minicomputer market which they
pioneered continued to grow even during bad years.
Burroughs has had a fluctuating share of the revenue market,
and NCR a smaller but more nearly constant share. Both the
latter companies, with relatively large proportions of their
systems out on lease, contrived to gain some ground during
the recession. Note that, since we are in these figures dealing
with percentage shares of revenue, the growth enjoyed by
Honeywell, GE, RCA, XDS, DEC, and CDC during the
sixties had to be at the expense of some other companies:
from 1960 to 1969 Univac’s share of total revenue dropped
from 17% to 7%, and IBM’s from 72% to 65%.

The various manufacturers which have participated in the
growth of the data processing industry have derived some
share of their revenues from other sources. IBM sells
typewriters, NCR cash registers, Sperry-Rand (Univac) farm
equipment, GE light bulbs, RCA television sets, etc. Figures
1.31.33 to 1.31.35 show data processing revenue as a
percentage of total revenue for the various companies and
thus provide some indication of how important the computer
business is to each corporation. Generally speaking, we see
that revenues from DP systems operations (which admittedly
are not defined in a uniform way from company to company,
or even from year to year in a given company) have
represented an increasing share of the revenue of the various
corporations. For IBM and CDC, three quarters of total
revenues come from data process operations, while for
Burroughs, Honeywell, and Sperry-Rand the figure is close to
50%. NCR is alone in the 15% range, and XDS (reported as
a proportion of Xerox revenue, even for the years before
Xerox purchased SDS), GE, and RCA never reached 10%.
The steady increase in importance of data processing to
Honeywell and Burroughs, the very slow growth in GE, RCA
and NCR, and the sharp drop in XDS’s fortunes soon after
its purchase by Xerox—all are worth noting.

The last two figures provide another measure of the
relative success of various companies in the minicomputer
business. (Compare with Figures 1.31.5 to 1.31.8.) Four
companies have succeeded one another as market leaders. In
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the early sixties, CDC was clearly in front, in part because it
purchased the Bendix and Librascope minicomputer busi-
ness, but mostly because of the success of its own small
computers. However, during the mid- sixties, when CDC
turned its attention to very large systems, XDS (then
Scientific Data Systems) took over the lead with a succession
of innovative and powerful small systems many of which
were purchased by the government and used in the then-
booming Space Program. In the late sixties, XDS began to
concentrate on larger GP systems, and IBM’s recently-
introduced System/7 briefly gave that company the lead in
minicomputer revenues. But it became evident that IBM was
not going to support the System/7 with newer, better
systems—that in fact IBM seemed only interested in being
able to offer a minisystem to those GP customers having
special requirements. And meantime, as mentioned earlier,
DEC was producing and aggressively marketing a line of
very-low-cost systems whose success really created the
minicomputer market.

DEC’s success, and the apparent size of the new market
DEC had identified, led many other companies to enter the
field. Two of the more successful of these, Hewlett Packard
and Data General, are shown in Figure 1.31.37, along with
minisystem results for Honeywell, and for Systems Engineer-
ing Laboratories (SEL), an early competitor. In the early
seventies DEC seems to be firmly ensconced in the leading
position; but DEC’s lead is not nearly as large as that of IBM
over its leading competitors in the GP market. And of course
IBM, with its large inventory of systems on lease and its huge
development budget, is the dominant industry force where
DEC is merely the front-runner in the much smaller mini-
system market.

1.310 THE MIDDLE FOUR ®

The system companies whose market share we reviewed
in the last paragraphs were once known as ““Snow White and
the Seven Dwarfs.”” According to this conceit Snow White
was IBM, and the seven dwarfs were Univac, Honeywell,
RCA, GE, CDC, NCR, and Burroughs. With the departure
of RCA and GE there are now only five dwarfs. One of
them, CDC, is like IBM primarily a computer system
company, and will be described in Section 1.312. IBM itself
is the subject of Section 1.311. In this section we will briefly
discuss the remaining four, which have in common the
property that electronic computers represent an important
and growing segment of their total business, but not the
preponderant part of that business.

Burroughs Corp. Burroughs’ business has always been
data processing, but originally their equipment was electro-
mechanical—they marketed accounting machines, principally
for use in banks, and the forms and supplies which went with
the machines. In 1956 they acquired Electrodata, a small
California corporation which had developed and was selling
an electronic computer called the Datatron, later renamed
the Burroughs 205. The Electrodata Division subsequently
developed the Burroughs 220, and since then has developed
and manufactured other Burroughs products.
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As is indicated in Figure 1.310.1, the ‘‘computer
products’’ share of Burroughs’ revenues has increased from
less than 10% to over 60% of corporate revenue, which itself
has increased six-fold in the past twenty years. Field
engineering services, supplies, and custom and standard
products represent another breakdown of total revenue. In
Figure 1.310.2 we see that Burroughs has been increasingly
profitable during the past ten years when its growth has been
greatest. We also note that R & D expenses have held at 4%
to 6% of revenue, and that international revenues are a
substantial share of the total.

Honeywell. Minneapolis-Honeywell was primarily a
manufacturer of industrial and commercial control equipment
when it joined with Raytheon to develop the Datamatic
1000, first shipped in 1957. Subsequent machines, developed
by Honeywell alone, increased the computer share of total
revenue to about 20% in the mid-sixties, as shown in Figure
1.310.3. The H-200, introduced in 1964, was a notable
success, being an innovation which directly attacked IBM’s
very large installed base of 1400 systems by providing
software which would convert IBM programs for those
machines to H-200 programs which could run faster on
cheaper equipment configurations.

The introduction of IBM’s third generation slowed
Honeywell’s growth, and in fact hardware shipments actually
fell off in the late sixties (see Figure 1.31.20). Then in 1970
General Electric decided to drop out of the computer
business and Honeywell, which had in 1966 acquired the
Computer Control Company, a minicomputer manufacturer,
arranged to take over GE’s computer operations. As a result,
the computer share of Honeywell’s revenues grew substan-
tially and is now roughly half of the total. Home and
Building Controls, Automation systems, and Aerospace and
Defense business share about equally in most of the
remaining revenue. Note that Honeywell’s net income has
been a shrinking percentage of total revenue, as shown in
Figure 1.310.4. Note also that Honeywell has spent a higher
share of revenue on R & D than was spent by Burroughs—
or, in fact, than has generally been spent by most of the
major system manufacturers in recent years.

National Cash Register. Like Burroughs and 1BM, NCR
started as a manufacturer of electromechanical data
processing equipment, including accounting machines and
cash registers. Like Burroughs and Sperry Rand (Univac),
NCR entered the computer business by buying a small
company: Computer Research Corp., another Southern
California firm. However, whether by intent or by accident,
NCR’s computer business has grown slowly and, as shown in
Figure 1.310.5, accounts for only about 15% of total
revenues—income from accounting machines, retail systems
(cash registers), and services each bring in a larger share of
revenue than do computers.

Net income for NCR has held close to 4% of revenue
except for the perios 1970-1972, when a combination of
factors led to a drop in earnings and finally a loss in 1972.
R & D expenses have also remained fairly constant at 3.5%
to 4% of revenues. International revenue has always been
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high, and increased substantially in the 1968-1974 period. All
these factors are plotted on Figure 1.310.6.

Sperry-Rand. J.P. Eckert and J.W. Mauchly were part of
the group at the University of Pennsylvania which developed
the first electronic computers for the U.S. government. In
1946 they established a partnership and soon after formed
Eckert-Mauchly Computer Corp., which developed UNIVAC
under contract with the National Bureau of Standards. In
1950, a year before delivery of UNIVAC, they were acquired
by Remington Rand, a manufacturer of business equipment,
including typewriters. In 1952 Remington-Rand acquired
Engineering Research Associates (ERA) of St. Paul,
Minnesota, which had developed and was marketing a line
of computers. And in 1955 Remington-Rand merged with
Sperry Gyroscope to form Sperry Rand.

Radio Corporations of America (RCA) had, in the
meantime, decided to enter the computer field and in 1956
shipped their first machine, the Bizmac. In the early sixties
they developed and shipped a moderately successful line of
systems, and in the mid-sixties developed another family,
program— compatible with IBM’s System 360. In 1971 RCA
management decided that it would take too many unprofit-
able years and too much additional capital to stay in the
business. And Sperry-Rand took over the RCA product line.

Figure 1.310.7 displays the net results. Note that in total
dollar revenue, Sperry-Rand is the biggest of the four
companies discussed here. But despite all the acquisitions,
despite the fact that it was marketing UNIVAC well before
the first IBM GP computer was available, Sperry-Rand has
been unsuccessful in achieving a really strong position in the
industry, and has in fact fallen behind Honeywell in
revenues, shipments, and value of equipment in use.

Sperry-Rand’s revenue comes not only from information-
handling equipment but also from instruments and controls,
from business machines other than computers, and from
other products and services, including in large part hydraulic
and farm equipment. All these component parts are shown in
Figure 1.310.7. Finally in the last figure we see that Sperry-
Rand’s profitability has risen comfortably since the early
sixties, that R & D expenses have likewise risen as a
percentage of revenues, and that Sperry-Rand, like the other
manufacturers, has actively pursued international business.

Summary. Examining the four firms all together, we see
many similarities: Mid-seventies revenues in the range of
$1.5B to $3.0B; net income in the range 3% to 9% of
revenues; R & D expenses 3% to 8% of revenues; interna-
tional business growing during the past ten years to roughly
40% of total revenues; and mergers with or purchases of
other firms an important element in entering the business or
in expanding. We also see differences: Burroughs and NCR
are primarily in the data processing business while Honey-
well and Sperry-Rand derive substantial revenue from
control systems or machinery entirely unrelated to computers;
and the revenue derived from computers ranged from 15% to
60% of total revenue in the mid-seventies.

These characteristics can be compared to those of IBM,
treated in the next section: Over $12B in revenue in 1974; net
income 12% to 14% of revenues; data processing revenue
80% of the total; R & D expenses 5% to 7% of revenues;
and international revenues 45% of the total.
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1.311 INTERNATIONAL BUSINESS MACHINES,
INC. ®

History. IBM, originally called the Computing-Tabulat-
ing-Recording Company, was formed in 1911, a combination
of the Tabulating Company (founded by Dr. Herman
Hollerith), the Computing Scale Company, and the Interna-
tional Time Recording Company. In 1914 Thomas J.
Watson, 40, became president and the company closed the
year with 1346 employees and a gross income of $4M. In
1924 C-T-R adopted its present name, International Business
Machines. IBM’s first big computer was developed during
World War II, but its first stored-program computer product,
the 701, was announced in 1952 and first delivered in 1953.

Figure 1.311.1 shows key events in IBM history since
1952, to help us understand and interpret what follows. T.J.
Watson, Jr.’s assumption of the presidency in 1956, and his
settlement of the U. S. Government’s anti-trust suit with the
Consent Decree, set the stage for a period of unprecedented
growth. In the late 1960’s, IBM’s continuing success attracted
the attention of leasing companies, which purchased
computers from IBM and leased them to users; and of
peripheral equipment companies, which began to sell their
own products as lower-cost replacements for IBM equipment.
The changes in manufacturing operations implied in
switchovers from one ‘‘generation” of machines to another
gave rise to a multitude of problems and opportunities. The
dates of introduction of the systems which comprise a
““generation’’ are shown in Figure 1.311.1, and the total IBM
populations of systems in use at the end of each year appear
in Figure 1.311.2.

Product Categories IBM’s total revenue can be analyzed
in a variety of ways , and in Figures 1.311.3 and 1.311.4 we
look at the major product constituents . The largest, of
course, is revenue from the sales, service, and rental of DP
machines and systems. Next is income from other regular
products and services, including: information records (DP
cards, magnetic tape and cards, business forms, and other
media used in information-handling systems); office products
(typewriters, dictation equipment, copying equipment, and
direct-impression composing products); education products
(from subsidiary Science Research Associates, which sells
textbooks, educational kits, learning systems, testing materi-
als and services); computing services (from subsidiary The
Service Bureau Corp., which offered time-sharing and other
data processing services until its sale to Control Data Corp. in
1973 as a part of a settlement of a lawsuit with CDC); and
system analyst and programming services (until 1969
included free with equipment). Finally, there is revenue from
special products and services provided for U.S. Government
agencies. Comments;

1. Total revenue has grown at an astonishing average rate
of $.63B per year for the period 1955-1974—a compounded
growth rate of 16.5% per year. For the first ten years of that
time, the rate was a fairly uniform $.29B or 17.7% per year.
But between 1965 and 1968, System 360 shipments were
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high, and in addition IBM sold an unusually high proportion
of its shipments to leasing companies, with the result that
revenues increased an average of $1.11B (24.4%) per year.
Between 1968 and 1971, which included a serious recession
in the U.S., the rate slipped back to $.46B or 6.2% per year,
but the growth resumed in 1972.

2. Data processing has, since 1963, accounted for about
80% of IBM’s revenue, making it by far the most important
factor in IBM’s business decions. Note that DP revenues in
1967 and 1968 were as great as IBM total revenues in the
1966 and 1967 period.

3. Special Products sold to the U.S. Government have
remained a relatively constant around $200M per year, but
have dropped drastically in importance—from 17% to 3% of
gross revenue.

4. During the past ten years, IBM’ ‘‘miscellaneous’’
products and services have grown as fast, proportionally, as
its DP products and services.

Sales and Service Revenue. Figure 1.311.5 shows total
revenue ,broken down into revenue from rentals and services,
and revenue from product sales. The former has tended to
increase somewhat smoothly and predictably, at an increas-
ing rate, while the latter has often fluctuated markedly from
year to year. Note that even though total sales (and
shipments—see Figure 1.31.18) actually decreased in 1969
and 1970 from their 1968 leasing-company sales peak, IBM
was able to maintain a growth in total revenue.

Cost of Sales. The enormous technical strength of IBM is
illustrated in Fig. 1.311.6, which plots cost of sales and
services. Cost of sales is the key figure, for cost of services
and rentals is determined by financial policy as much as by
product costs. Costs of products sold started at 70% of sales
price in the mid-fifties, leaving only 30% of revenues to cover
all marketing, management, and development costs. Costs
declined steadily and the cost of sales percentage was
actually halved by 1968, when the DP sales bulge occured.
There are a great many factors involved in the changes in
cost of sales, of course. The reduced proportion of special
products for the U.S. Government (a typically low-profit
business) has reduced cost of sales. New product introduc-
tions tended to lead to increased costs of sales while
manufacturing start-up problems are being solved (the ““flat™
cost of sales in 1958-1959 was probably caused by
production start-up of the seven thousand series machines,
the small change in 1960-1961 by the 1400 start-up, and the
cost of sales increases in 1964-1966 and in 1969-1971 by
Series 360 and 370 start-up). And of course it is the growth
in shipments that has made it economic for IBM to invest in
the tooling which helps make low-cost manufacturing
possible. But without question, the strikingly low value of
cost of sales is a reflection of engineering and manufacturing
determination and excellence, and makes it clear that the
enormous. sums invested by IBM in R & D have paid off.
And the real signifigance of the low cost is the freedom it
gives IBM to maintain profitability while reducing prices to
meet competition, and to spend money lavishly for marketing
and sales support.
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Costs and Earnings. Figure 1.311.7 shows how various
categories of identifiable costs have fluctuated since 1955;
and Figure 1.311.8 displays the same data as a percentage of
gross revenue. Comments:

1. Three cost categories are distinguished: cost of sales
and service, repeated from Figure 1.311.6; administrative and
selling costs, which include direct selling, marketing, and
general management costs; and R & D costs. ““Other”” costs
not shown include taxes, royalties, interest costs, patent and
good will amortization, and maintenance and depreciation
(but not maintenance or depreciation of rental equipment or
other capital equipment directly associated with cost of
sales).

2. Total indirect costs (the selling, administrative,
warranty, and ‘“‘other”’ costs) have increased their proportion
of IBM’s revenue by over 51% in the period 1955-1974—
from 24.7% to 37.5%. :

3. Selling and administrative expenses cannot be
distinguished from one another by reference to publicly
available data. As a percentage of revenues, their proportion-
ate increase has been less than the increase in R & D costs,
but their dollar value is enormous, surpassing $1B per year
since 1967. It is the marketing and selling portion of this
large expenditure, consistently applied with vigor and
imagination, which got for IBM the reputation of a
Marketing Company. Note the bulge in selling cost
percentage in 1960 and 1965, when the 1400/1700 and 360
systems were first being shipped; the fall-off in percentages
immediately following those years, as shipments really
started; and the fall in percentage in the recession of 1970—
that was the first year since 1964 when selling and
administrative costs increased by less than $100M over the
previous year.

4. R & D costs have increased greatly both as a
percentage of gross revenue and in absolute value. The
$500M spent in 1970 on R & D by IBM is, of course, more
than the total annual revenue of many of its competitors, and
is a key factor in IBM’s success in bringing to market new
products which meet market requirements, are reliable, and
are cheap to manufacture. In 1947 IBM spent only 2.1% of
its domestic revenue on R & D in the U.S. The growth to
7.0% of worldwide revenue by 1974 is, of course, striking,
and probably reflects a higher-than-proportional overseas
expenditure on R & D.

5. Between 1957 and 1965, IBM reduced product costs,
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and balanced that reduction with increases in selling,
adminstrative, and R & D costs in such a fashion that the
after-tax earnings percentage increased each year—from 9.2%
to 13.4% of revenue. In 1966 the System 360 manufacturing
start-up problems made another increase impossible and the
“string’’ was broken. A new series of increases began in
1967, but the recession of 1969-1971 and the introduction of
the Series 370 product line in 1971 (with a presumed new set
of extra manufacturing start-up costs) again led to a
reduction in percentage profit.

6. In 1970 IBM’s before-tax earnings (not shown in the
figures) actually were less than the previous year in the first
time in decades. An 80% increase in “other income mostly
interest’” made possible an increase in after-tax earnings,
however.

The World Trade Corporation (WTC). Figures 1.311.9
through 1.311.14 supply what data is available on the
relative domestic and international operations of IBM.
Domestic.and WTC total revenues are shown as solid lines in
the first of these figures, and WTC revenue as a percentage
of total appears as a dotted line. Note that WTC revenues
grew as a percentage of the total until 1966, that the
phenomenal success of the 360 family in the U.S. caused a
slight reduction in that percentage during 1967 and 1968,
and that the 1969-1971 recession, which caused IBM’s
domestic revenues to fall for the first time in over 20 years,
did not affect WTC sales at all. The striking importance of
IBM’s overseas operation is really apparent when we look at
after-tax earnings, in Figure 1.311.10. Note that, since 1970,
the World Trade Corporation has actually contributed more
than half of IBM’s total earnings.

The last four figures in this series compare IBM’s
domestic and WTC sales and service revenues, and costs.
From Figures 1.311.11 and 1.311.12 we see that rental and
service revenue consistently represented a higher proportion
of revenues overseas than they did in the United States; and
from Figures 1.311.13 and 1.311.14 we correspondingly see
that WTC costs of both sales and service have been a lower
percentage of revenues than domestic costs have been of
domestic revenues. Unfortunately, comparable data for the
years since 1963 is not available. However, the earnings
figures shown in Figure 1.311.10 seem to indicate that WTC
operations have continued to be more profitable than
domestic ones.
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Employees. As IBM has grown, so has its employee
population. As shown in Figure 1.311.15, the number of
employees increased almost five-fold between 1955 and
1970. The recession of 1969-1971, with its traumatic impact
on revenues, caused IBM actually to reduce its employee
population in 1971 and 1972. Note that WTC employment
had increased from about 30 to about 35% of total
employment between 1955 and 1965, the last year when
employment data was provided for the two entities.

IBM revenue per employee is shown in Figure 1.311.16.
Comments:

1. In anticipation of the advent of the 360 series, IBM
hired heavily in 1965. Revenue per employee fell as a result,
but then accelerated as the 360 family became a success.

2. The drop in domestic sales during the 1969-1971
recession resulted in a corresponding drop in revenue per
employee, despite the fact that total revenues continued to
increase.

3. Part of the revenue increase, of course, is due to a
general increase in prices everywhere. The dotted line shows
the growth in revenue per employee with the effects of
inflation removed. The improvement in real productivity is
still, of course, very impressive.

4. According to IBM Prospectuses and 10k reports, about
30% of all employees are salesmen, customer engineers, and
systems engineers (15,800 domestic in 1957; 32,000 domestic
and 55,000 worldwide in 1966). A little less than 4%
(10,500) were employed in R & D in 1970.

Assets. The next four figures provide a look at IBM’s
total assets, and give some detail on inventories and on
property, including rental equipment. Total assets are shown
in Figure 1.311.17 (which also portrays domestic assets for
the years when they were separately broken out). Total
inventories, and the net value (after depreciation) of rental
machines and parts are also shown.

The inventory figures are shown in detail in Figure
1.311.18, and present a very interesting picture. To begin
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with, note that the data appears in two not-quite comparable
parts—the years 1963 and earlier representing domestic
inventories, and those 1964 and later, worldwide. Comments:

1. After remaining more or less fixed (and low) during
the late fifties and early sixties, total inventories grew
remarkably. Between 1964 and 1970, worldwide inventories
actually tripled in value. They thus grew much faster than
revenue or shipments grew during that same period.

2. Raw materials and supplies shrank as a proportion of
total inventories during the period shown. The increases have
thus come about primarily as a result of very substantial
increases in the value of work in process and of finished
goods.

3. Note the relationship between work in process and and
finished goods: generally speaking, yesterday’s work in
process is tomorrow’s finished goods. Therefore peaks and
valleys in the latter tended to lag peaks and valleys in the
former.

4. The cyclical nature of both work in process and
finished goods is also clear from the graph. The peaks in
finished goods inventories in 1964 and 1969 represented
years just before first shipments of the 360 and 370 computer
families, respectively. And the troughs of 1966-67 and 1970-
72 correspondingly represent periods when shipments were
heavy. ‘

The gross value of IBM property is shown in Figure
1.311.19, with a percentage breakdown intol its three
component parts. Note that rental machines and parts have
continually represented a fairly stable 75% of the total gross
value of IBM property. IBM’s ability to finance this
enormous inventory of equipment from its own operations is
a striking tribute to its success and wealth. The total dollar
value is shown in Figure 1.311.20, along with the value of
additons and retirements, for the years for which that data
was available. (Note that retirements include both equipment
on lease which is returned by the customer and cannot be re-
leased by IBM, and equipment which has been on lease but
which was subsequently purchased by the user.)
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1.312 CONTROL DATA CORPORATION

In 1957 William C. Norris and a small group of engineers
left Sperry Rand in St. Paul and formed the Control Data
Corporation in nearby Minneapolis. It was their intent to
‘““design, develop, manufacture, and sell systems, equipment,
and components used in electronic data processing and
automatic control”’. (ARCDC58) The company’s initial
business consisted primarily of engineering services per-
formed under U.S. government contracts. Their first product,
delivered in 1960, was a large scientific computer named the
CDC 1604. (It is rumored that the 1604 was named by
adding CDC’s address, 501 Park Avenue, to 1103, the model
number of the computer system which had previously been
developed in St. Paul by Sperry Rand.) However, in the
same year CDC delivered the first of its very powerful and
advanced minicomputers, the 160, followed by the still more
powerful 160A in 1961.

Figures 1.312.1 and 1.312.2 display CDC’s history as
measured by events and systems installations. The 1604 was
a successful machine, sold in the GP market. But the 160
family was very widely used for dedicated applications, and
the purchase by CDC of the Bendix and General Precision
(Librascope) computer businesses made CDC the leading
force, early in the sixties, in what would soon be the booming
minicomputer market (see Figures 1.31.5, 2.10.3). The
company was unable, or perhaps unwilling, to anticipate or
cash in on the minisystem business, and as a result its growth
rate in that field slowed or stopped in the sixties. (The 1968
peak of over 1900 minisystems in use, shown in Figure
1.312.2, is almost certainly an anomaly in the data base and
overstates CDC’s installations by some 400 systems).
Meanwhile, in 1964, CDC shipped the first 6600, an
extraordinarily advanced and powerful system, the most
powerful available at that time and for several years
thereafter. The success of that system and its successors made
CDC clearly the leading supplier of high-performance
systems, and it was these systems and that success which
fueled the late-sixties growth shown in Figure 1.312.3. More
recently, CDC’s system business has fallen off as recessions
and economic uncertainty reduced government and corporate
spending on very large systems. CDC’s revenues have,
however, continued to rise, partly because of its growing
service business, and partly because of the growth in sales of
peripheral equipment to other system manufacturers—in 1974
revenue from such peripherals accounted for 26% of total
revenues.

CDC management determined at an early date that the
company would be a factor in the service business. A first
computer service center was opened in 1960. By 1968 there
were 33 centers throughout the world, connected together
with a communications complex which CDC called Cybernet.
And in 1973, when IBM settled a lawsuit by selling CDC its
Service Bureau Corporation (SBC), Control Data was
already a major factor in the service industry. (The Control
Data Institute, founded in 1965 to provide education and
instruction in computer-related trades, is one component of
CDC'’s- service business.) Between 1970 and 1974 service
revenue increased from 21% to 36% of total revenue. And in
1974 revenues from services, plus those from equipment
rentals, exceeded sales revenues for the first time in CDC’s
history.
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The lawsuit which resulted in CDC’s acquisition of SBC
was initiated in 1968 when CDC charged that IBM had
violated and was violating the Sherman Antitrust Act. The
settlement permitted CDC to purchase SBC for $16M, keeps
IBM out of the service business until 1979, and committed
IBM to do about $11M worth of business with CDC over the
period 1973-1977. An earlier lawsuit, filed by Sperry Rand in
1958 charging that CDC was using Sperry Rand trade
secrets, was settled out of court in 1962.

Acquisition and merger has always been a factor in
CDC’s growth, as is indicated at the bottom of Figure
1.312.1. The motives for acquisition have been varied. Cedar
Engineering provided production facilities and an instrument
and control business. Control Corporation was a supplier of
industrial controls. Holley Carborator brought a capability of
developing peripheral devices. Bendix and General Precision
came with a line of computers. C-E-I-R, Inc. was a computer
service corporation, supplying programming and technical
services. Commercial Credit Company, whose 1968 gross
income was about the same as CDC'’s, is a financing, lending,
leasing, and insurance company, and has subsequently
provided financing for CDC leases and for some services.
And Computer Peripherals, Inc., is a joint venture with NCR
aimed at developing peripheral equipment which can be used
by both companies. The various couplings have all been
effective in helping CDC grow and prosper.

In reviewing CDC'’s financial results, it i$ useful to make
comparisons with IBM—though we must remember that
some 20% of IBM’s revenue is from non-data-processing
products and services. Comparing Figures 1.311.6 and
1.312.4 we observe that CDC’s cost of sales during the past
ten years has been 60-80% of revenues compared with IBM’s
35-45%. Selling and administrative costs have been 15-20%
compared with IBM’s 25%, and net income has never

“exceeded 6% (and has sometimes been negative), where

IBM’s has averaged 10% or better—see Figures 1.311.8 and
1.312.5. CDC’s international business got off to a late start,
but by the early seventies was comparable to IBM’, as a
percentage of total revenues (Figures 1.311.9 and 1.312.6.)
Revenue per employee (Figures 1.311.16 and 1.312.7) is also
comparable for the two companies. IBM’s inventories
represent a larger percentage of assets than do CDC’s
(Figures 1.311.18 and 1.312.8).

In short, in examining these two very well-managed
companies, one must be struck by the advantages which
accrue to the large firm. CDC has over the years spent the
same proportions of its revenues on R & D as IBM has. And
that money has been spent very effectively—CDC has been
the acknowledged leader in the development and manufac-
ture of large systems. But IBM’s dollar budget for research
has been fifteen times CDC’s, and that money has brought a
much broader product line, including a host of peripheral
devices. Furthermore, IBM’s enormous manufacturing
volume has permitted investments in production facilities
which lead to costs much lower than CDC can achieve. And
finally, IBM’s better profitability enables it to invest much
more money and manpower in selling than can CDC. This
very effective sales support makes it possible for IBM to give
its competitors a price advantage without materially affecting
sales; and the price advantage of course further contributes
to IBM’s profitability.
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1.4 PERSONNEL ©

It was once feared that the advent of the computer would
lead to widespread white-collar unemployment as more and
more data processing was done automatically, and even to
blue-collar unemployment as the ‘“‘automated factory”
became a reality. In practice the fears have proven to be
groundless. Certainly the computer has taken over the
functions of many clerical people, just as earthmoving
equipment has taken over the functions of many ditch-
diggers and laborers, and the automatic exchange has taken
over the functions of many telephone operators. But the use
of new equipment provides two benefits which more than
compensate for the displaced jobs. By increasing the amount
of work done per person—that is, by increasing productivity—
it makes possible an increase in the real wages of the people
who remain. And by drastically reducing the cost of doing a
unit of work, the new equipment encourages projects,
services and activities which otherwise would not be feasible
and which give rise to a host of new jobs. Thus for example
the extensive American Interstate Highway system would
never have been completed without modern earth-moving
equipment; the enormous volume of telephone traffic would
be impossible without the automatic exchanges; and the
current daily flow of bank checks, credit-card vouchers, and
airline reservations could hardly exist without the computer.
In fact, as shown in Figure 1.4.1, the professional and clerical
work forces in the United States have increased both in
absolute numbers and as a percentage of the total labor force
during the years of explosive growth of the computer
industry.

Though it is impossible to estimate how many people
have lost their jobs or have had to be retrained to handle
different jobs because of the introduction of computers, we
can form some estimate of the number of people employed
in using and in supplying the machines. The greatest number
of people, of course, are employed in making use of GP
machines, and the growth of the four principal job
categories—keypunch operators, programmers, systems ana-
lysts, and computer operators— is shown in Figure 1.4.2.
Computer users acturally employ other personnel as well in
computer-related jobs (magnetic tape ‘‘library’’ clerks,
terminal operators, auditors, and supervisors, to name a few),
so the count shown is an underestimate. Nevertheless, it had
reached the one million level, well over one percent of the
total labor force, by 1973.

The suppliers of computer equipment employ substan-
tially fewer personnel than do the users, and Figures 1.4.3 to
1.4.5 display estimates of employment in the principal job
categories for the GP system manufacturers. (I do not include
employees of minicomputer, peripheral equipment, terminal,
data entry, or data communications equipment manufactur-
ers—see the discussion below in connection with Figure
1.4.5.) The bulk of the employees work on the production
line and are therefore categorized as manufacturing direct
labor personnel. As shown by the solid line in Figure 1.4.3,
over 60,000 people were engaged in such work by the late
1960’s, when the recession caused a severe cutback. It is more
difficult to determine the number of engineers and program-
mers developing equipment and systems, but the same figure
also shows an estimate of the growth in these categories,
again for the GP systems manufacturers only. Taken
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together, hardware and software development engineers
generally amount to only about 20% of the number of
production workers.

The growth in maintenance and sales personnel is shown
in Figure 1.4.4, where we can observe an interesting and
fundamental contrast: basically, the number of sales
personnel required by an organization is proportional to the
value of systems sold, and the number of maintenance
personnel to the value of systems in use. The customer
engineer (CE) population has therefore necessarily grown
faster and more smoothly than the population of salesmen,
which in turn has led to organizational problems in many
supplier companies. Because the CE’s, like the salesmen,
provide service directly to the customer, they historically
have been included in the sales organization. When a
company is new, the salesmen greatly outnumber the CE’s;
but as time passes the situation changes, and there are as
many CE’s as salesmen. Because the selling and maintenance
functions are of course quite different, it is essential that
company management recognizes and reacts to the change in
manpower ratios, and that proportionately more attention is
paid to maintenance management as the organization grows.

A summary of the growth in GP system supplier
personnel is given in Figure 1.4.5. Once again it is important
to recognize that the data underestimates total employment,
partially because it excludes employees at non-GP system
companies, as was indicated above, but also because it
excludes draftsmen, technicians, purchasing, shipping, and
receiving personnel, quality control and industrial engineers,
clerks and secretaries, supervisors, and other supporting and
staff personnel. The four points at the top of Figure 1.4.5, for
the years 1967 and 1970 to 1972, provide an independent
estimate, based on U.S. Government statistics, of all
personnel in the companies grouped under Standard
Industrial Classification 3573, Electronic Computing Equip-
ment. Note that total employment grew an estimated 41%
between 1967 and 1971 while specialized employment in GP
system companies grew only an estimated 6.4%. In part this
reflects the unsophisticated estimating techniques used in
deriving the latter figures—they are based directly on
shipment data and assume people were laid off as shipments
fell during the recession. In practice the layoffs were not as

" severe as shown, and 1970°s actual employment figures

should correspondingly be higher. But the large growth in
total employment in those years reflects the relative growth
of the non-GP computer segment: in 1967 GP system
shipments were 92% of total U.S. hardware shipments; by
1970 that percentage had fallen to 86%, in 1972 it was 81%,
and in 1974 72% (see Figure 1.20.5).

The last three figures show trends in salaries and wages
for the most important personnel categories. It is a fact of life
that all wage and salary trends are upward. In part, the
increases reflect the pace of inflation, as measured approxi-
mately by the changes in the GNP deflator of Figure 1.1.1.
In part they reflect a shortage of and demand for personnel
in a rapidly-growing field. And in part they are compensated
for by increases in productivity: when an employer invests in
equipment to make his employee more productive, he can
use part of the resulting savings to increase the employee’s
wage. We will be using these wage and salary figures in later
sections of the book to calculate personnel costs in various
situations.
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2.0 Products — Introduction e

Having examined the Marketplace, we now have in mind
a fair picture of the size, growth rate, complexity, and
principal parts of the data processing industry. As was
pointed out in the introduction, the remaining three sections
of the book, on Products, Applications, and Costs should give
the reader some insight into the reasons for the changes
which have taken place.

Let us define a product as an item (goods or service)
having specified characteristics, which is offered for sale at a
given price by one or more commercial firms. The data
processing industry has grown primarily because its products
have provided useful performance for the specified prices,
and because new and improved products have regularly
appeared. In studying products, we will first review the
performance and price of specific units, looking at their
principal and obvious individual features, independent of
their usage in systems. Next, in Section 2.2, we will examine
the larger, more difficult, and more important question of
system performance, attempting to understand the factors
which determine how the units, working together, function in
typical operating situations. Finally, in Section 2.3, we will
study some of the more mundane non-performance design
characteristics of hardware products.

In the material which follows, performance refers to
various quantitative measures with which the functional
capability of a unit, system, or service are measured. Price is
the purchase price for hardware, software, and supplies, and
the monthly charge for services. As we shall see, it is often
very difficult to establish useful performance measures for
complex data processing products, just as it’s difficult to find
a meaningful measure of the performance of a newspaper or
a teacher. We shall also see that, for many important
products, far too little has been done in defining and
measuring performance.

2.1 Unit Performance and Price @

The impression I will convey by my review of the history
of unit price and performance is of course dependent on the
particular units I choose to describe. In each section I will
begin by saying something about the criteria I used in
making my choices. It would be delightful, but is of course
impractical, to treat every product from every manufacturer.
What I would like to be able to do is to choose only the
important units; and where possible, I attempt to establish
criteria for ““‘importance’’, and then select units which meet
the criteria. With regard to some classes of product, however,
I have too little data to determine the relative importance of
different products, and am reduced to making an arbitrary
choice; or I have too little data about the products
themselves, and am reduced to presenting the available data
without regard to importance.

2.11 PROCESSORS AND THEIR INTERNAL
MEMORIES @

Important Products. Each of us has his own viewpoint as
to which computer systems are most important. To a
salesman, the important machines are those which were easy
to sell and brought large commissions. A field engineer might
say that his most important systems were the unreliable ones,
on which he spent a disproportionate amount of time. The
engineer is likely to favor the innovative systems, in which
new components or new logical systems or new architectural
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features or new programming concepts were tried out for the
first time. I argue that the importance of a system should be
measured by the extent of its acceptance among users. And I
propose to employ three measures of acceptance: number of
systems in use; total value of systems in use; and total
operations per second carried out by systems in use.

In Figures 2.10.1 to 2.10.3 the most numerous GP and
mini systems are identified, and their populations plotted as a
percentage of total systems in use in the U.S. each year.
IBM’s domination of the GP business, which we noted
earlier when we analyzed and discussed computer companies
(Section 1.3), is once again demonstrated. Individually the
IBM 650 and 1401 machines accounted for roughly half of
total installations at their peak years. No single machine has
since been as pervasive, though some later systems have
exceeded the 1401 in absolute number of installations—at the
end of 1963, 5,200 IBM 1401’s represented 45% of U.S. GP
installations; by 1970, 8,400 IBM 360/20°’s represented only
17% of world-wide installations, for example. The mini class
of machines show a similar pattern, with the Bendix G15 and
Librascope LGP30 jointly accounting for 90% of installations
in the early days, while the most popular mini in 1970, the
PDP8-L, represented only 13% of all U.S. mini installations.

Though number of installations is one interesting and
useful measure of importance, it has the obvious disadvan-
tage that it neglects the cost or value of a system, giving
equal weight to a System 3 and a 370/195. We can take price
into account by looking at the installed value of each system
model at the end of every year, and picking out those whose
value is the largest fraction of total installed value. The result
for GP systems is plotted in Figures 2.10.4 and 2.10.5. Once
again we see how effectively IBM has designed and marketed
its products. Furthermore, we find that an examination of
installed value draws our attention to several machines—the
Univac I and the IBM 7090, 7074, and 1460—which rank
first or second in installed value, but much lower in number
of installations.

Finally, it is instructive to envision the total GP
computing power in use in the U.S., and to determine which
models contributed the largest proportion of that total
installed power in each year. We must begin with a measure
of the power of each computer system, and with the census
of end-year installations. For each machine we determine
total installed capacity for a given year by multiplying its
individual power by the number of systems in use. And we
calculate total computing power in use by adding together all
the individual capacities.

If we perform this calculation using Knight’s measure of
system performance (to be described below), we get the
results shown in Figures 2.10.6 and 2.10.7. Using power as a
criterion, we find several machines to be “important”” which
didn’t appear in the lists of the most numerous or greatest
installed value systems—the UNIVAC 1108, the CDC 6600,
and the IBM 360/65, for example.

Incidentally, using the same measure of performance, we
can list the most powerful machines at each point in time.
The result is shown in Figure 2.10.8, where greatest power is
measured in terms of operations per second on the top curve,
and operations per dollar (i.e. computing speed divided by
system rental price) on the bottom. Perhaps the most
interesting aspects of this figure are the appearance of the
commercially unsuccessful Philco machines in the early
sixties, -and the success CDC has had in recent years in
designing powerful and cost effective systems.

In the discussions which follow, we will focus most of our
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attention on the systems identified in Figures 2.10.1 through
2.10.7, and will ignore the perhaps technically interesting but
commercially less important models which appear only in
Figure 2.10.8.

Raw Performance Having identified the systems which
have been and are important by one criterion or another,
let’s proceed to characterize and record their price and
performance. We will look at the raw performance of CPU’s,
internal memory, and the major peripherals in the next few
pages before taking a look at the more difficult question of
system performance.

The CPU is of course the control center of any data
processing system, and presumably its performance is critical
to the performance of the system it controls. It is, however, a
most complex device and cannot be succinctly described
without omitting something of importance. Although it is
hard to pick a single parameter to characterize CPU
performance, the best choice is probably addition time,
including memory access; and that parameter is plotted in
Figure 2.11.1 for the important systems. Note that the add
times for the key processors 650-1401-360/30-370/135 show
an improvement of over three orders of magnitude (5,200-
230-30-4 microseconds) in the 17 years from 1954 to 1971—an
average reduction of 33% per year. An AFIPS report (CEIR
66) published in 1966 estimated a ‘“‘representative add time
not including memory access’’ which is plotted as a dotted
line in the figure. Since an add instruction requires at most
two memory cycles plus a raw add time, it would appear that
the AFIPS numbers are on the high speed side of
“representative”’. But they certainly confirm that startling
performance improvements have been commonplace in the
industry.

Although many computer instructions are completed in
the time required to perform an addition, typically there are
others that take longer. Examples are arithmetic functions
like multiplication, division, and square rooting, and logical
operations like data-moving and table-lookup. Sometimes
such functions are implemented in the hardware, and can be
carried out with a single instruction. Sometimes they must be
implemented with software. Their impact on processor
performance obviously depends on the frequency with which
they appear in the user’s workload (a subject we will discuss
in Section 2.21). But Figure 2.11.2 provides a measure of
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processor performance which takes multiplication into
account, giving machine speed in operations per second for a
program containing 95% add operations and 5% multiply
operations. And Figure 2.11.3 shows how processor perform-
ance is affected by multiply time and by the proportion of
multiplications (or by the time to perform any slow function
and the frequency of occurrence of that function). For
example, if multiply time were ten times addition time for
some processor, and 10% of operations were multiplications,
the figure shows that the processor’s speed would be about
52% of its speed performing pure additions.

The two dotted lines in Figure 2.11.2 were drawn quite
arbitrarily at a compound growth rate of 58.5% per year (a
factor of 100 times each ten years). The bottom line traces
the performance of lower-price-range processors like the IBM
1401 and 360/30. Note the IBM 650, however, does not lie
anywhere near the line. The top line follows the more
expensive units, from the IBM 705 to the Univac 1108. Lines
representing this same growth also appear in Figures 2.11.5
and 2.11.6.

The next most important performance parameter to
consider is memory speed, and Figures 2.11.4 and 2.11.5
show how that characteristic has changed over the years.
Memory cycle time, defined as the average time between two
successive accesses to random words, is very much a function
of technology. The Univac I used a mercury delay line for
internal storage, but its successors adopted the more
economical magnetic drum, with a resulting large increase in
cycle time as shown in Figure 2.11.4. Some early large
machines used electrostatic storage, but the mainstream of
computer technology seized the magnetic core as an optimal
compromise between performance and cost, and the
subsequent points in the figure show how core memory
performance has improved over the years. The dotted line is
comparable to the ‘“representative add time’’ in Figure
2.11.1, and comes from the same AFIPS study (CEIR66).

The memory data transfer date shown in Figure 2.11.5 is
the quotient of the memory width, in bits, and the cycle time
in microseconds. The IBM 360/30, for example, retrieves
data from memory in units of one eight-bit byte, and has a
cycle time of 1.5 microseconds. The data transfer rate is
therefore eight bits per 1.5 microseconds, or 5.3 bits per
microsecond. Note that improvements in memory bandwidth
have pretty much paralleled those in processor speed.
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Knight’s Performance Measure. Various other individual
performance measures could be recorded and plotted.
However, probably none is as meaningful as the raw speed
data of Figures 2.11.1 to 2.11.5. Another, somewhat more
sophisticated measure attempts simultaneously to take into
account arithmetic speed, memory size, memory word-length,
and the degree of overlap permitted between the processor
and the 170 system. This measure, devised by K. Knight as
part of a doctoral thesis at the Carnegie-Mellon Institute, is
defined in detail in Part II in connection with Figure I1.2.11.
It basically starts with an arithmetic speed which is weighted
according to specified proportions of the various instructions,
reduces that speed to allow for the non-overlapped input-
output time required to handle data for the processor, and
then multiplies the result by a memory factor which increases
with increasing memory size, and gives extra weight to long
words and to variable-word-length systems.

Knight actually defined and computed two performance
indices, one labelled Commercial, the other Scientific, which
differ only in weights assigned to various factors, including
the instruction mix. And he published his indices, as applied
to all computers designed up until 1968 (KnigK66, 68, 72).
His measure of Commercial speed was used in the
calculations identifying the important computers of Figures
2.10.6 to 2.10.8. A chronology of performance of all the
various important computers is shown in Figure 2.11.6, and
once again we see that an improvement rate of 59.5% per
year compounded might be taken as a reasonable estimate of
the advancements made in raw computer speed over the
years.

While some technology improvements—faster circuits and
memories—have made it possible to increase system speed,
others—like the introduction of automatic wire wrap and
integrated circuits—have simultaneously permitted reductions
in system cost. The resulting improvement in operations per
dollar (found by dividing Knight’s Commercial speed index
by processor-alone rental, and assuming a month contains
4 1/3, 40-hour weeks) is illustrated in Figure 2.11.7 and is
even more spectacular than the increases in speed. Knight
was particularly interested in the relationship between system
performance and system price, and used his performance
figures in a series of curve-fitting calculations. Assuming that
the relationshiop between speed and rental in any year was
of the form log S = logC + klog R where C and k are
arbitrary constants, he found k fairly close to two. That is to
say, for any given generation of computers, speed is
proportional to the square of system rental, so that by
doubling ones hardware expense one gets roughly four times
as much capacity. This result, plotted in Figure 2.11.8,
confirmed an early conjecture by H.R.J. Grosch, which has
been widely known as Grosch’s Law. The five dotted lines in
the figure are Knight’s statistical results for the five years
shown. The 1971 line, with a slope substantially greater than
that of the others (corresponding to an exponent of 1.52
compared with Grosch’s 2.0) reflects a recent revision—see
KnigK76. The various points plotted, representing price and
speed of the more important computers, should serve to
remind us that the ‘Law‘ is simply an average, and that
individual systems, and even families of systems from a
specific manufacturer (note, for example, the IBM 360 family
in the figure) fail to conform. The continuing improvement in
performance measured in operations per dollar is indicated in
Figure 2.11.8 by the rightward movement, from year to year,
of the dotted lines.
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Memory Pricing. With many early systems, only one or at
most two memory sizes were offerred by the manufacturer.
However, it soon became apparent that the internal memory
capacity requirements of different users varied enormously,
depending on the magnitude and character of their data
processing workloads. Accordingly, second- and later-
generation systems generally were designed so that the
customer could choose from a range of memory capacities, or
could have blocks of internal memory added to his system
after it had been in operation for some time. ’

The price structure for processor and memory thus starts
at some initial point, which buys a processor and minimal
memory, and proceeds by increments as bytes of memory are
added. The price structures for the important computers are
reproduced in Figures 2.11.9 to 2.11.11, and the incremental
price (the cost of adding a byte of memory to a system,
found by dividing the incremental cost of a block of memory
by the number of bytes included) is plotted in Figure 2.11.12.
Comments:

1. Three different memory technologies are represented in
these figures: The IBM 650 had a magnetic drum memory;
the IBM 370/125, /135, and /145 have integrated circuit
memories; and all the other systems have magnetic core
memories.

2. The actual amount (and cost) of equipment which
must be installed to effect an increase in memory size
depends very much on the specific design of the memory. At
one extreme, it may be possible to add capacity simply by
adding basic storage elements—for example, by adding
magnetic cores on plug-in modules. At the other, an
increment in memory size may require not only such storage
elements but also associated drivers, amplifiers, address
registers, input-output registers, control circuits, power
supplies, and cabinets. In planning his system, a supplier
generally may decide to deliver some extra equipment with
most installations—extra cabinet space wired for memory
additions, extra power supply capacity—in order to achieve
more uniformity in his manufacturing operations, and to
reduce the installation cost of adding incremental memory
when (and if) the customer orders it.

3. The data plotted is price information, of course, not
cost information. It represents what the customer pays, not
what it costs the supplier. And the relationship between the
supplier’s cost and price is very complicated. Hardware
selling price generally may be a function of competitive
conditions, inventories, expected user system configurations,
the manufacturer’s relative interest in selling or leasing his
systems (which influences the ratio of sales to lease prices),
product development costs, software development costs, and
selling costs, as well as manufacturing costs. Some of this
diversity is at least indicated in the figures. For example,
referring to Figure 2.11.12, we can speculate that the unusual
and similar incremental price curves for the IBM 1401 and
System 3/10 memories is probably a reflection of actual
costs: the first increment, at a relatively high price, includes
hardware which makes the next increment relatively cheap;
but to add a third increment it is necessary, in effect, to start
over again. On the other hand, examining the price curves for
the IBM 360/65 and 370 systems in Figure 2.11.11, one
might conjecture that competitive factors played a part in
pricing. The low initial price for the smallest 360/65 made it
possible for that machine to compete on a price basis with
low-cost machines from other manufacturers; but as a buyer
found he must add memory to the basic system, he had to
pay a high incremental price, and IBM’s profit margin, which
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was low for the small system, improved. For the 370 systems,
independent memory manufacturers have alleged that IBM
set the price of a basic system high and the incremental price
of memory unrealistically low, so that competitors could not
profitably offer plug-in memories to IBM users—as they did
very successfully with IBM’s 360 systems.

4. Figure 2.11.12 shows that incremental memory prices
for magnetic core memories only dropped by a factor of
about ten between 1960 and 1972—the IBM 1401 increment
cost $1.50 to $5.00 per byte, the IBM 370/155 cost $0.40 to
$0.50 per byte. It seems likely that core memory manufactur-
ing costs fell by more than a factor of ten in that time: the
cost model in Section 4.13 (see Figure 4.13.11) estimates a
factor of more than 50. It therefore seems very possible that
core memories, when initially introduced, had relatively low
profit margins for the manufacturers; that subsequent
improvements in magnetic core memory technology greatly
reduced manufacturing costs; that IBM passed on only a
portion -of that reduction to users in the 360 machines, and
thus greatly improved memory profitability; that other
system manufacturers were therefore able to maintain
relatively high memory prices and profits, since their
common competitor was IBM; and that the situation
changed, and the cost to the user improved, only when
independent manufacturers began competing directly with
IBM, offering lower-cost add-on memories.

We have spoken, and will continue to speak of ““price’” as
if it were a fixed and immutable entity. In fact, prices change
from time to time for various reasons, and Figures 2.11.13 to
2.11.16 show a sample of price history for a few of IBM’s
more important products. Each figure shows the price history
of four products, the earlier ones on the left, the later on the
right. Three prices are shown for each product: purchase
price (solid line), rental price (dashed line), and maintenance
price (dotted line). All prices are shown as ratios to the price
given for the first year plotted—three horizontal lines would
thus describe a product none of whose prices changed at all
during the period covered. Comments:

1. IBM’s prices have on occasion changed significantly. It
is therefore wise to be cautious in basing plans on a given
IBM price, without taking into account the possibility of a
change.

2. Relative changes in purchase and rental prices are
often used to encourage customers to purchase or to rent,
depending of course on whether the purchase or rental price
becomes relatively lower. IBM may wish to encourage
purchases to increase cash income, to sell off an inventory in
anticipation of introducing a new and more advanced
product, or to counter the actions of competitors.

3. Changes in maintenance prices are probably based on
actual maintenance costs. When IBM introduces a new
product, it establishes a maintenance price based on the
expected cost of maintenance— which in turn is based on
expected reliability, maintenance time, parts inventory costs,
and preventive maintenance requirements (see Section 4.4).
As time goes on, actual costs are weighed against those
expected, and maintenance price may be adjusted accord-
ingly.

4. Maintenance is included in IBM’s rental price—the
maintenance price is of interest only to customers who have
purchased IBM equipment and desire IBM service. One thus
might expect that an increase in maintenance price would be
accompanied by an increase in unit rental. Generally
speaking, IBM does not tie rental and maintenance prices
together in this fashion. In fact, the charts illustrate a key
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feature of IBM strategy: Wherever possible, keep monthly
rental prices fixed and achieve financial, profit, or competi-
tive objectives by changing purchase or maintenance prices.

2.12 PERIPHERAL EQUIPMENT @

Overview. Before studying in detail the changes which
have taken place in the price and performance of the more
important classes.-of computer peripherals, it will be helpful if
we look briefly at the spectrum of input-output and memory
products. Three important parameters characterize a mem-
ory: cost per byte, typical unit capacity, and access time
(elapsed time between a request for data and the availability
of the data). These three properties are shown in Figures
2.120.1 and 2.120.2 for representative products from the
principal memory technologies: flip-flops (used internally in
the design of equipment), magnetic core and integrated
circuit internal memories, and peripheral memories including
moving-head and head-per-track files, data cells, and
magnetic tape units. For each technology several points are
shown, representing its state at five-year intervals as
indicated by the characteristics of widely-used units. Lines
connecting the points thus trace the pattern of technological
progress. The general trend, of course, evident with each
technology, has been for access time and prices to fall, and
capacities to increase. Comments:

1. Changes of a factor of 100 in 15 years (an average 36%
per year) in price per byte, access time, and maximum unit
capacity have been commonplace. But the rate of change in
memory technologies has not matched the rate in processor
technology, as portrayed by Figures 2.11.1, 2.11.2, and
2.11.7, where changes of three and even four decimal orders
of magnitude have occurred in fifteen years.

2. In peripheral equipment memory technology, the
relative improvements in moving-head files have been
outstanding. In 1955 the first moving-head-file cost three
times more per on-line byte stored than a magnetic tape unit,
and had an access time forty times that of a representative
head-per-track file. By 1970 the price per byte had fallen to
half that of the much improved newer tape units, and
average access time was only eight times that of the
improved head-per-track files. Meanwhile, technology of the
much larger data cell stood still, and by 1970 one paid the
same price per byte for a moving-head-file and a data cell,
and had ten times better access time with the former.

3. Inasmuch as a half-dozen technologies are available to
span a performance and cost range of seven to ten orders of
magnitude, system designers have used a hierarchy of
memories to obtain large effective storage capacities at
reasonable cost in large systems. Magnetic tape, whose off-
line storage cost is very low (see Figure 2.16.1) is used for
back-up and long-term storage and is the primary storage
device for many small systems. The moving-head file serves
as the basic on-line bulk storage device. For intermediate-
sized files which require frequent transfer to and from
internal memory, the head-per-track file is inserted. And the
cache memory (a fast-access, relatively small integrated
circuit memory in which copies of frequently-used blocks of
main internal memory are stored) is employed in some large
systems to get the effective access time of a flip-flop memory
with the cost and capacity of a magnetic core memory.

4. There is an often-noted access-time “‘technology gap’’
between the fastest rotating magnetic memory and the
cheapest magnetic core memory. So far no technology has
evolved with price, access time, and capacity characteristics
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lying in that gap. And in fact the price and capacity gaps are
so narrow that a successful new technology cheaper than the
core and flip-flop is likely to be as cheap as the head-per-
track file—thus supplanting it and simply creating a new gap.

The important properties of input-output equipment are
price and data rates, and in Figure 2.120.3 the characteristics
of the principal peripherals and terminals are plotted. Each
appears as a closed curve on the data-rate/purchase-price
plane, with the understanding that most units commercially
available in 1975 would appear as points within the
appropriate curve. I have not plotted vectors showing trends
in performance, as I did in the previous two figures, because,
as we shall see later, improvements in 170 technology have
not been as striking as those in memory technology.
Comments:

1. Different 170 technologies offer a fairly continuous
range of performance and price, from ten to a million bytes
per second, mostly providing performance in the range $10
to $100 per byte-per-second (2.75 to 0.275 million bytes
transferred per rental dollar, if we assume a monthly rental
1/44 of sales price, and that a unit is operated 40 hours per
week, 4 1/3 weeks per month).

2. Card punches provide substantially less performance,
in cost per unit speed, than do card readers, reflecting the
technological problems involved in cutting holes in card
stock. Line printer performance generally exceeds that of
card punches, and is equivalent to that of card readers at
high output rates.

3. The optical character readers really fall into two
categories, as indicated by the two-lobe curve. Various
specialized readers handling simple, regular documents and
limited type fonts (e.g. print tapes from cash registers) lie
within the upper, high-performance loop, while generalized
page readers able to accomodate a variety of document sizes,
formats, and fonts are representative of the lower one.

4. The computer-output-microfilm printer provides by far
the fastest data rate, and the best performance in characters
per rental dollar. However, the cost and inconvenience of the
viewers required to read microfilm have inhibited its
widespread acceptance—it is used only in special applications,
at relatively few installations compared to line printers. (See
Table I1.1.22, lines 97-98.)

Memory Peripherals.

In Section 1.22 we observed that the principal memory
products were moving-head files and magnetic tape units,
with head-per-track files running a poor third. Let us now
examine each of these technologies in turn.

Moving-head files. Moving-head-file technology has
improved more spectacularly in the twenty-year history of the
industry than has any of the other peripheral equipment
technologies. The result has been a sharp decline in the price
per kilobyte of on-line storage capacity, as shown in Figure
2.12.1, and a simultaneous but lesser decline in access time,
as indicated by Figure 2.12.3. IBM’s first moving-head files,
the 350 and 355, employed large (24-inch diameter) disks
and a single head which was moved automatically from disk
to disk as well as from track to track once the proper disk
was reached. The mechanism was complicated and expensive
and the access time required to move the read-write heads
was long, but the cost savings in heads and electronics led to
a relatively low cost per kilobyte of $6 to $10, compared to
$1000 per kilobyte for head-per-track files (see Figure
2.12.6). The 350 unit employed a recording density of 100
bits per inch on tracks spaced 20 to the inch, for a maximum
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density, not including the effect of between-record gaps, of
2000 bits per square inch, as shown by the dotted line in
Figure 2.12.1. The 1405 units introduced for use with second-
generation systems had very similar mechanisms, but
achieved a higher effective storage density partly through
increases in recording density and partly by a reduction in
between-record spacing on the tracks. The result was an
increase in storage capacity at little increase in price so that
price per kilobyte fell to about $3.

Two important technology improvements were introduced
by IBM in the early 1960°s. First, with the 1301, additional
heads were provided so it was not necessary for the
mechanism to move a head from one recording surface to
another. The result, as shown in Figure 2.12.3, was a
reduction of average access time from 625 ms (for the 1405)
to 132 ms. A simultaneous increase in both track and
recording density permitted increased capacity, so that the
cost per kilobyte remained about the same despite the fact
that the mechanism itself cost more. Second, IBM introduced
the 1311, and with it the concept of a removeable “‘disk
pack’ which could be purchased separately from the
moving-head-file unit and which thus provided off-line
storage in exactly the same fashion that magnetic tape reels
provided storage for tape units. (The per-byte cost of storage
on disk packs has, however, always been much higher than
the corresponding cost of tape reels—see Figure 2.16.1).
Recording density on the 1311 further increased, to 50,000
bits per square inch, but the disk pack was only 14 inches in
diameter compared with the 24 inches of the fixed disks in
older units. The resulting small capacity and low sales price
encouraged its widespread use with small systems, though
the per-byte price was substantially higher than that of the
1405 and 1301. In addition, as shown in Figure 2.12.3, access
time specifications were relaxed, with the aim of reducing
manufacturing costs and increasing unit reliability.

The next steps involved improvements and new products
in support of the third generation System 360. The 2311
displayed twice the recording density of the 1311 on the
same disk pack, and provided a high-power mechanism
which cut average access time to under 100 ms. With the
2314 IBM introduced a double-size disk pack (20 recording
surfaces compared to the 10 for the 1311/2311), still another
density increase, and a modest improvement in access time.
And the increased capacity by now permitted a price of
about $1 per kilobyte—down a factor of ten in ten years,
during which period access time improved by a factor of
seven.

In the seventies, the improvements in density and access
time continued, with the introduction of files to support
System 370. The 3330 achieved a recording density of
800,000 bits per square inch, and a later version doubled
even that. And the 3340 introduced another new concept—a
disk pack including read-record heads—which permitted a
still higher density.

We have focussed attention on the major IBM units, as
indicated by the solid “IBM trend lines”” shown in Figures
2.12.1, 2.12.3, and 2.12.4. (The history of the average unit in
use is traced by the dashed lines in Figures 2.12.1 and
2.12.2). Three other factors might be noted. The first is that
other manufacturers have been followers rather than leaders
in this field. They have not had the resources to invest in this
technology, and perhaps have not had the wisdom to foresee
its importance. All manufacturers had moving-head-file units
for sale by the early seventies (some much earlier), but their
products have been imitative, not innovative.
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A second factor is the development of small capacity,
low-priced systems to provide cheap storage capacity for
small systems. The 5444 family of machines for the IBM
System 3 provided capacities in the range of 2.5 to 5 million
bytes, and the still newer “floppy disk’’ technology (where
the storage medium is a flexible plastic platter with a
magnetic coating), as represented by the IBM 3540, is even
smaller and cheaper.

The third factor of interest is indicated by the dotted lines
in Figure 2.12.2: moving-head-files obey a sort of *“Grosch’s
Law” in the sense that a doubling in price paid more than
doubles the storage capacity purchased. Both dotted lines
express a square-law relationship between the variables—a
doubling of price gives a quadrupling in capacity. The upper
line is intended to approximate second-generation technology
as exemplified by IBM’s 1405%, 1301°’s, and 1311. The lower
line approximates fourth-generation equipment: the IBM
5444’s, 5445, 3330’s, and 3340. Though we might quibble
about the exponent used (second- generation systems would
be better matched with an exponent less than two, fourth-
generation systems with an exponent greater than two), it
seems clear that the relationship is non-linear.

Though storage capacity, cost per byte, and access time
are the principal performance measures for moving-head
files, there are others which might be noted. Two of these are
plotted in Figure 2.12.4. As radial head motion was sped up
to reduce access time, the delay involved in waiting for a
selected record to rotate into position under the head became
more important, and consequently the rotational speed of the
disks was increased. This together with increases in the
number of bits per inch recorded along the disk surface has
resulted in a great increase in the rate with which data is
transmitted from and to the disk— from 10,000 bytes per
second for the IBM 350 to nearly a million for the IBM 3330.
And as access time has fallen, the number of accesses per
rental dollar have increased by more than a factor of ten.

Finally, we must keep in mind that the data presented
here on unit capacity and cost per byte is based on figures for
maximum capacity. Actual capacity is generally a function of
the way a unit is used, and of the flexibility in data layout
permitted by unit specifications. Many early units required
that data be stored in records of fixed length, so that if some
specific application required smaller or longer records,
programmers had to rearrange data into standard length
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records before storing them away. With newer units, variable
length records are permitted. However, unit capacity is
always quoted assumimg that the longest possible record is
employed, and if the user elects to use shorter records, unit
storage capacity is correspondingly reduced. These effects are
shown in Figure 2.12.5.

Head-per-track files. The same improvements in record-
ing density which reduced the cost per byte of moving-head
files were applied to head-per-track files, with the result
shown in Figure 2.12.6. The magnetic read-record heads and
circuits represent a major portion of the cost of the memory,
and as the number of bytes per head increased, the cost per
byte fell. As is indicated in Figure 2.12.7, the reduction in
per-byte cost was generally accomplished by increasing file
capacity at a given price. Access time is determined by
rotational speed, and mechanical considerations limit that
speed to 10,000 revolutions per minute or less, so access time
improvements have not been spectacular—see Figure 2.12.8.
It is possible to reduce access time at a given rotational speed
by supplying two or more heads per track, and then
automatically choosing the head nearest the selected record,
when a read or unit operation is required. The IBM 2305-1
employs that approach, but the additional heads required
add substantially to per-byte costs. Accesses per rental dollar
are shown by the dotted line in Figure 2.12.9.

Data transfer rates fundamentally are the quotient of bits
per track and the time required for a rotation. However,
designers have for various reasons reduced actual transfer
rates by interleaving (reading or writing alternate records on
a track), or have increased the rates by handling data in
parallel (reading or writing in several tracks simultaneously).
The range in transfer rates is indicated in Figure 2.12.9.

Where IBM has clearly been the leader in moving-head
file technology, Burroughs has lead with head- per-track files.
The Burroughs 475 was roughly contemporary with IBM’s
1311 and 2311 moving-head files, and provided a compara-
ble price per byte with a much better access time. And
though Burroughs’ head-per-track files have not been able to
match price-per-byte of more recent moving-head files, they
still compete favorably even with IBM’s 2305°. Incidentally,
note once again the non-linear relationship between price
and capacity. The dotted line in Figure 2.12.7 shows that the
Burroughs 9370’s and 9372 roughly obey a square-law
relationship. So also do the Univac 6015/6016, and the IBM
7320/2301.
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Magnetic tape units. Magnetic tape was recognized at a
very early date to be potentially an excellent technology for
mass storage, and most manufacturers introduced products
which stored data on long thin ribbons of various materials
and dimensions. However, IBM’s success in producing and
marketing systems put other manufacturers in a dilemma.
Since most GP systems in use were (and still are)
manufactured by IBM, competitors found themselves
frequently selling to companies which already were using
IBM equipment, including tape units. Such customers quite
reasonably wanted to be able to transfer data from one
system to another on some machine-readable media. The
IBM punched card was from the first adopted as one
standard medium for data transfer (though Univac used a
different ‘““standard’’), but it was inconvenient—the cards
themselves bulky, and card readers and punches slow and
relatively unreliable. The other systems manufacturers were
thus forced, for competitive reasons, to adopt the IBM tape
as a standard, and to develop tape handlers which could read
tapes written by IBM systems, and write tapes which IBM
systems could read.

The characteristics of the principal tape units are recorded
in Figures 2.12.10 to 2.12.14. Price per byte and recording
density appear in the first of these figures, where the price
and density of the leading IBM units are traced by solid and
dotted lines, respectively, while the price of the average unit
in use is shown as a dashed line. The early Univac I and
Burroughs 548 units were of course not compatible with the
IBM 727, which they preceded, and as late as 1962 Univac
still employed non-compatible units (the Univac III tape).
But subsequent development has followed IBM’s lead.
Various standard recording densities have evolved, starting
with 100 bits per inch along the tape length and progressing
through 556, 800, 1600, and 6250. Density across the one-
half inch wide tape has remained fairly constant—first- and
second-generation systems recorded seven tracks across the
tape, and later systems nine, as the eight-bit (plus parity bit)
byte became the standard way to store alphanumeric data.
(Here again the industry followed IBM’s lead.) Note that
average on-line price per byte stored has dropped from about
$3.50 to $1.50, and that the improvement has come about
basically because average tape capacity has more than
tripled, while average tape unit cost has remained fairly
steady (Figure 2.12.11).

Maximum data transfer rate is the product of the tape
speed, in inches per second, and maximum character density,
in bytes per inch. Figure 2.12.12 shows how this performance
factor has improved with time, and Figure 2.12.13 indicates
that maximum character rate (rather than maximum
capacity, which is a simple function of tape density) tends to
vary in a square-law fashion with price. The upper dotted
line in Figure 2.12.13 indicates such a relationship between
the early IBM 727, 7330, 729-2, 729-4, 729-5, 729-6, and
7340. The lower dotted line represents the more recent IBM
3410-1, 3410-3, 3420-3, and 3420-9.

Finally, the relationship between tape reel capacity and
record length is shown in Figure 2.12.13 for a variety of tape
formats. The key parameters are tape density and the length
of the inter-record gap, and the characteristics of units from
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an early Univac tape (250 bits per inch, 1.05 inch gap) to the
latest IBM technology (6250 bpi, 0.3 inch gap) are indicated.
For each, a black dot indicates the record length for which
the tape is half as full as if it would be if there were a single
record as long as the tape. Note that, for the new high-
density IBM tape, the 1000-byte records which serve as a
basis for our price-per-byte calculations limit capacity to only
about one-third of maximum.

Comparing Memory Technologies. Before turning to a
review of the evolution of card equipment and printers, it is
useful to compare the three memory technologies directly.
Looking first at Figures 2.12.1, 2.12.6, and 2.12.10, we
observe that improvements in recording density, and hence
price per byte, have been much greater in rotating memory
than in tape technology. We also confirm, as we noticed in
Figure 2.120.1, that moving-head file technology, originally
much more costly per byte than tape technology, overtook
the latter in the mid-sixties to provide the cheapest way of
storing data on-line. Head-per-track memories run a poor
third in price. In looking at Figures 2.12.2, 2.12.7, and
2.12.11, we are reminded that rotating memory technology
has frequently been characterized by very large, very
expensive (over $100,000) units, while most tape units have
always sold for under $50,000. The fact that small systems
need bulk memory has caused rotating memory developers to
provide the smaller units which are, any given level of
technology, more costly per byte than a big device would be.

Figures 2.12.3 and 2.12.8 contrast the substantial access-
time improvements which have occurred in moving-head file
technology with the much smaller ones in head-per-track
files. (The ““access time”’ to data on a magnetic tape unit can
be regarded as the time necessary for the tape to move half
its length at read-write or at rewind speed. That time has
varied from thirty seconds to twelve minutes, with no
particular trend apparent.) Finally, a comparison of Figures
2.12.4, 2.12.9, and 2.12.12 remind us again that improve-
ments in moving-head files have outstripped those of the
older technologies.

" In concluding this section, it seems worth re-emphasizing
that peripheral memory technology obeys a sort of Grosch’s
Law, just as does system technology in general. The dotted
lines in Figures 2.12.2, 2.12.7, and 2.12.13 each have slopes
of one-half (indicating that an improvement in performance
by a factor of 100 requires a price increase of only a factor of
10) and each fit, at least moderately well, a set of points
representing a group of devices available at a given time. In
part this price-performance relationship reflects the fact that
real costs are non-linear functions of performance—a high-
data-rate magnetic tape unit, for example, may require a
more complex read-write head and a faster drive motor than
does a low-data-rate unit, but most other parts and
assemblies will be very similar for the two units. In part the
non-linearities come about simply as a result of pricing
policy. To keep development and service costs low, and to
achieve uniformity in its manufacturing operations, a
company may use one unit, with minor modifications, to
cover a performance range. The cost difference between low-
and high-performance units is thus negligible, and prices are
set to cover the cost of the simple unit and to encourage users
to purchase or rent the more complex ones.
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Unit Record Equipment.

Line Printers. The improvements in unit record equip-
ment have not been nearly as spectacular as those which
have occurred in the memory peripherals. Early printers
employed a type bar or wheel in each print position. Each
such printing element was independently moved until it
presented the desired character to the printing surface. When
all elements were in position, they were driven into the print
ribbon and paper, and printing occurred. To increase printer
speed, designers first turned to a continuously rotating drum
whose axis was parallel to the lines on which data was to be
printed. The character set to be printed was embossed
around the circumference of the drum, repeated as many
times along its axis as there were print positions. Opposite
each such print position was an independently-driven print
hammer, and during one revolution of the drum each
hammer was activated at the instant that the proper
character was opposite the hammer. Print ribbon and paper
were positioned between hammer and drum, and print
quality was affected by the length of time the hammer
pressed the paper against the (moving) drum, and by the
relative impact instants of the different hammers, which
determined how straight the line of printing was on the
paper. :

More recently chain or train printers have been used, in
which a character set is embossed on a strip which moves
parallel to the line to be printed. Once again there must be a
hammer for each print position, and the independently-
driven hammers must be activated at the proper time as the
chain or train is pulled past the paper.

These various changes have led to modest improvements
in printing speed while prices have remained in a relatively
narrow range, with the result that performance per dollar has
improved. Line printer performance in output characters per
rental dollar (assuming that each line printed is full of data
and that the printer operates at full capacity 40 hours per
week) has improved by a factor of about ten from the 1950’
vintage IBM 407 to the 3211, as is shown in Figure 2.12.15.
Much of the improvement has come about through increases
in printing speed—the 3211 is almost 15 times as fast as the
407, but only cost 36% more, as is indicated in Figure
2.12.16. But the same figure shows that improvements have
also come about through design changes which made lower
prices possible. The IBM 1403, introduced in about 1960,
was comparable in speed to the 720 at one-third the price.
Once again the dotted lines show the nearly square-law
relationship between price and speed. The upper line follows
the performance of early printers— the IBM 370, 407, 716,
and 720—and the lower one approximates the performance
of the later 5203°s, 1403’s, and 2311.

Just as moving-head file and tape unit capacities (and
data rates) are influenced by the layout of data on the media,
so is printer speed a function of various printer operating
parameters. The effective capacity of the IBM 1403 printer,
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for example, is a function of the type-chain used, the block
(or page) size, the number of lines actually printed per block,
and the printing density in lines per inch. The effect of these
factors on printer speed is shown in Figure 2.12.17, for the
600- and 1100-line-per-minute (Ipm) versions of this printer.
Highest operating speeds are achieved when a numeric-only
print chain is mounted on the 600 lpm unit, print density is
set at eight lines per inch, and large blocks (66 lines in this
example) are printed. When data is printed on every line of
the block, printer speed is 1285 lines per minute. As the
number of lines printed per page falls off, so does the
effective printing speed—with half a page printed (33 printed
lines followed by 33 blank lines) the speed drops to 1223
Ipm, with 10% of the lines printed, speed drops to 922 Ipm.

The speed of the 600- and 1100-lpm units printing both
numeric and alphabetic characters falls off in a similar
fashion with the number of lines printed per block. The
figure also shows the effects of changing print density and of
printing small blocks. The differences come about because of
the printer’s ability to slew—that is, to move print paper very
rapidly past lines where no data is to be printed. If it were
not for this slewing capability, effective speed would drop
much faster with the percentage of lines printed per block:
with 50% of lines printed, printing speed would be 50% of
maximum instead of the 95% shown on the graph. But in
addition slewing is more effective at the 8 line-per-inch
density than at 6 lpi, for the mechanism slews paper at a
fixed speed in inches per second, and thus bypasses more
lines per second at high density than at low. And finally, the
actual printing speed at a given density and lines-per-block is
lower for small blocks than for large blocks because the
printer has two slewing speeds depending on how many lines
are to be passed. Thus for example if 13 lines are to be
printed and then 53 passed (20% of a large 66-line block),
the effective print rate will be 554 lpm for the 600 Ipm
printer operated at 8 lines per inch. But if we are printing one
line and then skipping four (20% of a small 5-line block) on
some small document or form, the printer can only slew at
the slow rate and the effective printing speed is 521 lines per
minute.

Printer performance is thus a very complex matter. Its
complexity is even greater when one takes into account other
matters not treated here, which nevertheless strongly
influence system performance. One such factor is the degree
of buffering in the printer controller, which helps determine
how much time the processor spends servicing the printer.
Another is the number of characters printed per line. I have
found no statistics available on this parameter, which is
exceedingly important because systems are often input-output
limited (see Section 2.23) and it is characters, not lines,
which must be printed. A final factor is the cost of printing
paper (see Section 2.16). Printing density (lines per inch,
characters printed per line, and lines printed per block or
page) is a major factor in paper cost, and as we saw, (Figure
1.27.2), it costs more to provide paper for a printer than to
rent the printer itself.



PRODUCTS-2.12 Peripheral Equipment

b Al T T A Al Al T T T T T T T T T T L] T
< ] 140311 v 758
4 Table 11.2.12.4 J 321l
21 89240-6 —~
] B39240-5 ° 7
o © U763
= IBM Trend U755 o
E P 14032
- N
-
s T403-1 9
& o 2203-A
v
;.’ 7912! o B272 5203-3
oo.s 2 © 4152
s V4 e 5203-1
3
o
= r U’g” 720
=
2 -
8 °716 7400
s 1 s
5 55 60 65 70 75
3

FIGURE 2.12.15 LINE PRINTERS I
CHRONOLOGY OF OUTPUT CHARACTERS PER DOLLAR

—_
2
>

=)

Printer Purchase Price { 5k)

T T T ‘
L2.12.8 I ! i 2
1.2 1I 3 VRSP o = 200 Table I1.2.12.0]
1 32 1135
1= 144511720 . —_
716 O XV b3
. ‘I“I""' ‘1403- E g[}? 1pm (numeric onl‘y)
:\Q 1
S 7400H ww1403-2 S ’ - i
1T = 41000
R R £310 = e
e > = v 1100
EENAN iz e e l
el Tw AL -
e = « ® 600 8 lpi
3 Py 6 1pi [ 600
c o v
£ 400 ai I
> -
3 M 18 lpc |
> € 1pi Printer Speed
- = — 1000 1pm 600
o Fast Slewing (Large Block) e -
STow STewing (Small Block)| ===
200 L1 11 ] L
10 2.5 10 25 50

R . Percentage of Lines Actually Printed per Block
Printer Speet (K ytePsR/IS,,?ER)S . FIGURE 2.12.17 EFFECTIVE PRINTER SPEEDS
L e TN eRASE pRlEE THE EFFECT OF LINE SKIPPING ON THE IBM 1403



PRODUCTS-2.13 Data Entry Equipment

Card Readers and Punches. Card equipment performance
has changed less than that of any of the peripherals. The
card punch mechanism has changed hardly at all, and the
principal change in card reader technology has been the
substitution of photoelectric hole-sensing equipment for the
original wire brush which made an electrical contact through
the card hole. Maximum reader speed has increased from
200 to 1200 cards per minute (cpm) and maximum punch
speed from 100 to 500 cpm. The number of characters read
or punched per rental dollar (assuming each card contains its
full allotment of characters, and using the nominal operating
speed in cpm) has improved by a factor of perhaps ten for
card readers and two for card punches, as shown in Figure
2.12.18 A similar measure for the card reader/punch, based
on the sum of reading and punching speed, has improved by
a factor of three as shown in Figure 2.12.19. Plots of unit
speed versus purchase price show a tendency toward the
square-law effect we have seen in other peripherals. In Figure
2.12.20 the lower dotted line indicates that the Burroughs
911X card readers might have been priced with Grosch’s
Law in mind. The IBM 543, 7500, and 3505 readers similarly
lie near a square-law line, though the IBM 711 and 2501
represent major discrepancies. Another square-law line is
shown for IBM punches, but while it is perhaps reasonable in
approximating a relationship between the units shown, it fails
for various pairs of units which were simultaneously
available, like the 323 and the 7550, or the 3525-P1 and the
3525-P3. It is even more difficult to attempt to apply a
square-law formula to the reader-punch units shown in
Figure 2.12.21.

There are various reasons for the seeming anomalies and
inconsistencies in card equipment price and performance
given in Figures 2.12.20 and 2.12.21. One explanation has to
do with whether a user must buy a controller in addition to
the basic unit. Comparing the three 96-character IBM reader-
punches shown in Figure 2.12.21 (the two 5424°s and the
2596), we find the 5424-Al and -A2 require controllers
costing $4200 and $5325 respectively, while the 2596
requires no extra equipment. In Figure 2.12.20 the Burroughs
91XX readers each require a $2590 controller. Table 11.2.12.5
provides some information about the need for and cost of
controllers, but the subject is complex—the 7603-1 controller
required for the 7500-1 reader, for example, can be shared
with a card punch or line printer, so not all of its cost should
be ascribed to the reader.

Another reason for the inconsistencies has to do with
performance differences which don’t appear on the figures.
One example is given in Figure 2.12.21: the user pays a
premium price for the IBM 2520-Bl because that unit
contains a 500 cpm card punch and it has proven to be
expensive to achieve that speed. A second example has to do
with the time it takes a reader or punch to start a read or
punch cycle, once the processor requests an input or output.
The actual operating speed of three units is shown in Figure
2.12.22 as functions of the computation time required per
card. For short computation times, the three units operate at
their rated speeds of 1333, 1067, and 400 bytes per second.
The 2501-B2 reader is driven by a clutch which can engage
at only one point in its 60 ms cycle. If the processor is able to
initiate a new card-read cycle every 60 ms or less, the reader
operates at its rated speed of 1333 bytes per second (1000
cards per minute). If it takes more than 60 ms but less than
120 ms for the processor to initiate a new read cycle, the
reader speed falls by 50% to 667 bytes per second, for once a
clutch cycle is missed, the reader must wait an entire clutch
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revolution before reading another card. The 3525-P3 punch,
on the other hand, has four clutch points, and therefore, if
the processor can’t respond in its 200 ms cycle time but does
respond in less than a quarter of a clutch revolution later (i.e.
50 ms later), punch speed only falls off by 20%, from 400 to
320 bytes per second. Finally, the 3505-B1 card reader has
no clutch at all, and is able to start a new read cycle almost
immediately whenever the processor issues a command. Card
reading speed thus falls off continuously, rather than in
discrete steps, as shown by the dotted line in Figure 2.12.22,
and the performance of the 3505 exceeds that of the
nominally faster 2501 if the processor cycle time is greater
than 60 ms. This somewhat difficult-to-explain aspect of
performance, then is a factor which contributes to the
relatively high cost of the 3505 compared to the 2501, as
shown in Figure 2.12.20.

2.13 DATA ENTRY EQUIPMENT

As we shall see in Chapter 3, the performance of a
keyboard data entry system is limited by the physiological
factors which constrain a human’s ability to move his fingers
in transcribing what his eye sees. An obvious solution to this
problem is to replace the humans by automatic character-
reading equipment. But designers have been unable to invent
low-cost equipment capable of handling the variety of
document types and of reading the variety of type fonts and
handwritten characters the human handles and reads with
ease. So character-reading equipment has always been
expensive, (see Figure 2.120.3, and compare optical character
readers with “printing terminals”, which are roughly
comparable to keyboard data entry devices), and is useful
only in carefully-devised, high-data-volume applications.

IBM and Remington Rand (later Sperry Rand) were
marketing card punching keyboard-operated devices for use
with electromechanical data processing equipment before the
fifties, and these devices were used, unchanged, to prepare
cards which supplied data to the new computers. The
designers of Univac tried something new: the Unityper
recorded, on Univac-compatible magnetic tapes, data entered
directly from a keyboard. But with early electronic technol-
ogy it was prohibitively expensive to write large blocks of
data on the tape. Tape recording density was thus low, and it
was not economically feasible to design a key-to-tape device
which would produce tapes compatible with what became
the industry standard. Unityper faded, a product ahead of its
time.

Data entry technology thus stood still until 1955, when
Mohawk Data Sciences introduced the 1100, a key-to-tape
device whose output was IBM-compatible magnetic tape.
Though this device was much more expensive than the
keypunch it supplanted (see Figure 2.13.1), it provided
features and flexibility which permitted improvements in
operator productivity, and was a resounding commercial
success. The continuing drop in electronics costs has since
made it possible for vendors to compete in the marketplace .
with minicomputer-based systems which servive many
keyboards simultaneously and collect input characters on
IBM-compatible disk packs, eliminating the tape merging
operations necessary with key-to-tape systems. These key-to-
disk systems, the first of which was Computer Machinery
Corporation’s CMC-9, were also successful. And in 1970
IBM finally introduced a new keypunch—the 129—which
provided a critical feature the key-to-tape and -disk
manufacturers were in effect supplying: local buffering
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(storage) of the current input record, which permitted the
operator to correct a mistake on entry before the card was
punched, and also reduced or eliminated the delay due to
card-feed time between records. Finally, IBM’s 3742,
introduced in the US. in 1974, made it possible to record
input data on a new medium—the floppy disk.
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In summary, it appears that improvements in data entry
equipment have come slowly as designers have found ways
to improve, only slightly, the efficiency of keypunch
operators. The result is that data entry costs have been
increasing (with increased salary costs) as computational
costs have fallen (see Figures 3.21.4 and 3.25.14).
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2.14 DATA COMMUNICATIONS

The transfer of data from one location to another may be
accomplished in a variety of ways—Table 3.0.1, in the next
chapter, gives examples of the communication channels
which are available. But most practical data communication
in the United States makes use either of the telephone system
or of the postal service. And because many computer
applications require short delays in transmitting from place to
place, wire .communication is in many ways the more
important of the two.

Telephonic Data Communications

The earliest digital system to be tied to a telephone line
was Bell Laboratories’ early relay calculator, and the second
probably was the SAGE air defense system. These early
systems made use of transmission circuits which the
communication common carriers (the telephone companies
and Western Union) had established to provide telegraph
service to users. However, the carriers were confident that
there was a market for higher-speed facilities for use in
transmitting data between computers, or between terminals
and computers, and in 1962 AT&T first offered a combina-
tion of communications lines and interface equipment which
permitted data transmission at 1200 to 2400 bits per second.
These services made ingenious use of the existing telephone
networks, which were of course designed to transmit voice
communications. At each end of the line, digital signals were
converted by devices known as data sets (sometimes called
modems), into signals having properties suitable for
transmission over voice channels. From that point on the
telephone system treated data transmissions as if they were
voice conversations, and at the other end of the line a second
modem retrieved the digital message from the audio signals.
In the mid-sixties additional facilities of this same kind
permitted data transmission at rates up to almost 250,000
bits per second.

As one might expect, it is inefficient to use a voice
network for the transmission of data, and by 1975 the
telephone companies and a number of new companies
known as specialized carriers began to offer services via
equipment specially designed to handle digital data. AT&T’s
service, offered in a limited number of cities starting in
December, 1974, was known as DATAPHONE ® Digital
Service, and included facilities for transmitting data at 2400,
4800, 9600, and 56,000 bits per second. (DATAPHONE ® is
a Service Mark of AT&T, and the service is popularly known
as DDS.)

The data communication facilities provided are of two
kinds: lines, and terminations. Lines are the transmission
paths and circuits which connect one location to another;
terminations are the special circuits needed at each end of the
line to translate binary signals from the user’s equipment into
the kind of signal compatible with the circuits employed in
the line. The terminations include data sets and line
conditioning circuits. Monthly line costs are a function of line
lengths and of the time the line is used. Monthly termination
costs generally depend on the data rate handled. There is
usually a one-time installation charge to be paid for
installation of either a line or a termination. Neither the cost
of the user’s terminals, which serve as human-oriented input-
output devices containing such things as keyboards, printers,
displays, and card readers, nor the cost of the user’s
computer- communication interface is included in this
discussion.

76

Looking first at lines, we find two offerings: private lines,
and lines supplied via the dialed telephone network. Private
lines are leased by the month, are usable full time, require
payment of an installation charge, and of course connect two
fixed designated points. Lines supplied via the switched
network, often called Direct-Dial or DD circuits (not to be
confused with DDS—DATAPHONE ® Digital Service), are
used and paid for by the minute, and of course may connect
any two points in the network any time a connection is
established. Voice grade private lines and DD circuits are
available between any two points in the U.S. The DDS
system currently (1976) is available in a limited number of
cities, and only as a private line service; AT&T does not yet
make possible a switched connection via an all-digital
system, though some specialized common carriers do.

The telephone companies’ ability to handle increasingly
higher and higher data rates has permitted remarkable
reductions in data transmission costs over private lines, as is
illustrated in Figure 2.14.1. Here we show the monthly
system cost, including lines, data sets, and terminations for a
300-mile private line, divided by the number of bits which
can be transmitted over that line in a month of 24-hour days.
In the fifties the only available lines handled 75 or 100 words
per minute, at a cost of about $2.00 per million bits. The
higher-speed systems made available in the early sixties
required larger monthly payments, but provided even larger
capacities so the cost per million bits transmitted fell as low
as ten cents. And then in the mid-sixties wide-band facilities
became available which further reduced the cost to about
one cent per million bits. The solid line follows the two-
order-of-magnitude drop in system costs. However, the
private line cost of a user with a minimum requirement for
data transmission has changed very little over the twenty-
year period, as shown by the dotted line in the figure; the
300-mile private line available today at lowest monthly cost
has a capacity of 150 bits per second (almost 400 million bits
per month) for a cost of about $1.35 per million bits, more
than half the cost of the earlier 75 wpm circuit. Note that the
three high-speed systems introduced in 1966, and the DDS
system as well, are full-duplex systems—ie. they permit
simultaneous transmission in two directions. The other
circuits are half-duplex, in which transmission is possible in
both directions, but not simultaneously. Full-duplex lines
typically cost 10% more than half-duplex lines.

If one has relatively few characters to transmit per month,
it is cheaper to dial up a line whenever one has data to
transmit than it is to hire a private line. However, as ones
transmission requirements increase, there comes a point
where the cost of the DD line equals that of the private line;
for higher monthly data transmitting capacities, it will be
cheaper to have the private line. This situation is illustrated
in Figures 2.14.2 and 2.14.3, which show the monthly cost of
interstate lines plotted against line usage in minutes per
month. (Here we look at line costs only, and do not include
termination costs.) The first of these figures shows the break-
even points for 300-mile circuits under a variety of
circumstances. The slanting, solid lines show the cost of
dialed calls, which is of course proportional to the time the
lines are used. The graph shows a range of costs, depending
on how and when the calls are dialed. The most expensive
usage would be calls placed during weekdays, where each
call is only of one minute duration. If each call is long (ten
minutes or more), the cost is given by the next solid line.
Calls of intermediate length would have monthly costs lying
between these two lines. The cheapest dialed rates are for
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night calls (originated between 1lpm and 8am daily), as
indicated by the other two solid lines.

The horizontal dotted lines in Figure 2.14.2 represent the
fixed costs of private lines, and three different tariffs are
illustrated. Voice grade lines are available under the “high-
low” tariff. over 350 major cities are identified as ‘‘high-
density’’ areas, and voice grade lines connecting such cities
are relatively cheap; other cities are regarded as ‘“‘low-
density’’, and users must pay more for private lines
connecting them. (However, two low-density cities can also
be connected by linking each to a high-density city via low-
density lines, and then linking the high-density cities with a
low cost line.) The breakeven points, at which the costs of
private and dialed lines are equal, appear as dots in the
figure. Their locations depénd on the duration and time of
the dialed calls, and also on whether the cities involved are
designated high or low density. The graph also shows the
cost of a DDS private line operating at 4800 bits per second.
However, as mentioned before, this service is available only
in a restricted list of major cities. Furthermore, whereas the

voice grade line costs the same no matter what bit rate it
handles, the DDS charges vary with bit rate, so the
breakeven situation is much more complicated than is
indicated by this figure. Note that there is a wide range of
breakeven times, from about 800 minutes (13 hours) per
month for short day calls between high-density cities to some
7200 minutes (120 hours) for long night calls between small
cities.

The breakeven point varies as a function of the length of
the line as illustrated in Figure 2.14.3. Here we show the
costs for high-density private lines, with DD costs based on
long calls at day rates, and vary line length from 30 to 3000
miles. The breakeven points (solid dots connected by dashed
lines) vary from about 1000 to 7500 minutes per month. The
corresponding breakeven points for lines connecting low-
density cities are shown as open dots connected by dotted
lines. The breakeven times for low-density cities are generally
higher than for high-density cities. Note that private line
costs increase more rapidly with distance than do dialed line
costs, with the result that the breakeven point occurs at
higher values of line usage as mileage increases.
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If we look at system costs (line costs, plus termination
costs, plus installation costs amortized over a 12-month
period) as a function of the number of bits transmitted per
month, we find the DD lines most economical up to the
breakeven point, and then the- various private lines most
economical, each up to its maximum capacity. The solid line
in Figure 2.14.4 shows the monthly cost of various 30-mile
systems. For transmission times up to about 1000 minutes per
month (or 72 million bits at 1200 bps) a dialed line is more
economical than a private one. Furthermore, at rates of one
million bits per month or less, communication costs are
dominated by the fixed cost of the data sets required. The
upward curve of the left segment of the solid line in the
figure reflects the fact that line charges become an
increasingly important factor as transmission time increases.
Incidentally, note that at capacities below about four million
bits per month a 300 bps service is cheaper than the 1200
bps service—the low cost of the 103A data set more than
" makes up for the longer line time required to transmit the
bits.

For capacities over the 72-million-bit breakeven point,
private circuits are cheaper than dialed circuits. At 30 miles,
a 1200 bps 202T data set on a high-density private line is
most economical, up to the maximum capacity of the line. At
traffic rates greater than that maximum (almost ‘3.2 billion
bits, assuming one operates 24 hours a day seven days per
week), one must employ either an additional line or a higher
bit rate. The DDS service provides data rates of 2400, 4800,
9600, and 56,000 bps, and the fixed costs of those facilities
are shown next, as steps in the graph, each step ending at its
maximum capacity. The 56Kbps DDS system has a capacity
of almost 150 billion bits per month, and for greater line
speeds a Telpac circuit operating at 230,400 bps handles
capacities up to 605 billion bits per month.

The cost curves for the 300- and 3000-mile systems are
very similar to those for the 30-mile systems, as shown by the
dashed and dotted lines in Figure 2.14.4. However, the
breakeven points are higher for the longer distances, as we
saw in Figure 2.14.3, and the comparatively high cost of long
private lines makes it economical to use DD facilities at rates
above 1200 bps. For example, with monthly capacities in the
range 100 million to one billion bits on a 3000-mile line, a
208B data set carrying 4800 bits per second on a DD line is
cheaper than a 2400 bps system, either dialed-up or private.

The curves in Figure 2.14.4 show monthly costs as a
function of bits transmitted. System costs per million bits
transmitted, are plotted for the same three distances in Figure
2.14.5. The various breakeven points shown in Figure 2.14.4
appear here as well. One particularly interesting fact shows
up clearly on the curves: the high-bit-rate facilities are priced
so that it is often cheaper to use two or more duplicate lower-
speed systems than to lease a high-speed system. For
example, for a capacity of 40 billion bits per month on a
300-mile system, it would be cheaper to use two 9600 bps
systems than to employ the 56,000 bps system. And at 300
miles and over, multiple 56,000 bps DDS systems are always
more economical than the 230,400 bps TELPAC system. In
any particular situation, there may of course be system
considerations which would lead one to specify a 230,400
bps system despite its higher cost; but if cost is the primary
consideration, the lower-speed systems are to be preferred for
long distances.

It should be emphasized that the data presented in
Figures 2.14.1 to 2.14.5 attempts to simplify a very complex

78

situation. Some of the factors which contribute to this
complexity are worth mentioning.

1. The prices and performance of communications
services are governed by tariffs controlled by various
governmental bodies. For interstate communications the
tariffs are controlled by the Federal Communications
Commission (FCC), with the result that they are uniform
over all the 48 contiguous states. But within any given state
tariffs are established by state authorities, so that the same
facility in two different states may have different rentals and
installation costs. In fact, the same facility provided by two
different telephone companies in the same state may have
different rentals and installation costs. The data shown in the
figures are interstate rates, though there is some local rate
data given in the tables of Part II. Note that the tariffs are
frequently changed, as new services are added, as prices are
revised, and as competitive conflicts are resolved.

2. Specific costs are obviously a function of the particular
cities to be served. As mentioned above, DDS serves a
restricted (but growing) list of cities; the high-density tariff
applies to a still larger list; and the low-density rates apply
elsewhere. Combinations of high- and low- density rates may
be used under certain circumstances to connect low-density
cities, but the rules are complex.

3. Three or more cities can be connected together by a
single private line by ordering a line which connects the cities
and paying special termination (or “drop’’) charges in each
of the cities, as well as the termination charges for the end
cities. Under some circumstances each of the cities may have
its own private communication channel on that line—a
channel with a bit rate some sub-multiple of the bit rate for
the line itself. Under other circumstances the station at one
city will be a “master”’, determining which city may make
use of the line. Once again the rules and tariffs are too
complex to discuss here.

4. There is another AT&T tariffed service called Wide
Area Telecommunications Service (WATS) which is econom-
ical to use under certain circumstances. It consists of a special
price structure which permits unlimited use of the dialed
network (DD) system over specified geographic areas. The
rates are particularly attractive for long distances: for less
than $1700 per month one can buy 240 hours of calls
anywhere in the U.S., with additional time costing less than
eight cents per minute. (Detailed rate information is given in
Table 1II 2.14.2, columns 15 to 22.)

5. In most areas in the U.S,, local dial telephone service is
offered on a flat rate basis, such that an unlimited number of
calls of unlimited duration can be made over a distance of
several miles at a fixed and low monthly fee. Such circuits
can be used to provide very low cost data transmission over
those short distances. One large class of users is the customers
of various time-sharing services who tie up local dialed lines
for hours at a time, connecting their terminals to a computer.
The telephone system was designed to handle many calls,
each of relatively short duration, and the growing use of
computer terminals has led to proposed changes in the tariff
which may eliminate or curtail flat rate services.

6. The system prices shown here include the monthly cost
(and amortized installation costs) of AT&T data sets. In
practice, similar data sets are offered for sale by a number of
private companies at prices which, suitably amortized, would
be substantially lower than AT&T prices. For short lines,
where data set costs are an important portion of the total,
this alternative can substantially reduce total costs. In
addition, independent data set manufacturers have often
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supplied equipment not available from the telephone
company—in mid-1975, for example, they offered data sets
capable of transmitting 9600 bps on the DD network, where
AT&T sets could not transmit more than 4800 bps.

7. The data presented so far covers tariffs of the
traditional common carriers—in particular AT&T and the
associated Bell System companies. In the late sixties a group
of so-called “‘specialized common carriers’’ received FCC
permission to compete with the Bell System in prescribed
situations. Though it is not possible here to cover all these
carriers, it seems worthwhile to discuss one of them, as a way
of adding another dimension to the picture of communication
system complexity.

The Data Transmission Company (Datran) provides
communication services via an essentially all-digital system,
just as AT&T’s DDS system does. Datran’s private line
service, exactly comparable to DDS, was first available in
December, 1973, and a switched system provided first service
in early 1975. The switched system is unique: it makes
connections between calling and called stations in one to
three seconds, compared to 11 to 17 seconds for the
telephone company’s DD network; it offers a minimum
charge of one cent per call, which corresponds to a connect
time of one to ten seconds, depending on the bit rate used
and the calling distance—the DD network minimum is
sixteen to forty cents for a one-minute call; and it guarantces
that monthly charges will not be higher than a specified
maximum comparable to Datran’s private line costs, so that
a user with traffic near the breakeven point for private and
dialed lines will not incur heavy expenses in a month when
his data communication traffic is heavy.
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Datran’s pricing structure is similar to that of the
telephone company. Typically there are fixed monthly
termination costs, one-time installation costs, and monthly
line costs which are a function of line length. Table 2.14.1
presents a summary of prices for AT&T’s high- and low-
density private lines, DDS private lines, and DD switching
(dialed) system. Datran’s private line system Dataline I, and
its switching system Datadial are also shown in the table.
The first entry on the table is the line cost, where that cost is
independent of bit rate. The hi-low and DD service, as we
have seen, use the existing voice network for transmission,
and the user pays for a voice channel on which he can
transmit any bit rate (depending on the data set used) up to
9600 bps. The DDS and Datran systems, on the other hand,
are all digital, so line costs depend both on distance and on
bit rate. Incidentally, the formula shown for DD line costs is
empirically derived, and is good for long calls (over ten
minutes each) and distances greater than about seventy
miles.

Other entries in the table give formulas for total monthly
cost as a function of distance (D, in miles) and time (T, in
minutes, for the switched systems only, of course). For
example, we can compare the cost of 2400 bps service using
Dataline I and the high-density rate between two cities 1000
miles apart as follows: high-density line costs are $978
($128 + $850), to which must be added $123 for a total of
$1101 per month; Dataline I costs are $187 + $360, or
$547. Naturally, these rates apply only to the specific cities
served by Datran or identified as “high-density’” areas in the
AT&T tariff—and the AT&T service covers a much wider
geographic area than does the Datran service.
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TABLE 2.14.1 1975 SYSTEM PRICES FOR DATA TRANSMISSION ($/Month)

ATT Datran
High Density Low Density DDS DD Dataline I Datadial**
Line 128 + .85D 88 + 2.5D - T(.07 + .095 logD)* - -
300bps 44 + Line 44 + Line N/A 54 + Line N/A N/A
1200bps 32 + Line 32 + Line N/A 78 + Line N/A N/A
2400bps 123 + Line 123 + Line 201 + .60D 117 + Line 187 + .36D 285 + .00015DT
4800bps 275 + Line 275 + Line 261 + .90D 257 + Line 249 + .54D 313 + .0002DT
9600bps 545 + Line 545 + Line 331 + 1.30D N/A 312 + 81D 333 + .0003DT
56Kbps N/A N/A 594 + 6.00D N/A 553 + 3.60D N/A

N/A = Not available. Sources: Tables 11.2.14.1, I1.2.14.2, 11.2.14.6. D = Distance in miles. T = Time in minutes per month.

* Approximate formula for long calls and D greater than 70 miles. Log is to the base 10.

** Datadial monthly charges are guaranteed not to exceed a monthly maximum no matter how many calls are made. The maxima are: For
2400 bps, $285 + $0.75D; for 4800 bps, $393 + $0.75D; for 9600 bps, $493 + $0.90D
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The cost of the various private-line alternatives are
compared graphically in Figure 2.14.6, for 2400 and 9600
bps service. Comments:

1. As mentioned before, two cities in “low density’’ areas
can be connected to nearby high-density cities which are then
connected at high-density rates. The typical cost of
connecting two low-density cities using the AT&T hi-low
tariff is therefore somewhere between the costs shown by the
curves in the figure.

2. AT&T’s 2400 bps DDS service is cheaper than service
under the hi-low tariff for all distances. However, for 9600
bps service it is cheaper to use voice channels for service if
the cities to be connected are high-density cities separated by
more than 760 miles. (The corresponding breakeven point
for 4800 bps service is 2840 miles.)

3. Datran’s Dataline I service is cheaper than any AT&T
service for all bit rates at any distance.

We can also compare the costs of dialed lines as proviced
by AT&T and Datran, with the results shown in Figure
2.14.7. Here we plot monthly costs vs. connect time per
month for three different line lengths: 250, 1000, and 2000
miles. The dashed curves represent costs of the Datadial
service, with its guaranteed maxima. The solid curves
represent AT&T’s DD prices, assuming daytime rates and
long calls; and the bar-dash curves show a maximum rate
based on private lines between high-density cities. Com-
ments: )

1. For very low monthly usage, DD is cheaper than
Datadial becaus* the DD fixed costs are slightly lower.

2. For usage less than the breakeven point and distances
less than 2000 n.'les, Datadial is cheaper than AT&T’s DD
service. For distances greater than 2000 miles, the DD
system has the cost edge. Furthermore the DD advantage
becomes greater at long distances because Datadial charges
are proportional to distance while DD charges are (approxi-
mately) proportional to the log of distance.

3. For usage beyond the breakeven point, Datadial is
cheaper at all distances. Furthermore, as was mentioned
above, a user operating around the breakeven point is
protected, in high-usage months, by Datran’s automatically-
invoked maximum charge. There is no corresponding AT&T
maximum: a customer must either use DD service or lease a
private line.

4. The AT&T rates shown assume each call lasts ten
minutes or longer. If each call lasts one minute, the DD costs
increase markedly, and the DD/private line breakeven point
occurs earlier. Calls shorter than a minute still are subjected
to the one-minute minimum charge, so the per-minute cost is
even higher. The Datadial curves, on the other hand, are
applicable as long as each call costs more than $.01—in other
words, as long as calls are longer than 12, 3, and 1.5 seconds,
respectively, for the 250-, 1000-, and 2000-mile lines.

The only performance factor we have discussed so far is
bit rate. Another extremely important one is reliability. The
telephone companies have always been reluctant to establish
very stringent specifications on service reliability, though
communications companies have been active in measuring
and characterizing data errors for some years. AT&T studies
have shown, for example, that 80% of all calls transmitting
2000 bps at moderate distances on the switched (DD)
network have error rates less than one error in 125,000 bits
transmitted. (BalkM71). Seventy-two percent of the errors
counted occurred during five percent of the calls, and 22% of
the calls (each 30 minutes in duration) had no errors at all—
when connections are good, they are very, very good, but

’,
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when they are bad, they are horrid. Finally, the studies show
that errors occur in bursts. With a burst defined as a
collection of one or more bits beginning and ending with an
error and separated from neighboring bursts by 50 or more
error-free bits, then 80% of the bursts on 2000 bps lines were
less than ten bits long and contained fewer than three errors.

These statistics refer to dialed lines (private line reliability
is better), and of course to a network which was designed to
handle voice, not digital, communications. AT&T’s new DDS
system, planned for data transmission, was designed to meet
the following reliability objectives: 99.5% of one-second
intervals should be error-free; circuits are available at least
99.96% of the time, station- to-station. The first objective
seems not very impressive, for it permits a cluster of bad bits
every 200 seconds. (The study referred to in the previous
paragraph indicated a probability of about 1/3 that there
would be at least one error in every 200 seconds when
transmitting at 2000 bps.) The 99.96% availability goal is
much more stringent: it permits only 3.5 hours of down-time
per year. Datran’s error rate specification is much tighter
than AT&T’s—one bad second every 2000 (33.3 minutes)
instead of one every 200. But Datran has no availability
specification.

Competition, from specialized carriers, data set manufac-
turers, and others, has benefitted users of data communica-
tions. Commercial data sets have been less costly than those
supplied by AT&T, and often have provided features the
telephone companies didn’t offer. Datran and the other
specialized carriers offer services equivalent to AT&T’s at
lower prices, with lower error rates, and in addition offer
services and features not available from the telephone
companies—for example, Datran’s all digital - high-speed
Datadial service, with its one-cent minimum call and its
maximum monthly charge.

On the other hand, we must keep in mind the obligations
the common carriers have, and the limitations of the
specializer common carriers. The former are primarily in the
business of handling voice communications, and are obliged
to provide uniform service to every community in the U.S. at
relatively uniform prices. The specialized common carriers
have been able to limit their investment in communications
equipment to those ‘‘backbone’” communication lines where
there is very heavy, and therefore potentially profitable, data
communication traffic. Where they require long lines pending
construction of their networks, or where they must connect
outlying customers to their central facilities, they lease service
from the common carriers. In evaluating the comparisons
made in Figures 2.14.6 and 2.14.7, we must keep these facts
in mind—and must also remember that the specialized
carriers are new and are finding it difficult to achieve
profitability.

Postal Data Communications.

The mails are used to transmit bulk data as well as
general correspondence. Punched cards, computer listings,
microfilm records, and magnetic tapes are commonly
transmitted by mail from one location to another over both
short and long distances.

Unfortunately, while the performance of telephonic
communications has improved enormously over the years,
and the cost has dropped or at least held steady in the face
of inflation, the performance of the postal service has
remained constant or deteriorated, and its costs have
escalated. The net result is indicated in Figure 2.14.8, where
the first-class postage cost of mailing data on (line printer)
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continuous forms, magnetic tape reels, and microfiche cards
is shown as a function of time. Comparing the results with
the costs of telephonic data communications, shown in Figure
2.14.1, we note that postal costs are generally lower than
telephone costs (note telephonic costs are plotted in cost per
million bits, while postal costs are per million bytes) but are
increasing. Furthermore, the reductions shown in telephonic
costs came about as a result of the initiative of the common
carriers in developing new services; the improvements
possible in postal costs have come about because of extra-
postal initiative—through the development of microfilm, the
improvements achieved in magnetic tipe recording density,
and the development of photocopying equipment which both
reduces the size of line printer pages and copies them on
both sides of a page. Even taking into account the 1976
increase of postal rates to thirteen cents per ounce, it is
cheaper to mail continuous forms than to transmit characters
over dial-up lines, unless the amount of data to be
transmitted per month is relatively large—over 100 million
bytes per month, say, at 30-mile distances (see Figure
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2.14.5). And even at the very highest monthly data rates, it is
cheaper to mail magnetic tapes than to employ high-speed
DDS or Telpac Services over long distances, and cheaper to
mail microfiche than to use telephonic private lines at any
distance.

Obviously, raw data transmission costs are only one factor

"to be considered in choosing a data communication system.

The other critical considerations are transmission delay and
system reliability. First-class mail, which moves via air these
days on long hauls, generally takes two or three days
between pick-up and delivery, with pick-up available at most
twice per day. Telephonic communication delay is measured
in fractions of a second, and is available continuously. And
postal reliability is variable: there is little chance of losing
stray characters in a package (as is common in telephonic
communications), but there is a good chance that an extra
day’s delay will occur, and a not-inconsiderable chance that
the package will be forever lost.

Nevertheless, there are a variety of circumstances when
the low cost of postal communications makes it the obvious
choice for data transmission.
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2.15 PROGRAM PRODUCTS ©

A variety of programs are offered for sale to computer
users. Some are available as independent products, and some
as components whose price is included in the total price of a
system. Some are offered for sale by system manufacturers,
some by independent software firms, and some by the users
who develop them.

Three classes of program can be distinguished. The first
class is designed to help computer operations, the latter two
to help computer programmers. Operations Aids include
Operating Systems, System Simulators, System Generators,
and Performance Analyzers, among others. Of these, the
most important is of course the Operating System, whose
purpose it is to monitor and optimize system performance.
The price of an Operating System is generally included in the
price of the associated hardware, and its performance cannot
sensibly be discussed without discussing System Performance,
which we will consider in Section 2.23.

Of the two classes of software designed to help the users’
programmers, one, the Applications Packages, contains
programs aimed at solving some specific problem or handling
some specific application-oriented task for a class of
customers. Payroll programs, civil engineering (surveying)
programs, and inventory control programs are examples of
such products. They exist in great variety, and are offered by
software houses, by the system manufacturers, and by some
users. Often they must be modified in some way to meet the
specific requirements of a user-buyer. There seems to be no
useful way of classifying or describing this heterogeneous
class, and I will not treat it further.

The last category of software products is the Programmer
Aid. This family of products is designed to reduce
programming costs in some way—by providing standard
programs for common data processing or computing
functions (e.g. matrix inversion, sorting, computing logarith-
mic or trigonometric functions, etc.); or by translating some
standard procedure-writing format into machine language
(e.g. assemblers, compilers, report generators, etc.); or by
mechanizing some aspect of the programmer’s job (e.g.
programs which generate program testing materials or flow
charts).

Of the Programmer Aids, the programs which translate
procedures into machine instructions have been by far the
most important, and are used in every computer installation
where programming is carried out. In the remainder of this
Section, we shall attempt to discover which of these aids is
most important, and will present some data on their
performance.

The Important Products. Despite the fact that virtually
every computer installation uses Programmer Aids, there
seems to be very little data available on the relative usage of
various products. In Figure 2.15.1 I present an estimate of
the relative use of different aids by domestic GP installations.
The ““use”” of such aids could be measured in a large number
of ways: by the proportion of existing programs written using
each aid; by the proportion of lines of object code written; by
the proportion of code currently being written; by the
proportion of time programmers spend writing code; or by
the proportion of machine time used running application
programs created by each of the different aids. The very
limited data I have been able to find on this subject (see
Tables I1.2.15.1) suggested the distribution shown in Figure
2.15.1, which I believed to be a fair estimate of the
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proportion of programmer time spent working with the use
of the named aids. I have too little information to guess how
the curves might change if they were based on proportions of
lines of code in use, or of machine time. Comments: )

1. Initially all programming was done in machine
language, and the Assembler in its various forms was the
only translator used. In the late Fiftes FORTRAN was
developed, and FORTRAN compilers were designed for
some first generation machines. Its use spread rapidly,
especially in installations which were more interested in
scientific calculations than in business data processing. In the
meanwhile, users and manufacturers had recognized that a
different sort of language would be needed for data
processing applications, and as a result the COBOL language
was developed, and COBOL compilers were made available
for second generation machines. Although many business
applications continued to be written in assembly language
(IBM’s Autocoder in particular was very prominent), the use
of COBOL grew and it soon overtook FORTRAN in
importance. Today apparently about half of all programmer
man-hours are spent using COBOL.

2. Work on COBOL specifications was begun in 1959, and
the first compilers were in operation in 1960. In 1963 IBM
and SHARE, the IBM users’ group, formed a study to define
a language which would ‘“encompass more users (than
FORTRAN) while still remaining a useful tool to the
engineer.”” (SammJ69). The resulting very general-purpose
language was named PL-I, and the first compiler was
released in 1966. It has not yet been widely adopted by
manufacturers other than IBM.

3. Sometime in the early sixties, IBM noticed that many
application problems could be solved if a tool were available
with which one could specify the desired format of system
inputs, system files, and output reports. As a result, the
Report Program Generator (RPG) was developed, and it
became possible to “write programs”’ by filling out a set of
forms. Programs to translate data from such forms into
computer procedures were made available with IBM’s third-
generation machines and their success has led other
manufacturers to develop similar systems.

4. Jean Sammet (SammJ72) estimated that over 200
higher levels languages were developed between 1952 and
1972. She lists 164 of them as being used to some extent in
the middle of 1971. These languages, along with other aids
which do not fall within the definition of “language” are
included in the “miscellaneous” portion of the graph. One
language in particular deserves special mention. ALGOL,
used very infrequently in domestic applications, is apparently
fairly widely used abroad, especially in Europe.

5. IBM’s influence is as important in the development of
software products as it has been in hardware development.
FORTRAN, RPG, and PL-I were all developed by IBM and
have subsequently become “industry standard™ program-
ming aids, in one way or another.

6. By the late sixties and early seventies it had become
common for users to employ an average of 2.5 or 3
languages at each computer site. COBOL, FORTRAN, RPG,
and assembly language each were in use at more than one-
third of all sites. (See Tables I1.2.15.1 for additional detail.)

Performance. In evaluating a Programmer Aid such as a
compiler or report generator, we must consider the factors
which contribute to programming and operating costs.
Although the concepts involved are presumably applicable,
more or less, to any Aid, we will concentrate attention on the
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performance of compilers, which are, as we have seen, the
products most widely used.

In Table 2.15.1 I summarize various factors, some
qualitative or subjective and some more or less quantitative
and measureable, which affect the costs of programming and
operating data processing systems. Note that some factors are
a function of the characteristics of the language which forms
the basis for the compiler—for example, the COBOL features
which facilitate the reading and writing of data files on
magnetic tape units and random access storage devices make
that language particularly useful for data processing
compared to FORTRAN, whose input/output features are
very primitive. Other factors are attributable to a specific
compiler written to translate statements in the language for a
specific machine.

Jean Sammet (SammJ71) has provided a useful frame-
work for evaluating the language features, though her article
was not intended to provide a quantitative comparison of any
particular languages. One explicit comparison, reported in the
literature, has been carried out and is described by Figure
2.15.2. In an experiment, seven applications programs were
written by seven experienced programmers. Each wrote two
programs for his application, one in the PL-I language, and
the other in another language. Records were kept of the
number of statements in each of the 14 programs, and the
programmer time required to code and debug each program.
The graph shows programmer time along the vertical axis,
and the number of statements in the program along the
horizontal axis. A particular program written in some
language by an individual programmer can thus be
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represented by a point on the graph. I have plotted a total of
eleven pairs of points: seven pairs describe the fourteen
programs written by the seven programmers (I have
identified these pairs by connecting them with dotted lines);
three pairs compare an average PL-I program with the
corresponding average Jovial, FORTRAN, or COBOL
program (they are connected together by dashed lines); and
the last pair compares the average of the seven PL-I
programs with the average of the other seven programs
(these two points are connected by a solid line). It is, of
course, foolish to draw any definitive conclusions from this
data. The sample is extraordinarily small. The seven
programmers were all inexperienced in the use of PL-I. And
some of the differences pictured—especially debugging time—
may be a function of features of the compilers used rather
than features of the languages. I will nevertheless venture
three comments:

1. PL-I generally seems to require fewer statements to
implement a procedure than any of the other three languages
tested.

2. The four programs written to compare PL-I and Jovial
actually implemented a single data management problem.
The results for those four programs thus illustrate the very
large difference that can exist between two different
programmers. Note that they both implemented the
application in PL-I using about 450 statements, but that one
required almost twice as much time as the other. And note
that the one who was slower with the PL-I program spent
less time on his Jovial program, though it contained more
statements than that of his competitor.
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TABLE 2.15.1 LANGUAGE AND COMPILER PERFORMANCE @

Contributors to Programming Costs
Compiler Features

Language Features

Contributors to Operating Costs
Language Features Compiler Features

Ease of
Reading
Writing
Debugging
Maintenance
Learning
Documentation
Generality
Naturalness
Simplicity
Succinctness
Relevance to Application

Debugging Aids
Documentation Aids

Environmental Independence Memory Occupied
Machine Independence By Compiler
Operating System By Object Program

Independence Speed
On-Line vs. Batch Of Compiler
Independence Of Object Program
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3. The differences, in languages and programmers,
translate directly into large differences in the cost of
application programming and of ones ability to set and meet
programming schedules. We will return to this subject in
Section 2.21, when we discuss system workloads, and in
Section 4.2, when we discuss software development costs. But
it is a pity that a subject so important to the industry as
language performance has received so little quantitative and
analytical attention.

Let us next look at operating costs, as contrasted to
programming costs, and at the aspects of compiler perform-
ance which affect such costs. Once an application program is
written, it contributes to operating costs by requiring
computer time for two reasons: for production runs—the
reason the program was written in the first place; and for
recompilations, necessary to correct errors or to add new
features in the original program. The relative importance of
production efficiency and maintenace efficiency of a compiler
obviously depends upon the application. If a program is
written for some one-time calculation, production run time
may be much less important than compiling time. On the
other hand, if many production runs are planned and little
maintenance is required for an application, one would be
willing to devote a great deal of time to compilation if the
resulting run-time program were very efficient. One measure
of run-time efficiency is the number of machine instructions
which are generated by a compiler for each instruction
written in the source language. A small ratio implies (but of
course does not guarantee) low running costs both because
little memory is required to store the program, and because
the program is relatively short.

Figure 2.15.3 provides some insight into the variability of
this ratio for the COBOL language over sixteen different
applications totaling more than 450,000 source instructions.
The programs implement a variety of data processing
applications, and cover a broad spectrum of program size—
one of the Burroughs 5500 applications contains 195,000
source instructions, and the three CDC programs range in
size from 3,570 to 11,410 source instructions. The average
shown is for the 16 applications, giving equal weight to the
small and large programs.

In a British study (WichB72) four ALGOL programs
were each compiled and executed on five different computers
using, of course, five different compilers. Average figures on
the resulting compiled code, expressed as ratios to code for
the ATLAS computer, are given in Table 2.15.2. Note the 6:1
ratio between the largest and smallest compiled code, as
measured in bits, and the (nearly) 2:1 ratio in number of
instructions executed.

Turning now to compiling time as opposed to run time,
we can get some feeling for the differences between various
compilers, and for the relationship between compiling speed
and computing system speed, by studying Figure 2.15.4. Here
is plotted the compiling speed, in statements per minute, of
28 compilers on 23 different computers as a function of
computer speed in thousands of operations per second. For
each computer system, we show two or three measures of
computer speed: two of them are Knight’s commercial and
scientific performance measures (KnigK66,68); the other is
additions per second. A given computer-compiler thus shows
up as a horizontal line representing the compiler speed,
connecting three points representing the three possible
measures of computer system speed. Comments:
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1. It would seem reasonable that compiling speed should
be proportional to system speed. In fact, in a completely
buffered system where input and output are overlapped with
computation, compiling speed should be directly proportional
to raw computer speed. The three dotted lines correspond to
what one might call compiling “efficiencies’” of 1,800, 6,000
and 60,000 equivalent computer operations per COBOL
statement. Since the COBOL language is well-defined and is
implemented on Von Neuman machines whose order codes
do not differ significantly from system to system, it should be
possible to establish, with some measure of confidence, a
good figure for the average number of machine operations
required per statement compiled. I speculate that that figure
lies between 1,000 and 3,000 operations per statement.

2. Obviously there is substantial variability in apparent
efficiency of the compilers shown. Why should some systems
seems to require 60,000 operations to compile a COBOL
statement, while others need only 1800? The principal
reasons seem to be differences in system input/output
capabilities, differences in the experience of compiler writers,
differences in the way compiling speed is measured, and
differences in the compiler’s ability to generate “‘fast’’ run-
time code.

We can also look at compiler performance by taking into
account the monthly rental of each system along with
compiling speed, and calculating the hardware cost of
compiling 100 COBOL statements. The result is shown in
Figure 2.15.5 for the same group of compilers and systems
pictured in the previous figure. If we assume that compiling
speed is directly proportional to system speed (as I
postulated in connection with the previous figure); and if we
further assume that a computer’s speed is proportional to the
square of its cost (Grosch’s Law); then the hardware cost of
compiling 100 statements should be inversely proportional to
system monthly rent, and the points in Figure 2.15.5 should
fall on a downward-sloping line like one of the dotted lines
shown in the figure.

In this figure, I have identified, by name, only the systems
whose characteristics lie on the boundaries of the perform-
ance range. I have also distinguished four Burroughs 5,000
systems which differ from one another only in memory size.
Note that, for those systems, a 20% increase in monthly
rental improves compiling speed by more than a factor of 20
(see Table 11.2.15.3), and the cost of compilation by almost a
factor of 20. The improvement was obtained simply by
increasing the size of internal memory.

The compilers whose characteristics are described in
Figures 2.15.3 to 2.15.5 and Table 2.15.2 were written
between the early sixties and the early seventies. In that
period of time there have been major changes in system
hardware, and thousands of new compilers have been
written. Comparing the 1962-1963 data of Figures 2.15.4 and
2.15.5 with the 1970 data of Table 2.15.2, we might conclude
that ten years of progress still leaves us with substantial
performance differences from one compiler to another.
However, the samples are small and the performance
measures inconsistent. And despite the obvious critical
importance of compiler performance, despite the fact that
compilers which were “‘free’’ in the early sixties must now be
leased, there are still no standard measures of compiler
performance, and users pay monthly fees for products whose
performance is completely unspecified.
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TABLE 2.15.2 COMPARATIVE PERFORMANCE OF FIVE ALGOL COMPILERS

ATLAS Univac XDF9 ICL BGH

1108 1907 5500
Number of
Instructions Compiled 1.0 41 78 .65 .63
Size of
Compiled Code (bits) 1.0 31 35 32 .16
Number of
Instructions Executed 1.0 .83 1.50 .94 .96
Execution Time 1.0 28 350 120 1.80

Source: WichB72 (Wichmann, B.A., “Five ALGOL
Compilers,”” The Computer Journal, 15, 1, Feb., 1972.)
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2.16 MEDIA ©

A medium is a material on which data may be recorded.
The media to be discussed here are computer-related media
which are transportable—which can be moved from place to
place independent of the equipment which does the
recording. Transportability is important for two reasons: for
human-readable media (continuous forms and microfilm
rolls), it makes it possible for computer-generated data to be
used, examined, or transferred by people; for machine-
readable media (punched cards, forms printed in special
type, magnetic tapes, disk packs), it provides a low-cost way
to store data, and permits information to be transferred from
one computer installation to another.

When a user purchases media, he must name or imply a
specification which the media must meet for the recording
equipment to work properly. If cards are too thick or printing
paper too stiff, or magnetic coatings have flaws, the
corresponding peripheral equipments may not record data
reliably. When such specifications are adopted by the
computer industry generally, they are called standards.
Standards exist for all the media discussed here, and have
three advantages: they encourage competition among media
suppliers by enlarging the market for each standard medium;
they encourage competition among equipment suppliers by
permitting the development of new equipment without the
necessity of also developing a medium (and the encourage-
ment of competition is desirable in both these areas because
it leads to reductions in price and improvements in
performance); and finally they permit information inter-
change between two users who operate systems designed by
different manufacturers at different times. This latter function
was particularly important before the common carriers
offered data communication facilities.

The cost and capacity of the principal media are plotted
in Figure 2.16.1. The punched card was the original machine-
readable medium and is still widely used. Its price per byte
stored has changed very little over the years, though the
introduction by IBM of the high-density (96-character) card
in 1970 permitted a modest reduction. Magnetic tape
manufacturing costs have fallen, and simultaneously record-
ing density has increased with a resulting considerable
improvement in the performance of tape as a medium. Disk
packs were introduced most recently, and price per byte
stored has fallen substantially, mostly because of increases in
storage density on the magnetic surface, but also in part
because of the effects of competition on disk pack prices (see
Section 1.27).

It has proven difficult to assemble a history of the price of
human-readable media, and so we show 1970 and 1975
prices only for a line printer sheet and a microfilm roll. Note
that their prices per byte are comparable, low, and not
substantially different from the 1600 bpi magnetic tape. Line
printer continuous forms are the most costly media from the
point of view of a typical computer user, and form prices are
a function of many factors, the principal ones being form size
and number of parts (a two-part form provides an original
and one carbon copy, a three-part form two carbon copies,
and so on). Figure 2.16.2 shows some typical prices as of
1972. Note that an n-part form generally costs more than n
times the price of a one-part form, for the simple reason that
one must buy carbon paper as well as printing paper with the
multi-part forms.
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2.2 System Performance and Usage

As we have seen, it is relatively easy to discuss and even
to measure the performance of a line printer or a card reader.
The central processing unit, with its variety of commands,
registers, interrupts, data structures, and potential for parallel
or interleaved operations, was much harder to describe
quantitatively, though in Section 2.11 we used some fairly
simple measures to trace the history of CPU performance.

When one or more imperfect CPU’s are connected to a
variety of fallible peripherals and terminals, are made to
function with available software, are programmed, operated,
and maintained by ordinary people with their human foibles
and idiosynchracies, in typical data processing departments
where imperfect procedures are improperly followed, on data
collected in unexpected formats rich in illegal characters,
carrying out a mixture of calculations dictated by the
seemingly random requirements of commerce—under these
circumstances we have what is called an electronic data
processing system. And in this section we will discuss system
performance, and will attempt to quantify some of the factors
which affect it.

To approach the performance question with the proper
perspective, let us study the general Data Processing System
diagram of Figure 2.20. It is applicable to any organization,
large or small, and specifies that a system comprises three
ingredients and two functions. The ingredients are: data,
including both organization records and procedures, and in
particular including the procedures which specify what is to
be done with the organization’s data; people, who create and
follow the procedures; and equipment operated by those
people. The functions are Data Processing Management,
which prepares new procedures in response to the organiza-
tion’s new processing requirements; and Data Processing
Operations, which implements the procedures. As is implied
by the diagram, DP Management might receive a request
from the organization for a new inventory control system. It
would supply the organization with a description of the new
computer equipment and personnel required to perform this
new job, and would prepare programs to implement the job
and manual procedures for computer operators, keypunch
operators, and terminal users (as appropriate). DP Opera-
tions would install the new equipment, hire and train the new
people, assemble or compile the new programs, and in due
course accept, process, and output inventory control data.
Although the diagram is applicable to General Motors, with

-its tens of millions of dollars worth of computer equipment

and thousands of data processing employees, it is also
intended to accomodate a small firm whose data processing
is done by a part-time bookkeeper with an adding machine.

I start by claiming that the performance of this (and any)
data processing system is best measured by the cost of
following management’s directions regarding the organiza-
tion’s data; and that the best system will be the one whose
cost over a period of time is lowest.

By stating the performance criteria in these general terms,
I hope to accomplish two ends. I mean to remind the data
processing user and the computer system designer, first that
they had best keep in mind all the costs involved in
processing data; and second that there are a host of
alternatives available, only a fraction of which require the
use of an electronic computer. Some of these alternatives will
be examined in Chapter 3, where we look at applications in
more detail.

Having used Figure 2.20 to draw attention to the most
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general Data Processing System, let me now return to the

should we measure the performance of such a system? What
original subject of this section: the study of that subset of

are the factors which affect “the cost of following manage-

systems which contain one or more electronic computer. How

10k 100k m
Unit Capacity (Bytes)

FIGURE 2.16.1 MEDIA TECHNOLOGY
PRICC PER MILLIOR BYTES AND CAPACITY

ment’s directions regarding the organization’s data”?

3
Humber of Parts

FIGURE 2.16.2 STANDARD COKTINUQUS FORMS
PRICES FOR DIFFERING SIZES AND NUMBER OF CARBONS

DATA PROCESSING SYSTEM
DATA PROCESSING OPERATIONS
Equipment:
Filing Cabinets Data:
Raw Calculators Historical Records
Data Microfilm Equipment Status Records
In Computer Systems, In- Etc.
cluding Software Procedures:
Processed Accounting Machines For Calculations
Data Ete. For Data Collection
Out boople For Keypunch Operators
: F t
Bookkeepers, File Clerks, S‘;:eﬁ‘,}'{‘ﬂ“' Operators
Payroll Clerks Budgets
Keypunch Operators Manufacturing
Computer Operators Parts Lists &
Etc. Drawings
Applications
Computer Manual
e\ ProgramsT Procedures qu::g;:gs
ew
Processing > DATA PROCESSING Operating
Requirement s/ MANAGEMENT Manuals
Accountants Etc.
° Hew Systems Analysts ]
esource Programmers
Req'ts. | Operations Analysts Etc.|e——n ?ﬁ;z:;:i:on

FIGURE 2.20 THE GENERAL DATA PROCESSING SYSTEM

T T T
Table I1.2.1C.1 ' j [ [ 40 l —' ! ! l

100 T (7657 e Disk Pack Table 11.2,16.2 0" width |
3 (.17.“ \ _ (1972 data) annds 14'7/8" widt
S 174) pe
2 4) Diskette ] = o
> *55)punched Card ('55) w o
Z108| 2N 30 xCa

70y | N\ 7 2 "
. (e 2 o
- \ : Rt
& | Magnetic Tape N S 11° fold o L..ﬂ“",‘
H 1 ‘ } - 20 \\‘ \'“Sp » > A
S t 775 I o 9 B
= | 8{Line printer Sheet & g
= '170) (*70), M I — 8y
N Bicrofilm Roll K] - \
& ('74) & . 85" fold
o -1 °
o
T
&

01 2

100 1k 101 1001 1 4 5

87



PRODUCTS-2.21 Processing Requirements

Some of the factors, and presumably the most important
ones, have been characterized (GrocJ72) under the catego-
ries of Accessibility, Usability, and Manageability as shown
in Table 2.20.1. Each user planning a data processing system
must be interested in these system attributes, and must in
effect list them in order of their importance to him. Different
users will obviously create different lists, depending on their
problems. The petroleum engineer seeking a computer for
process control has limited interest in the capabilities a
system may have for accounting for its resources, but is very
interested in the purchase price of the system and the cost of
the environment it requires. The manager of a new time-
sharing service, in contrast, is very interested in resource
accounting and in the software a vendor supplies with his
system, and is less concerned about system price or
installation costs.

System suppliers should also be interested in these
attributes. In fact, suppliers have been slow to appreciate the
complexity of their product and the importance of Accessibil-
ity, Usability, and Manageability. For a long time, computer
hardware was designed with the objective of maximizing
operations per second, not jobs per hour. Software was
designed principally to provide a multitude of facilities, and
the contributions (positive and negative) software can make
to Reliability, to Evolvability, to Maintainability, and to
Controlability were ignored or overlooked.

The situation seems to be improving now, though it may
be difficult to prove that this is so. Certainly manufacturers
today provide software having maintenance and accounting
features unthought-of in 1960. But it is extraordinarily
difficult to evaluate the influence each factor in Table 2.20.1
has on “the cost of following management’s directions
regarding the organization’s data”. It is for that reason that,
earlier in this chapter, I compared the problem of measuring
data processing system performance with that of measuring
the performance of a newspaper or a school teacher.

Two of the factors in Table 2.20.1 are obviously of critical
importance to performance (however one defines it), and are
directly related to hardware and software characteristics, so
that they can be evaluated with some objectivity. They are
system Capacity and Maintainability. In Section 2.23 we shall
review the history of system design, attempting to examine in
detail and quantitatively how these attributes have developed
with time. However, there are two aspects of system usage
which affect performance and which we will therefore
examine first. Both are identified in Figure 2.20. The first, to
be covered in Section 2.21, is Processing Requirements—the
characteristics of the data which is to be manipulated and of
the calculations which are to be carried out. The other,
covered in Section 2.22, is People—their abilities, capacities,
and attributes. After discussing these two subjects, we will
much better be able to deal with the questions of system
capacity in Section 2.23.

2.21 PROCESSING REQUIREMENTS (Workloads) @

Just as the performance of a ditch digger depends on the
consistency of the ground he works, and the performance of
a washing machine on the weight, size, and dirtiness of the
load of clothes it receives, so is the performance of a Data
Processing System critically dependent on the characteristics
of the jobs it must process. In this section we will describe
and discuss the work to be done, and will review the
available statistics on data processing workloads.

Workloads consist basically of two different kinds of
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functions: the preparation of data processing procedures; and
the execution of those procedures and of others supplied
from outside the system. In Table 2.21.1 I provide some
examples of these two functions, as carried out by the system
of Figure 2.20. Note that in general it is the function of Data
Processing Management (including Programming, if the
system includes a computer) to prepare procedures, and of
Operations to carry them out. However the examples in the
table bring out a very important point: the preparation of a
procedure is really itself a kind of execution of a procedure—
a translation of data from one form to another. The system
analyst translates a management requirement into flow
charts, the programmer translates the flow charts into
COBOL statements, and a machine in Operations translates
COBOL statements into machine language instructions. All
three functions could be categorized as ‘‘executing’’
functions; and we distinguish them because procedure-
preparing functions constitute the most complicated, expen-
sive, troublesome, and little-understood half of the data
processing workload.

If the procedure writers and procedure executors are
comparable to the ditch digger and the washing machine,
then the workload examples of Table 2.21.1 correspond to
particular ditches and specific loads of washing. How can we
describe these workloads? An immediate and obvious answer
is that they are difficult to describe, for two reasons: because
they are very complex (the procedure-preparing functions in
particular usually require that human valuations and
judgments be made); and because they are extraordinarily
varied. However, the difficulty of the problem, while it may
in part explain the fact that there seems to be little available
data on data processing requirements, does not, in my own
opinion, excuse what seems to be our neglect of a critically
important aspect of computer science.

Procedure Preparation. As was indicated above, it is the
procedure-preparing function which gives a data processing
system user the greatest problem. In Section 1.25 we pointed
out that the burdened salary costs of systems analysts and
programmers are comparable to hardware costs, and in
Section 3.25 we will see that those costs account for over 25%
of total user costs. (I know of no comparable analysis of the
procedure-preparing costs of the many small organizations
which do not yet operate computers, or which employ
computer services.) But cost is only one problem. Computer
users often find that, despite their large investment in
marvellously fast equipment, regular reports on business
operations are not available until weeks after the close of a
reporting period. Furthermore, they often complain that the
scheduled time necessary to implement a new requirement is
too long; that such implementations often are not even
complete in their scheduled times; and that when completed
they often are not what user management wanted.

Computer system designers recognized these problems at
an early date, and have through the years provided a long
series of software solutions: the programming languages
discussed in Section 2.15. The design of such languages, and
of the assemblers and compilers which translate individual
procedures written in these languages into programs which
will run on specific computers, is presumably based on some
understanding of the nature of the procedure-preparing
workload. Unfortunately, there is little evidence that either
the language-designer or the compiler-writer has worked
with any quantitative understanding of this workload (see,
for example, KnutD71).
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TABLE 2.20.1 MEASURES OF SYSTEM PERFORMANCE

Acccssibility

Availability

Reliability

Mean Length of useful
up-time.

Probability that output
data is correct.

Facilities Available
Languages.
Debugging aids.
Documentation for operators
and users.
Editing facilities.
Large data base facilities.

Cost
Equipment cost.
Environment cost.
Communications costs.
Operations costs, including
supplies, utilities, etc.
Start-up, costs for a new
job, including analysis,
programming, documentation,
check-out, etc.

Capacity
Jobs carried out per hour.
Number of simultaneous
time-sharing users allowed.
Probability of successful
log-in by time-sharing uscr.
Number of simultancous
batch processing tasks
processed.

Approachability

170 Devices Provided
Types of terminals and

peripherals offered by the

manufacturer.

Usability

Response Time

Turnaround time, for batch
jobs.

Real-time response to
time-sharing uscr request.

Time between receipt of
specification for a new
processing job, until first
execution of that job by
the system.

Flexibility/Adaptability

Types of users accomodated
and variety of use provided
for.

Ease of making changes, or
doing new jobs.

Manageability

Controlability

Ability to account for
resources and users.

Audit capabilities.

Access control mechanisms.

Printing control
mechanisms.

Evolvability
Unused capacity available.

Maximum hardware additions.

Ability of software to
accomodate any hardware
combination.

Ability to modify software.

I/0 Devices Available
Terminals and/or peripher-
als on-site.
Waiting-time for use of
peripheral or terminal.

Human Interface
Time required to learn
the system.
User/operator ““feel”.
Operations complexity.

Maintainability

Mean time between system
failures, whether due to
hardware, software, or
operations.

Mean length of down-time
due to failure.

TABLE 2.21.1. EXAMPLES OF DATA PROCESSING SYSTEM WORKLOADS

Preparation of data Processing Procedures

Execution of Data Processing Procedures

Accountant writes a procedure for bookkeeper, file clerk, payroll clerk,
etc. describing how to debit and credit accounts, how to file documents,
how to compute payrolls, etc.

Analyst prepares a flow chart describing how a new data processing
requirement is to be satisfied.

Programmer writes a COBOL application program.

Computer system prepares a machine-language program.

Operations analyst writes a procedure detailing how the computer
operators will handle job priorities during and after change-over to a
new Operating System.

Bookkeeper, file clerk, payroll clerk, etc. do bookkeeping, filing,
keypunching, payroll calculations, etc. in accordance with the account-
ant’s procedures, and with equipment procedures (for calculator,
accoounting machine, etc.) as appropriate.

Programmer writes a COBOL application program in accordance with
flow chart, and with the COBOL programming manual.

Computer system performs compilation, preparing a machine-language
program in accordance with the COBOL program and with the
COBOL compiler program.

Computer system processes the data in accordance with the machine-
language program, and with the procedure implied by the hardware
system'’s logic design.

Computer operators control sequencing of incoming jobs in accordance
with the procedure, and with the procedures given in the manual for
the new Operating System.
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If we look at the very general procedure-preparing
function—that which accepts new processing requirements
from User Management and produces various manual
procedures and/or computer programs for Data Processing
Operations, along with new resource requirements for User
Management (see Figure 2.20), we might specify the
workload as suggested in Table 2.21.2. Comments:

1. The task shown is extraordinarily broad in scope,
extending from the Management decision regarding a new
requirement (but not including that decision) to the inputs to
Data Processing Operations, and including all the procedures
which must be prepared—for computer and keypunch
operators, data collectors, forms designers, etc., as well as for
a computer. By identifying such a task, I want to bring out
two points: that the solutions to some problems (e.g.
misunderstandings about the requirements) are unlikely to be
found if we confine our analysis to the functions too close to
the computer; and that it may be 'possible to employ
computers more broadly in procedure-generation if we
understand better everything which must be done.

2. The workload parameters shown are solely a function
of the jobs to be done, not of the system provided to do
them. Put another way, the parameters are independent of
which computer is used to handle the job, or in fact of
whether a computer is used at all.

3. The actual “‘values” of the parameters shown
presumably vary widely from one organization to another
and from one function to another. However, the extent of the
variation can only be determined by measurement—by
collecting data. Presumably an individual organization could
analyze its existing and incremental data processing
operations over a period of time and could develop a
statistical picture of its workload. A computer Users’ Group
could sponsor a study or gather useful information by
questionnaire. But today there seems to be little published
statistical data on workloads, as we shall see in a moment.

4. The very useful systems and products which have been
developed and which still are being developed to prepare
procedures—the languages, on-line systems, fixed-format
systems, data management systems, etc. discussed above—
have generally been developed by individuals, committees, or
organizations which have not had available a workload
description of the kind discussed here. Upon reading the
history of language development (e.g. SammJ69, RoseS72),
one is struck by the number of languages which exist, and by
the modifications which have been made to even the
successful ones. What accounts for the success of languages
such as APL and BASIC, and of the report generators like
RPG and MARK 1V, unless it be that they solve user
problems neglected or overlooked by designers who had no
clear picture of the problems earlier systems were suppose to
solve? Would all these types and varieties of language be
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necessary, and would so many changes in specification have
occurred, if we had a better understanding of the workload
we were trying to handle? I can sympathize with the
developers of FORTRAN, and even COBOL, for they
planned those languages at a time when the whole field was
very new. But what workload description did the designers of
PL/I use? What assumptions are being made today by Data
Management System designers regarding the size, structure,
and access requirements of user files? If workload data bases
exist, they are difficult to locate. Even when technical papers
are published on workloads (e.g. FerrD72) the emphasis is
usually on workloads as a tool to be used in measuring the
performance of existing systems, not as a tool in the design of
higher-level systems. As a result, the tendency is to focus on
the workload that today’s computers see, not the total
workload as seen by a Data Processing Organization.

Some statistical data is available for some of the
workload parameters listed in Table 2.21.2. 1 have found
nothing on the first item, having to do with the statement of
requirements, though it appears that some research has been
initiated on the general subject of formalizing application
specifications (LiskB75). There is some data on file
requirements and input/output data requirements, which we
will discuss next. In addition, there is some information on
processing requirements at the procedure execution level. We
will discuss that data later, and will comment on its
relationship to procedure preparation.

A series of studies was conducted by the U.S. Army and
Air Force of a total of 38 applications in the general category
of ““Management Information Systems,” and including such
things as payroll, inventory control, and personnel systems.
Many of the applications are duplicated at more than one
site. A report describing the results of these studies presented
data, in standard format, on some workload characteristics
(see Tables I11.2.21.1 and 11.2.21.2). Figures 2.21.1 to 2.21.5
show how certain parameters were distributed among the
various applications. The number of input characters read
per month and the number of output characters produced are
shown in the first two figures. (The report did not indicate
how many times per month each program was run, so it is
not possible to tabulate I/O characters per run). Note that,
on the average, the number of output characters substantially
exceeds the number of input characters. Figure 2.21.3 shows
that the average ratio of output to input characters is greater
than five, with a median about 2.3.

Most of the systems referenced data bases, stored on
cards, tape, or disks. The distribution of data base size is
shown in Figure 2.21.4, and of record size in Figure 2.21.5.
Only 10% of the systems required no data base, and over half
had files in the range of ten to 100 million bytes. Record size
is generally small, with a median of only 150 bytes—more
than a third of the files contained records of less than 100
bytes, though none was smaller than fifty.



PRODUCTS-2.21 Processing Requirements

5 a0 I H I T
2 VO Tere 17T 2 Y Tamearz.e1e
Median o Averaqe
g 6.0 o 96.6M
g g
5 5
: , : }
230 l Aversqe 39,30 £ 30
o o
E E
2 {, =2 Median
2 2 12.5M1
e 20 o 20
= B
z 1
x S
" A
& E
o o
s 10 <10
> >
I &
- —— | .-
s 3
u a
10K-100K 100K-11 1M-10H 101-100M 100M-18 100K-1M 1H-10M 10M-100M 100M-18 1B-108
Number of Characters Per Month of System Input Number of Characters Per Month Of System Output
. FIGURE 2.21.1 WORKLOAD CHARACTERISTICS I. FIGURE 2.21.2 UORKLOAD CHARACTERISTICS II.
VOLUME OF IHPUT CHARACTERS VOLUME OF QUTPUT CHARACTERS
<
——] : 1
5 Slie Tz o MIThTe .21
S g verage 60,5V
& Averaae 5.25| H
e &
£ 60 ] = 30
£ E Median 13.2t
2
2 °
“ 5
£ 40 £ 20
£ g
z £
2 ttedian 2.31 ;
£ 20 g 10
- 3
s > f—
“5 i n 4 n :
= .001-.010 .010-.10 .10-1.0 1.0-10 10-100 A None 100K-1H1 1M-10H 10M-1001 100M-1B
Systen Output Characters Per Input Character Number of Characters in Data Base
FIGURE 2.21.3 WORKLOAD CHARACTERISTICS 111, FIGURE 2.21.4 WORKLOAD CHARACTERISTICS IV.
RATIO OF OUTPUT TO INPUT CHARACTERS SIZE OF DATA BASE
TABLE 2.21.2 WORKLOAD SPECIFICATIONS: SYSTEM ANALYSTS’ PROCEDURE PREPARATION
Input Output Workload Parameters
New processing 1. New Resource 1. Form and format of statement of requirements.
requirements from requirements to (Completeness, consistency, ambiguity)
User Management User Management, 2. Relationship of new task to existing ones.
if necessary. (Commonality of files, input, output, or
2. New manual processing.)
procedures to 3. File requirements. (Number of records, ficlds
Data Processing per record, characters per field. Updating frequency
Operations. required, and expected percentage of total records
3. New Program modified per update. Expected growth or shrinkage rate
to Data Processing of file.)
operations. . 4. Data Types. (Integers, complex numbers, arrays of
data. Range and precision required for numeric data.
Number of distinct symbols required for non-numeric data.)
< = = 5. Input data characteristics. (Location and nature
2 “Ifaple 7712 [ fedian 150 of the “‘transaction’ generating the data. Amount of data
e M TITTRAE per transaction, and expected frequency of transactions.)
s = 6. Output data requirements. (Required frequency,
& . L
o 30 + turnaround time, and priority of reports.
= Format required. Amount of data per report.
= Geographical location where reports will be used.)
£ 7. Processing requirements. (Relative frequency
o 20 of occurrence of arithmetic operations,
5 mathematical functions—e.g. sine x—or operations—e.g.
= . . . - .
© matrix inversion—and logical procedures—e.g. sorting.)
c.
10
H
=
m
|
o
2
& 1-99 100-199 200-299 300-399 Over 400
b Averaqe Numher of Characters Per Data Base Record
S FIGURE 2.21.5 WORKLOAD CHARACTERISTICS V.

SIZE OF RECORDS IN THE DATA BASE 91



PRODUCTS-2.21 Processing Requirements

Three other studies reported on input and output
characters per job at three universities. Results are summa-
rized in Table 2.21.3, and compared with the Army-Air
Force data which of course is not strictly comparable because
it represents monthly figures for production jobs. The
university data represents both research and instructional
jobs, some successful, and some unsuccessful due to program
or input-output errors. The average number of input and
output characters per job are remarkably close for two of the
universities, but are a thousand times lower than the monthly
1/0 rates for the Army-Air Force jobs. The average ratio of
output to input characters, however, was comparable.

Procedure Execution

As was indicated in Table 2.21.1, one can regard many
system workloads as either being procedure-preparation or
procedure-execution. Table 2.21.2 describes facets of
procedure preparation which have not yet been mechanized—
the work of the Systems Analysts and programmers. The
workload specifications shown in the last column of that
table apply to the job itself, and are intended to be
independent of the way that job is implemented (though of
course the specific data summarized in Figures 2.21.1-5 and
Table 2.21.3 was measured in connection with specific
implementations).

Let us now shift our attention to procedure execution as
performed by computers. Table 2.21.4 describes the
workload in this context. Note that workload characteristics
are similar to and (for a given application) a function of the
workload parameters of the job as seen by the systems
analyst. For example “Processing Requirements’’ as seen by
the systems analyst (Table 2.21.2) includes the relative
frequency of occurrence of arithmetic operations as necessary
to handle the function. The workload parameters for an

assembly or compilation or for the running of an object
program (both shown in Table 2.21.4) similarly include the
frequency of use of arithmetic statements in the source code,
and the frequency of occurrence of arithmetic instructions in
the running program. But note the latter parameters are
influenced by the language used, the programmer’s experi-
ence, and the computer’s instruction list as well as by the
application itself.

There is some data, though not as much as one would
like to see, on workloads in this somewhat different context.
With regard to language features used, a lucid and
entertaining article by Knuth (KnutD71) presents what
seems to be the first data on the characteristics of actual
applications programs, and specifically FORTRAN pro-
grams. Knuth and his colleagues selected a sample of 440
programs written at Lockheed Corp. computer center, and
another 50 collected at Stanford University. All of these were
analyzed on the basis of the statements appearing 'in the
listings—a static analysis of interest to compiler designers as a
description of the source code workload. In addition, a
random subset of 24 programs was analyzed dynamically,
and the investigators counted the frequency with which each
statement occurred during a run of the program. The results
are shown in Tables 2.21.5 and 2.21.6. The Lockheed
programs contained an average of 436 statements and 120
COMMENT cards. (The non-COMMENT cards averaged 48
blank columns per card.) Roughly half the statements were
assignment statements, and almost 70% of those were of the
trivially simple form A = B. More than half of the DO
loops contained only one or two statements and less than half
contained other nested DO loops. Addition and subtraction
occurred (statically) more than half again as frequently as
multiplication and division. Knuth suggests one generaliza-
tion with respect to the static characteristics: ‘““Compilers
spend most of their time doing surprisingly simple things.”

TABLE 2.21.3 WORKLOAD CHARACTERISTICS—A COMPARISON

University of: Army/A.F.
Washington Michigan Manchester MIS
Number of Jobs 1588 4436 *
Averages Per Job

Compute Time secs 0.5 33 32. 310. 1200.

Program Length kwd 17.9 11.16 ‘ 97.7

Input Characters kBy 17.92 16.24 2.8 7.0 12. 14. 9. 39,300.

Output Characters kBy 100.3 98.3 3.6 12.8 40.0 57.6 56.0 96,600.

Total 170 Char. kBy 1182 114.5 6.4 19.8 52, 72. 65. 135,900.

Per Instruction kBy 6.6 10.26 2,008.

Output Char./Input Char. 5.60 6.05 1.3 1.8 33 4.1 6.2 5.25

Computer Operations/Char. 84.6 417.5 26.0 55.6 205. 1435. 6153. 1480

Source: See Tables 11.2.21.3 and 11.2.21.4

*Input/Output character counts shown in this column are monthly figures, averaged over 38 Army/Air Force Management Information systems.
TABLE 2.21.4 WORKLOAD SPECIFICATIONS: COMPUTER SYSTEM PROCEDURE EXECUTION

Input Output

Workload Parameters

1. Program written in
assembly or higher-
level language

1. Object program
ready to run on
specific system.

1. Update of
data base.

2. Reports, notices, or
tabulations for use in other
systems

2. Data to be
processed by a
given object program,
using a given data
base.
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1. Language features used. (Relative frequency
of use of data types, operators, commands,
declarations, etc.)

1. File requirements. (Number of blocks, records
per block, fields per record, characters per field.
Storage medium employed. Expected percentage of
total records modified per update.)
2. Input data characteristics. (Amount of data per
transaction processed, and number of transactions per run.)
3. Output data requirements. (Format required,
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TABLE 2.21.4 WORKLOAD SPECIFICATIONS: COMPLETE SYSTEM PROCEDURE EXECUTION (Continued)

Input

Output

Workload Parameters

output media specified, and amount of data per report.)
4. Processing characteristics. (Length of program.

Operating propertics of program, including the

proportion of time spent executing various subsets

of the entirc code, and the relative use of different

instructions and features of the machine. Number of in-

structions executed per input-output character handled.)

TABLE 2.21.5 A STUDY OF FORTRAN PROGRAMS I: THE DISTRIBUTION OF STATEMENT TYPES

Statement Type

Static Statistics

Dynamic Statistics

440 Lockheed Stanford 24 Sample 24 Sample
Programs Programs Programs Programs
(Number) (Percent) (Percent) (Percent) (Percent)
Assignment 178 41 51 51 67
A =B 121(1) 23(1) 23(1)
IF 64(2) 15(2) 8(2) 10 11
GO TO 57 13 8 9 9
CALL 34 8 4 5 3
CONTINUE 21 S 3 4 7
WRITE 18 4 5 5 1
FORMAT 17 4 4
DO 17 4 5 9 3
DATA 10 2 0.3
RETURN 8 2 2 4 3
DIMENSION 8 2 1
READ 1 0.3 1 2 0
Other (4) 40 8 11 1 0
Total (2) 473(2) 108%(2) 103%(2) 100% 104%

Notes:

(1). The trivial assignment type A

for the 24 sample programs.

= B represents 68% of total assignment statements for the combination Lockheed-Stanford programs, less

(2). The entry “IF ( ) Statement’” counts as both an IF and a Statement. Therefore the totals add to more than 100%, and to more than the
total number of statements in the average Lockheed program. Not counting these duplicates, the average Lockheed program contained 436

statements.

(3). The Lockheed programs each contained an average 120 COMMENT cards and 31 CONTINUATIONS.
(4). Each of the statements included in the *Other’’ category occurred with a frequency less than 2%.

(5). Source: KnutD71

TABLE 2.21.6 A STUDY OF FORTRAN PROGRAMS II:
STATIC CHARACTERISTICS OF LOCKHEED AND STANFORD PROGRAMS

Length of DO Loop (i.e. Number of Statements)
2 3

Length 1 4 5 >5
Percent 39.0 18.5 9.5 7.0 13.0 13.0
Depth of DO Loop Nesting
Depth 1 2 3 4 5 >5
Percent 53.5 23.0 15.0 5.5 1.5 1.5
Complexity, (1) of Assignment Statements
Complexity (1) 0 1 2-4 5 6-7 8 9
Percent 68.0 17.5 1.7 3.0 2.6 3.0 0.6
Occurrence of Operators and Constants
Operator + - * / o = Standard Constant
Function
Percent (2) 9.5 5.4 6.5 2.5 0.58 47.5 2.1 26.0
Ratio (3) 22 12 15 057 013 1.08 .048 .59
Occurrence of Indexed Variables
Indices 0 1 2 3 4
Percent 58.2 305 9.7 1.2 0.2
Notes:

(1). Complexity is computed by counting one point for each + or - sign in a statement, five for each *, and eight for each /.
(2). There were a total of 190,103 operators, standard functions, and constants. This line shows the percentage cach is-of that total.
(3). There were a total of 83,304 assignment statements. This line shows the ratio of number of operators to number of statements.

(4). Source: KnutD71
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The dynamic statistics are not strikingly different from the
static ones (see the last two columns, in Table 2.21.5).
Assignment and CONTINUE statements occur more fre-
quently, and DO statements less frequently— but note that
the sample is fairly small. The dynamic tests were, however,
especially useful in helping programmers improve the
performance of their code, and more data from Knuth’s
paper is supplied in connection with a discussion of
programmer performance in Section 2.22.

With regard to the other workload parameters shown in
Table 2.21.4, some data on files and on input/output
requirements has already been covered in Figures 2.21.1 to
2.21.5. Processing characteristics have been studied from a
number of points of view, over the years, and some statistics
have been published. Both the Army-Air Force report and
two of the university studies, previously discussed, gave
information on program length, for example, with the results
shown in Figure 2.21.6 and Table 2.21.3. These same studies
also provided data from which one can estimate the number
of basic CPU operations (instructions) carried out per input-
plus-output character. (These estimates were made by
multiplying the given processor time by processor speed, and
dividing by the sum of input and output characters processed.
Part II gives details on the calculations.) The results for the
Army-Air Force study is shown in Figure 2.21.7, and for the
university studies as the last line in Table 2.21.3. Note that
about half the samples lie in the range of 100 to 1000
operations per character; virtually all of them fall in the
range between 50 and 5000 operations per character.

It would appear that this ratio is an extremely important
parameter for use in characterizing workloads. As we shall
see in Section 2.23, it helps determine whether a particular
system is limited by processor speed or by input-output
capacity in handling a given application. We will define the
ratio more precisely, and evaluate the data shown in the
present tables and figure, when we make use of it in the later
section.

Looking in more detail at processing characteristics, we
find various kinds of data have been collected mostly by
development organizations interested in evaluating the effect
of new hardware features on system performance. One
interesting parameter is the number of sequential memory
references made by a processor in the course of executing a
program. What are the average number of instructions
carried out between “jumps’ (commands which transfer
program control to a memory location not immediately after
the jump command itseif)? How often are two successive
data words accessed from successive memory locations?
Table 2.21.7 answers these questions for three programs run
on the IBM 7094 computer. The first two columns show, for
each program, the average number of instructions executed
between jumps, and the standard deviation from that
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average; the second pair of columns provides similar data on
successive data words read from or written into memory
(ignoring the intervening memory references for instruc-
tions); and the third pair supplies similar data for the
mixture of data and instruction references. Note the relatively
small number of commands executed between jumps, and
the fact that the chances are against two successive memory
references from successive memory locations, taking both
data and instructions into account.

Though the sample is small, this data seems to indicate
that programs don’t exhibit much ‘‘locality’’— while
executing programs—the computer’s memory address register
would appear to change very frequently from one portion of
memory to another. But another experiment, examining
memory references from a broader point of view, shows that
programs in fact do display considerable locality. Figure
2.21.8 shows the results of an experiment which examined a
stream of 60 million address references (instructions and
data) in 20 customer applications programs running on IBM
7000 series machines. The experiment simulated the running
of these programs on a hierarchical memory system of the
kind shown in the figure. A processor requests instructions
and data, as determined by the programs, from a local store
of given size. If the requested information is there, well and
good. If it is not, a block of data (of given size smaller, of
course, than the size of the local store) containing the desired
information along with other data and instructions, is read
from a backing store, replacing an equal-sized block in the
local store. The simulation was carried out over samples of
200,000 memory references, and the average ratio of bits
transferred between backing and local store to bits
transferred between local store and processor, was computed.
And the simulated experiment was repeated for various sizes
of local store and block transfer.

This experiment was designed to evaluate the cache
memory—a very-high-speed but small local store inserted
between processor and main (magnetic core) memory to
improve performance by reducing average memory access
time. Because programs do display locality, the cache
memory is viable, assuming that its characteristics are
suitably chosen. For example, if a 2048-byte local store is
loaded with 16-byte blocks, then only ten bytes need be
transferred from backing store for every hundred bytes used
by the processor. There therefore exist sections of program
which access a less-than-2048-byte subset of total program
words ten times for every time they access some program
word outside the subset. Compare this result with a ““straight-
line”” program which contains no loops and accesses data
adjacent to the instructions. In such a program each byte
would be transferred once from backing store for each use by
the processor, and the ratio b/c would equal unity,
independent of the size of blocks and local store.
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TABLE 2.21.7 SEQUENTIAL MEMORY REFERENCES BY THREE PROGRAMS

Program Instructions Data Words Tot. References Number of
Number In Sequence In Sequence In Sequence References
Mean S.D. Mean S.D. Mean S.D. In Sample

1 14.44 13.7 1.05 27 1.08 29 83856

2 : 4.52 8.8 1.04 .30 1.09 37 190608

3 3.78 3.7 1.38 .63 1.33 .86 1392

Source: SissS68. See Part 11

95



PRODUCTS~-2.22 Human Performance

One set of measurements which has been reported at
various times has to do with the relative frequency of use of
various types of instruction. Occasionally one hears reference,
for example, to “the Gibson Mix,”” which presumably is an
estimate or average of instruction usage. In fact, there seems
to be no paper by a Gibson on this subject, though several
authors mention Gibson Mixes. Table 2.21.8 shows some of
the figures which have been reported. Comments:

1. There is not much agreement between the various
studies, even the two described as “Gibson Mixes’’. Note for
example that the proportion of arithmetic commands
executed ranges from nine to sixty percent.

2. Multiplication and division, generally the slowest
instructions in any computer because of their complexity,
typically represent one to eight percent of executed
commands. The exception is a matrix multiplication
application, where almost 16% of the commands are
multiplications.

3. Roughly 10% to 30% of commands executed are
branches (jumps), conditional or unconditional. This high
proportion is what one would expect for we have seen (Table
2.21.7) that the mean number of instructions executed in
sequence lies in the range 3-15.

One final compilation of data on instruction execution
appears in Table 2.21.9. For six specific classes of program
and a total of over ten million instruction executions, it shows
the proportion of instructions making various types of
memory reference, and also shows the ratio of data to
instruction words. Note that there were 30% to 90% more
memory fetches than memory stores, that branches averaged
about a third of all instructions, and that about as many
words referenced were instructions as were data words. These
results are, however, heavily influenced by the number of

registers in the hardware. Part of the experiment was rerun’

using a machine having more registers, with the result that
register-type instructions increased by from 40% to 360%,
with a corresponding decrease in other types.

The workload parameters we have discussed thus cover a
wide range from those which are very machine- dependent
(e.g. proportion of register references) to those completely
independent of the system used (e.g. ratio of output to input
characters, size of data base). The crucial parameter
‘““operations per character’” shown in Figure 2.21.7 probably
falls between these two extremes. Ideally we would like to
define some set of standard, machine-independent informa-
tion-processing functions, and be able to characterize a
particular workload in terms of functions required per input-
output character. For any given machine we then might
know how many computer operations are required per
function, and could thus deduce the computer operations
required per character for that particular job on that
particular system. But in the absence of better definitions and
data, I shall assume that all systems require the same number
of computer operations per information-processing function,
and therefore that operations per character is a good
workload measure. :

2.22 HUMAN PERFORMANCE

Computers are tools used by and for people. Computer
room operators load and unload media, and handle
exceptions of various kinds. Programmers and Systems
Analysts prepare procedures. Clerks and keypunch operators
supply data to the system. Scientists and engineers solve
problems at computer terminals. Managers read computer
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tabulations. In all these activities the speed and accuracy with
which a human can perform some perceptual or manual
function is therefore of some importance, and in this section
we will examine some of the available data on human
performance.

Input-Output Properties. We have five senses, and
therefore presumably could input information via taste,
touch, and smell, as well as sight and hearing. In practice, of
course (except for those who read Braile) we make use of
sight and hearing to acquire data, and typical input rates are
shown in Table 2.22.1. An average rate for reading and
understanding normal text is around 200 words per minute
or 20 bytes per second. However, training and practice in
“speed reading’ leads to very substantial performance
improvements, and rates ten times the average are not
uncommon. The audio input rates shown are copied from the
“talking’’ rates in the second part of the table, assuming of
course that humans hear what is spoken. It seems likely that
the peak audible input rate might be much higher than that
shown, but 1 have not found reports of any experiments
aimed at measuring hearing rates, for high-speed (presum-
ably machine-generated) audio information.

Human output rates are shown in the next portion of the
table, based on audible and mechanical signals. (The human
body employs electrical signals internally, but so far there
have only been very primitive attempts to use them to control
data output channels.) Speech is the fastest means of
transmitting data, with a peak rate of 300 words per minute
reported. The stenotype machine was designed to transcribe
speech and obviously has an equivalent output rate, though it
requires a specially-trained operator. The written, “‘pencil”’
output rates, on the other hand, are typical of the untrained
person transcribing arbitrary, non-textual material. They are
thus comparable to the keypunch rates shown earlier in the
table. Note that the use of mark-sense forms inhibits input
speed, though presumably a mark-sense reading device is
simpler, cheaper, and more reliable than a hand-print
character reader.

Actual rates, of course, may vary widely from those
shown in the table, depending upon individuals and
circumstances. But it is interesting to reflect on the mismatch
between input and output rates, and on the potential
advantage of speech as an output channel (see TurnR74).

Computer Operator Activities. The salaries of computer
operators represent a non-trivial fraction of the total cost of
operating a computer system, and their capabilities and
functions should be kept in mind when we are designing
equipment or programs, and planning computer facilities.
Table 2.22.2 shows the result of an analysis in the late sixties
of operator activity in twenty-five Univac installations.
Comments:

1. The operator spends more than a third of his time at
the processor console, the median time spent there being
about a minute. Since nearly half of operator idle time is
spent at the console, it seems likely that the operators return
there when there are no operator functions to be performed.
(Perhaps the only chairs in the computer room are at the
console.)

2. About a sixth of the operator’s time is spent moving
between units.

3. The operator is inactive almost half the time.

Careful layout of the computer room, with the console
centrally located and the busy peripheral units nearby, can
pay off in reduced ‘“moving” time. Furthermore, the large
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TABLE 2.21.8 RELATIVE PROPORTION OF INSTRUCTION TYPES EXECUTED (Gibson Mixes)

Reference: ArbuR66 SmitM68 SoloM66 KnigK68 BellC71 RaicE64 CresM63
Mix Type: Gibson Matrix Float. Ficld Sci. Comm. Gibson
Mult. Sq. Rt. Scan
Transfer Data 28.5 (19.3) (27.2) (22.2) (9.6) 25 47.5 20
Load 10.4 21.2 20.6 9.0
Store 5.2 6.0 1.6 0.6
Move 3.7
Arithmetic (17.1) (24.6) (51.0) (31.8) (17.9) (28) (26) (10) (9.0) (60)
Add/Subtract (9.5) (17.9) 354 17.5 17.9 (20) (25) (6) (8.5) 55
Fixed 10.4 10 25 6 8.0
Floating 9.5 15 10 0.5
Multiply/Divide - (7.6) (6.7) (8) (@) (4) (0.5) (5)
Fixed 6 0.3
Floating 7.6 6.1 0.2
Multiply (5.6) (4.2) 15.6 6 1 3
Divide (2.0) (2.5) 143 2 1 2
Logic (4.7) (15.9) (14.5)
Shift 3.4 159 7.5
Miscellaneous 1.3 7.0
Branch (13.2) (18.1) 21.8 28.6 45.8 30 (12.5) 20
Conditional 13.2 9.6 7.5
Unconditional 8.5 5.0
Index/Increment 22.5 334 22.2 24 13.5
Miscellaneous 18.7 1.6 4.5 72 74 11 3.0

Source: See Part II. Note: The parenthetical figures are subtotals, shown for comparative purposes. But in each column, the numbers not in

parenthesis sum to 100%.

TABLE 2.21.9 RELATIVE PROPORTION OF INSTRUCTIONS HAVING VARIOUS TYPES OF MEMORY REFERENCES

Units FORTRAN String Simu- List FORTRAN COBOL Average
Execution Proces. lation Proces. Compil. Execution (All)
Instructions Traced M 4.02 0.28 1.29 1.13 1.74 1.89 10.35
Percentage of Instr.
Fetch in Memory % 36 38 28 26 28 28 29
Store in Memory % 20 23 27 25 22 15 22
Use Registers On