














































































































































































































The line or circuit between the Executor and the target is in SERVICE state 
during the procedure (see Section 8.5.2). Either the system manager explicitly 
sets the state to SERVICE or the DECnet software sets the state automati­
cally. How the state is set depends on the implementation and on the way a 
load is initiated. 

9.3.1 The LOAD Command 

The NCP LOAD command is the means of initiating a down-line load from a 
remote command node. As soon as the LOAD command has been issued, an 
operator at the target must manually trigger the bootstrap ROM, unless the 
line's device controller is a DMC11 or DMR11 device. These devices can 
trigger the target's primary loader automatically if the LOAD command 
passes down the correct password (see Section 9.2). Figure 9-1 illustrates a 
down-line load initiated by a command node. 

The target's primary loader is 
triggered, * causing a down-line 
load request to be sent to the 
executor. 

Using MOP, network management 
modules at the executor ship the 
load file to the target. 

NOde 

* An operator triggers the loader manually or the completion of an up-line dump triggers it automatically. 

Legend: 

MOP - Maintenance Operation Protocol 

Figure 9-2: A Down-line Load Initiated by a Target Node 

9.3.2 Target-initiated Down-line Loads 

An operator at the target node can request a load by manually triggering the 
primary loader. In addition, the loader is triggered automatically at the com­
pletion of an up-line dump from the target. Target-initiated down-line loads 
always use the parameter values defined in the permanent data base for the 
target. Figure 9-2 illustrates a target-initiated down-line load. 

9.4 Up-line Dumping 

An RSX-11S target must include a routine called NETPAN in order to dump 
its image up-line to the Executor. If the target node crashes, control automati­
cally passes to NETPAN, which then fhp up-line dump. DECnet 
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software responds by setting the line or circuit to SERVICE state and copying 
the target's image to a dump file, which is specified in the target's permanent 
data base. 

When the dump completes, the NETPAN routine automatically triggers the 
target's primary loader. This action causes the executor to reload the target 
(see Section 9.3.2)~ which can then continue operating normally. 

9.5 Down-line Loading and Checkpointing RSX-11 S Tasks 

DECnet-llM, DECnet-llM-PLUS, and DECnet-VAX support two capabili­
ties relating to a DECnet-llS node. The first is called down-line task loading. 
RSX-llS tasks can be stored at a DECnet-llM, DECnet-llM-PLUS, or 
DECnet-VAX node and loaded down to the RSX.-llS node. The second is 
called checkpointing, which is a standard RSX-IIM capability. An executing 
RSX-llS task can be interrupted, then copied in its interrupted state up the 
line, and be replaced by a higher priority task loaded down-line from the 
Executor. When the higher priority task has completed, the interrupted task 
is reloaded down-line and allowed to continue executing. 

At a DECnet-llM or DECnet-llM-PLUS node, the operating system regu­
larly checkpoints tasks to local disk storage. However, RSX-llS nodes are 
basically memory-only systems, so the only way to checkpoint tasks is to use 
the Executor's disk storage. 

These two capabilities give flexibility to an RSX-llS node that would not be 
possible without DECnet. To change the set of resident tasks at a stand-alone 
RSX-llS system, an operator would have to reboot with a different system 
image. See the RSX DECnet System Manager's Guide and the DECnet- vilX 
System Manager's Guide for further information. 
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Chapter 10 
Loopback Testing 

Loopback tests are procedures that exercise network software and hardware 
by repeatedly sending data through a number of network components and 
then returning the data to its source. If a test succeeds, the data loops back to 
its source without being corrupted. If a test fails, the data does not return to 
its source or it returns in a corrupted state. A system manager can run varia­
tions of the loopback tests to isolate the network component responsible for 
losing or corrupting the data. DIGITAL software services personnel routinely 
run loopback tests after installing DECnet software at a node. Successful tests 
verify that both the software modules and hardware equipment within a node 
are operating correctly. 

This chapter describes loopback tests initiated by NCP commands as well as 
tests initiated by user programs. As part of the Network Management func­
tion, DECnet implementations provide the software mechanisms required to 
loop data through various network components. Figures shown below illus­
trate the functional layers actually exercised by specific tests. Some of the 
tests require the system manager to set up a hardware mechanism that physi­
cally loops the test data back from a device coritroller, from a modem, or from 
some point on a physical line. 

Users can also write their own test programs that use standard DECnet capa­
bilities. For example, one user program can send data over a logical link to 
another user program, which can then return the data to the first program. 
Finally, the first program can verify that the data it receives matches the data 
it sent. If the two programs reside in different nodes, the test exercises a 
variety of DECnet functions at both nodes: the logical link mechanism, the 
Transport functions, the Data Link functions (DDCMP), and the communi­
cations hardware between the nodes. If both programs reside in the same 
node, they test the logical link mechanism and the Transport functions in 
that node. 

Basically, there are two categories of loopback tests: node level tests and line 
level tests. 
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• Node level tests. Node level tests all use logical links to loop test data 
through a specified loopback node. The loopback node can be the local 
node, a remote node, or a loopback node name that has been associated with 
a specific physical line or circuit. Variations of the node level tests allow a 
system manager to exercise all the layers of network function in a local as 
well as in a remote node. 

Most node level tests can execute simultaneously with normal node and line 
activity. 

• Line or circuit level tests. Line or circuit level tests directly exercise the 
operation of communications hardware. These tests do not use logical links 
to circulate the test data. Instead, an NCP LOOP LINE or LOOP CIRCUIT 
command causes the test data to be delivered directly to a Data Link layer 
module (MOP), which transmits the data. The data may be looped back by 
a hardware device inserted somewhere on the line or it may be looped back 
by DECnet management software in a remote node. 

While this kind of test is running, the line or circuit being tested cannot be 
used for any other activity. 

All Phase III implementations, except for DECnet/E, support a common set of 
node level and line or circuit levelloopback tests, which can be initiated by 
the same set of NCP commands. DECnet/E supports node level tests only. 
DECnet-20, which is a Phase II implementation, supports a set of node level 
tests only, which differ slightly in detail from Phase III loopback tests. 

10.1 Hardware Loopback Devices 
Depending on the type of test to be run, a system manager may need to 
prepare a hardware loopback device before running the test. Various hardware 
loopback devices can be used to test specific parts of the communications 
hardware. These devices physically turn test data around at one of several 
points: 

• Within the device controller 

• Within the modem 

• At some point on the physical line 

To use a device controller as a loopback device, it must be set to loopback 
mode. If the controller is a DMC11 or a DMR11 at a DECnet-VAX or a 
DECnet/E node, a system manager can issue an NCP command to enable 
loopback mode. In all other cases, loopback mode must be set manually. To 
loop data through the controller as far as the modem, the system manager 
manually sets the modem to loopback. Usually, the modem itself has two 
possible loopback points: one at the interface with the controller and one at 
the interface with the physical line. To test stretches of the physical line, a 
hardware loopback device must actually be inserted at some point along the 
line. The type of device required depend~ on the type of line to he tested, 
Figure 10-1 illustrates the possible loopback points within the communica­
tions hardware. 
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_.l....--..i--.....L---I controller modem 

CD Loopback at controller 

@ Loopback at modem on controller side 

@ Loopback at modem on line side 

line line 
loopback 

device 

line 

@ Loopback at hardware loopback 
device inserted in line 

® Loopback at a remote modem 

Figure 10-1: Hardware Loopback Devices 

10.2 Node Level Loopback Tests 

Node level loopback tests can be initiated either by an NCP LOOP NODE 
command or by a user-written test program. In either case, the test may 
require a few preparatory steps, including setting up a hardware device. 
Whether such steps are necessary depends on the test to be run. Section 10.2.1 
summarizes the NCP commands that pertain to node level testing. These 
commands are then illustrated in Sections 10.2.2 and 10.2.3, which discuss 
command-initiated and program-initiated loopback tests respectively. 

10.2.1 Node Level Loopback Commands 

The following commands are used to prepare for and to run node level loop­
back tests. 

• SET NODE name LINE line-id or SET NODE name CIRCUIT cir-id. This 
command associates a specialloopback node name with the line or circuit 
specified. This special node name can then be used in a LOOP NODE 
command or in a test program's request to form a logical link. When 
DECnet recognizes the special node name, it transmits forthcoming test 
data over the line associated with that name. Depending on the type of test, 
the data is looped back by hardware somewhere on the line, or the Trans­
port software at a remote node uses its routing algorithm to determine the 
path on which the test data will be looped back. 

• LOOP NODE name. This command requests DECnet to perform a node 
level loopback test; the node specified is the node to be connected to and 
which will loop back the data. The node named can be the local node, a 
specialloopback node, or a remote node. 
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The command accepts further input parameters that determine the number 
of times the test data is to he looped, the contents of the test data, and the 
length of the test data in bytes. 

The next two sections illustrate how these commands are used to perform 
variations of the node level loopback tests. 

10.2.2 Using Commands to Initiate Tests 

Figure 10-2 shows four different node level tests that can be performed by 
issuing an NCP LOOP NODE command. The figure includes any required 
setup commands. By diagramming the layers through which the test data 
travels, the figure identifies the DECnet software and/or hardware compo­
nents exercised by each test. 

10.2.3 Using Programs to Initiate Tests 

Figure 10-3 illustrates node level loopback tests that are initiated by user 
programs. As the figure shows, some of these tests require someone to issue 
one or two preparatory commands to set up loopback conditions. Hardware 
loopback devices may also need to be prepared. Because programmers can 
devise their own loopback test variations, the tests diagrammed here are 
merely representative. 

10.3 Line/Circuit Level Loopback Tests 

Line or circuit levelloopback tests are provided to test communications hard­
ware rather than DECnet software components. Therefore, in response to a 
line or circuit level test command (LOOP LINE line-id or LOOP CIRCUIT 
cir-id), the DECnet management software delivers the test data directly to a 
Physical Link layer module called MOP (Maintenance Operation Protocol). 
The MOP module, which resides in the same functional layer as DDCMP, 
operates when a line is in SERVICE state (see Section 9.5.2). MOP transmits 
the test data, which then loops back at one of several points within the 
communications hardware. 

10.3.1 Line/Circuit Level Loopback Commands 

Line or circuit level tests are normally initiated by NCP commands rather 
than by user programs. In addition to the command that actually requests a 
test, one or more preparatory commands may be required. Furthermore, to 
exercise specific parts of the communications hardware, a system manager 
may need to enable or put into place a hardware loopback device before 
running a test. 
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Figure 10-2: Command-initiated Loopback Tests 



The NCP commands pertaining to line or circuit level loopback tests are as 
follows: 

• SET LINE line-id or SET CIRCUIT cir-id STATE SERVICE. This command 
enables the service functions provided by MOP for the specified line or 
circuit. Depending on the implementation, the system manager mayor may 
not have to set the state to SERVICE explicitly. However, the line or circuit 
must at least be turned ON. 

• LOOP LINE line-id or LOOP CIRCUIT cir-id. This command requests 
DECnet management software to perform a line or circuit level loopback 
test on the specified line. Where the test data loops back depends on the 
position of a hardware loopback device, if any. If the test data does not 
encounter a hardware loopback device, the data is looped back by DECnet 
management software in the remote node at the other end of the line. 

Like the LOOP NODE command, the LOOP LINE or LOOP CIRCUIT 
command accepts further input parameters that determine the number of 
times the test data is to be looped, the contents of the test data, and the 
length of the test data in bytes. 

The following section diagrams some tests requested by NCP LOOP LINE or 
LOOP CIRCUIT commands. 

10.3.2 Examples of Line/Circuit Level Tests 

Figure 10-4 contains diagrams of three line or circuit levelloopback tests. The 
figure shows the commands issued to run the tests and where the data travels 
before looping back. 
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down-line loading, 9-1 
NCP, 8-3 
network generation planning aid, 8-4 
NFT example, 6-18 
remote command file submission, 6-17, 
remote file access calls, 6-10 
RMT, 7-1, 7-6 

task-to-task calls, 5-9, 5-10 
TLK, 7-1 to 7-3 
TLK split screen option, 7-2 

DECnet-RT, 
access control, 6-8 
CETAB.MAC, 8-4 
configuration files, 8-4 
multipoint support, 8-8 
NCP, 8-3 
network generation planning aid, 8-4 
NFT,6-17 
remote command file submission, 6-17 
remote file access calls, 6-9, 6-10 
task-to-task calls, 5-9, 5-10 
tributary device support, 8-9 

DECnet-20, 
down-line loading, 9-1 
DN200, 9-1 
NCP, 8-3 
programs, 5-6 
REV-CONFIG.CMD, 8-4 
task-to-task calls, 5-13, 5-14 

DECnet-V AX, 
access control, 5-7, 6-15 
calls, 5-12, 6-10 
checkpointing, 9-5 
commands, 6-18, 6-19 
configuration data base, 8-4 
down-line loading, 9-1 
multipoint support, 8-8, 8-9 
NCP, 8-3 
non-transparent task-to-task communication, 

5-12, 5-13 
remote file access, 6-3, 6-10, 6-11 
remote file operations, 6-12, 6-13 
SET HOST command, 7-1, 7-6, 7-8 
task-to-task communication, 5-1, 5-12, 5-13 

transparent task-to-task communication, 5-6, 
5-12, 5-13 

transparent task-to-task system service calls, 
5-12 

V AX/VMS commands, 6-12, 6-18, 6-19 
Default access control, 6-13 

alias node name, 6-18 
DECnet!E NFT, 6-17 
DECnet-IAS NFT, 6-18 
DECnet-RT NFT, 6-17 
DECnet-VAX, 6-13, 6-16 
NETACT utility, 6-17 
RSX DECnet NFT, 6-18 

Defining configuration and other static parameters, 
8-5 

Deleting remote files, 6-12 
DIGITAL file systems, 6-4 
DIGITAL Network Architecture (DNA) 

See DNA 
Disconnecting the link, 5-9 

aborts, 5-9 
synchronous disconnects, 5-9 

Displaying counters, 8-12 
Distribution media, 8-4 
DLM interface, 2-1, 3-12 to 3-15 
DNA (DIGITAL Network Architecture), 2-1 to 2-10, 

Data Link layer, 2-3 
Network Application layer, 2-2 
Network Management layer, 2-2, 2-10 
Network Services layer, 2-2 
Physical Link layer, 2-3 
Session Control layer, 2-2, 2-10 
Transport layer, 2-2, 2-10, 3-5 
User layer, 2-2 

DNA protocols, 2-3 
DAP, 2-6, 6-2 
DDCMP, 2-6, 8-12 
MOP, 2-6, 10-2 
NICE, 2-6 
NSP, 2-6, 4-1 to 4-7 
Routing, 2-6 

Down-line loading, 1-4, 9-1 to 9-4 
bootstrap ROM, 9-1 
command node, 9-1 
data-base parameters, 9-3 
DECnet-IAS, 9-1 
DECnet-20, 9-1 
DECnet-V AX, 9-1 
definitions, 9-1 
DN200, 9-1 
executor node, 9-1 
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LOAD command, 9-3 
manual, 9-3 
performing a down-line load, 9-2 
primary loader, 9-2 
RSX DECnet, 9-1 
target node, 9-1 
trigger password, 9-3 

E 

Enveloping user data in protocol, 2-7 
Equivalent module, 2-3, 2-5 
Event counters, 8-12 
Event logging, 8-12 
Exchanging data, 5-7 to 5-8 
Executor node, 8-11, 9-1 

F 

FAL (File Access Listener), 2-4, 6-1, 6-2, 6-6 
File access, 

remote, 6-1 to 6-19 
File Access Listener (FAL), 

See FAL 
File characteristics, 6-8, 6-9 

random access, 6-8 
relative organization, 6-8 
sequential access, 6-8 
sequential organization, 6-8 

File organization, 
indexed, 6-8 
relative, 6-8 
sequential, 6-8 

File protection, 6-8, 6-15 
File specification, 6-6, 
File systems, 

capabilities, 6-4, 6-5 
DIGITAL, 6-4 

Files, 
appending files, 6-12 
characteristics, 6-6, 6-8 
configuration, 8-4 
DECnet-IAS command, 6-16 
deleting remote file, 6-12, 6-13 
DIGITAL file systems, 6-4 
foreign file specification, 6-15 
indexed files, 6-8 
listing, 6-12 
organization, 6-8 
protection, 6-8, 6-15 
queuing files to a line printer, 6-12 
random access, 6-8 
relative organization, 6-8 
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remote access, 6-1 to 6-19 
remote file, 

appending, 6-12 
command submission, 6-16 
deleting, 6-12 
operations from a terminal, 6-14 
specifications, 6-15 

HSX DECnet command, 6-16 
RT -11 file system, 6-8, 6-17 
sequential access, 6-8 
sequential organization, 6-8 
specifications, 6-7 
submitting command files, 6-12 
system capabilities, 6-4, 6-5 

Flow control, 4-6, 5-8 
Foreign file specification, 6-15 

FORTRAN-IV, 
DECnet/E task-to-task communication, 5-10, 

5-11 
DECnet-IAS task-to-task communication, 5-10, 

5-11 
DEC net-lAS remote file access, 6-10 
DECnet-RT task-to-task communication, 5-9, 

5-10 
DECnet-RT remote file access, 6-9, 6-10 
RSX DECnet task-to-task communication, 5-9, 

5-10, 5-11 
RSX DECnet remote file access, 6-10 

FORTRAN-lV-PLUS, 
DECnet/E task-to-task communication, 5-10, 

5-11 
DECnet-IAS task-to-task communication, 5-10. 

5-11 
DEC net-lAS remote file access, 6-10 
DEC net-VAX task-to-task communication, 5-12 
DECnet-V AX remote file access, 6-10 
RSX DECnet task-to-task communication, 5-9, 

5-10, 5-11 
RSX DEC net remote file access, 6-10 

Full duplex, 8-10 
Full routing, 3-1 

basic concepts, 3-5 
Functions, 5-2 

G 

Generating a network node, 8-1 to 8-2 

H 

Half duplex, 8-10 
Handshake dialog, 4-2, 4-3, 5-2 
Hardware, 

loopback devices, 10-2, 10-3 
testing communications, 10-2 

Hops, 3-6, 3-7, 8-7 



Identifiers, 
logical link, 4-3, 4-4, 4-5, 5-3, 6-6 
node, 3-6, 8-5 
target node, 5-3 

Image data type, 6-9 
Implementations, 1-1, 1-2 
Indexed file organization, 6-8 
Initialization messages, 8-5, 8-11 
Initiating remote access, 6-6 
Interrupt data, 4-5, 5-8 

J 

Job file number (jfn), 5-3, 5-14 

L 

Languages supporting task-to-task communication, 
5-1 

Layers, 
definition of DNA, 2-1, 2-2 

Line, 
cost, 3-6, 3-9, 8-6 
counters, 8-12 
identification, 8-7 
states, 8-11, 8-12 
transmission modes, 8-10 
turning on and off, 8-11 

Line level loopback, 
commands, 10-4 
examples, 10-7 
tests, 10-4, 10-8 

Link, 
See Logical link 

Link service messages, 4-6, 5-8 
Listing remote directories, 6-12 
LOAD command, 9-3 
Loading, 

down-line system, 9-1 to 9-4 
down -line task, 9-4 

Logical link, 2-2, 4-1 to 4-7 
aborting, 5-9 
addressing, 4-3 
applications, 4-6 
creating, 4-2, 5-2 
disconnecting, 5-9 
identifier, 4-3, 4-4, 5-3, 6-6 
synchronous disconnects, 5-9 

Logical link applications, 4-6 
Logical link identifiers, 4-3 
Logical unit number (lun), 5-3, 6-6 
Loopback mode, 10-2 

Loopback testing, 1-4, 10-1 to 10-8 
circuit level tests, 10-4 
command initiated tests, 10-4, 10-5 
commands, 10-3 
DECnet!E, 10-2 
hardware devices, 10-2 
line level tests, 10-4 
loopback mode, 10-2 
node level commands, 10-3 
node level tests, 10-2 
program initiated tests, 10-4 

lun (logical unit number), 5-3, 6-6, 

M 

MACRO task-to-task communication, 
DECnet-VAX, 5-12 

MACRO-11 task-to-task communication, 5-9 
DECnet/E, 5-10, 5-11 
DECnet-IAS, 5-9, 5-12 
DECnet-RT, 5-9, 5-10 
RSX DECnet, 5-9, 5-11 

MACRO-20 task-to-task communication, 5-14 
MAIL command (VAXNMS), 7-5 to 7-6 
Maintenance Operation Protocol, 

See MOP 
Management, 

network system, 8-1 to 8-13 
utilities, 8-2 to 8-4 

Maximum path cost, 8-6 
Maximum path length, 3-8, 3-9 
Mode, 

loopback, 10-2 
transmission, 8-10 

Modules, 2-1 
equivalent, 2-3, 2-5 
NSP, 2-5, 4-1 
Transport, 3-5, 3-7 

MOP (Maintenance Operation Protocol), 2-6, 8-12 
Multiple logical links, 4-5 
Multipoint, 8-8 to 8-10 

circuit identification, 8-10 
control station, 8-9 
line identification, 8-10 
lines, 8-8 
parameters, 8-9 to 8-10 
polling ratios, 8-9 
tributary, 8-9 

Name, 
alias node, 6-18 
node, 3-6, 8-5 
object, 5-3 to 5-5 

ncb, 

N 

See Network connect block 
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NCP (Network Control Program), R-~ 
NET, 7-6 

example, 7-8 
NETACT utility, 6-17 
Network, 

definition of DECnet, 1-1 
Network Application layer (DNA), 2-2, 2-6, 6-2 
Network command terminal facilities, 7-6 
Network connect block (ncb), 5-4 
Network Control Program (NCP), 8-3 
Network File Access Routines (NFARs), 6-3 
Network generation, 

generating network software, 8-4 
planning aid, 8-4 

Network management, 8-1 to 8-13 
faciiities, 1-3 
utilities, 8-2 

Network Management layer (DNA), 2-2, 2-10 
Network object, 5-3 

parameters, 8-6 
Network parameters, 

definitions, 8-1 
Network Services layer (DNA), 2-2 
Network Services Protocol (NSP), 2-6, 4-1 
Network software, 

generating, 8-4 
Network specification, 5-4, 5-6 
Network system management, 8-1 
NFARs (Network File Access Routines), 6-3 
NFT (Network File Transfer), 6-12 to 6-19 

DECnet/E, 6-17 
DEC net-lAS, 6-18 
DECnet-RT,6-17 
examples, 6-17 to 6-19 
RSX DECnet, 6-18 

NICE (Network Information and Control Exchange 
protocol), 2-6 

Node, 1-1 
addresses, 3-6 
alias node name, 6-18 
command, 9-1 
controlling nodes, 8-11 
Executor, 8-11, 9-1 
generation and planning, 8-1, 8-2 
loopback commands. 10-:1 
loop back tests, 10-1 
monitoring, 3-1 
names, 3-6 
nonrouting, 3-2 
operation, 8-2, 8-11 
passwords, 8-5 
Phase III, 3-2 
planning, 8-1, 8-2 
routing, 3-2, 3-3 
RSX DECnet/PSI, 3-9, 3-12 
states, 8-11 
target identifier, 5-3 

~ode level loopback commands, 10-:3 
Node level loopback tests, 10-3 
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Node verification passwords, 8-5 
Nonrouting nodes, 3-2 
Non-transparent task-to-task communication, 

DECnet-V AX, 5-12, 5-13 
Normal data, 4-5, 5-7 
NSP (Network Services Protocol), 2-6, 4-1 

control messages, 4-4 
flow control, 4-6 
guarantees, 4-5, 4-6 
modules, 4-1 

Object, 
addresses, 5-3 to 5-4 
data base, 8-6 

o 

declaring name and type, 5-3 
definition, 5-3 
name, 5-3 
parameters, 8-6 
reserved type, 5-4 
unreserved type, 5-4 

Operating a node, 8-11 
Optional user data, 5-3 

Packet, 3-1 

p 

Packet lifetime control algorithm, 3-8 
Packet switching network, 2-1, 3-10 to 3-11 
Parameters, 

configuration, 8-5 
line, 8-7 
load, 9-3 
multipoint, 8-8 to 8-9 
network, 8-1 
node, 8-5 
object, 8-6 
static, 8-5 
transport, 8-6 

Password, 
node verification, 8-5 
receive, 8-6 
remote file access, 6-13 
source program, 5-3, 6-8 
transmit, 8-6 
trigger, 9-2 

Path, 3-6, 3-7 
cost, 3-6, 8-6 
length, 3-6 
hop, 3-6 

Permanent virtual circuit (PVC), :1-11 
Phase I DNA, 2-10 
Phase II DNA, 2-9, 2-10 

configurations, 3-3 
differences, 2-9 
nodes, 3-3, 3-5 



Phase III DNA, 2-9 to 2-10 
configurations, 3-4, 3-11 
differences, 2-9 
nodes, 3-2, 3-4 
routing, 2-10, 3-1 to 3-9 

PHONE command (VAX/VMS), 7-1, 7-3 to 7-4 
Physical Link layer (DNA), 2-3 
Planning for node generation, 8-2 
Point-to-point, 

line 8-8 
routing, 2-10, 3-1 

Polling ratios, 8-9 
Postal Telephone and Telegraph Authority (PTT) , 

3-10, 3-11 
PPSN, 2-1, 3-10 to 3-11 
Preassigning access control information, 6-15 
Primary loader, 9-2 
Program, 

source, 5-7 
target, 5-7 

Programming remote access, 6-3 to 6-11 
Protection code, 6-8 
Protocols (DNA), 2-3 

DAP, 2-6, 6-2 
DDCMP, 2-6, 8-12 
enveloping user data in protocol, 2-7 
MOP, 2-6, 10-2 
NICE, 2-6 
NSP, 2-6, 4-1 to 4-7 
Routing, 2-6 

Public packet switching network (PPSN), 2-1, 3-10 
to 3-11 

PVC, 3-11 

Q 

Queuing files to a line printer, 6-12 

R 

Random file access, 6-8 
Receive password, 8-6 
Receiving data, 4-4 to 4-5, 5-7 
Record, 

access capabilities, 6-5 
access control, 6-8 
attributes, 6-9 
fixed length, 6-9 
format, 6-9 
random access, 6-8 
sequential access, 6-8 
stream, 6-9 
variable length, 6-9 
variable with fixed length control (VFC), 6-9 

Rejecting a connect request, 5-6 

Relative file organization, 6-8 
Remote command file submission, 6-16 
Remote Command Terminal utility, 

See RMT 
Remote directories, 

listing, 6-12 
Remote file, 

foreign file specifications, 6-15 
operations from a terminal, 6-14 
remote command submissions, 6-16 

Remote file access, 
accessing remote files from a terminal, 6-12 to 

6-19 
calls, 6-9 to 6-11 
DECnet-IAS, 6-10 
DECnet-RT, 6-9, 6-10 
DECnet-VAX, 6-10, 6-11 
programming, 6-3 to 6-11 

Remote file capabilities, 6-5 
Remote node, 

issuing commands to, 7-7, 7-9 
Remote terminal, 

facilities, 1-3 
processing, 7-7 

REV-CONFIG.CMD, 8-4 
RMT (Remote Command Terminal utility), 7-6 

DECnet-IAS, 7-1, 7-6 
RSX DECnet, 7-1, 7-6, 7-8 

Routing, 3-1 to 3-15 
algori thms, 3-7 
data bases, 3-7, 8-6 
full, 3-1 
nodes, 3-2 
parameters 3-9 
point-to-point, 3-1, 3-2 
protocol, 2-6 
terms, 3-6 to 3-7 
timer, 8-7 

RSX DECnet, 
access control, 5-6 
CETAB.MAC, 8-4 
CFE,8-3 
configuration files, 8-4 
down-line loading, 9-1 
indirect command file processor, 6-16 
multipoint support, 8-8, 8-9 
NCP, 8-3 
NFT example, 6-18 
remote command file submission, 6-16 
remote file access calls, 6-10 
RMT, 7-1, 7-6 
task-to-task calls, 5-9, 5-11 
TLK, 7-1 to 7-3 
VNP, 8-3 

RSX DECnet/PSI node 3-9, 3-12 
RSX-ll PSI, 2-1, 3-9 
RSX-11S tasks, 

checkpointing, 9-4 
RT -11 file system, 6-8 
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Segment acknowledgment, 4-5 
data, 4-5, 4-6 
NSP, 4-3, 4-4 
retransmissjon, 4-fi 

Sending data, 4-4, 4-5 
from NSP modules, 4-4, 4-5 
from source programs, 5-7 

Sequential access, 6-8 
Sequential file organization, 6-8 
SERVICE state, 8-12, 9-4 
Session Control layer (DNA), 2-2, 2-10 

addition of, 2-10 
SET HOST command, 

DEC net-VAX, 7-6, 7-8 
SHUT state, 8-11 
Software, 

distributed DECnet, 8-5 
generating network, 8-1 
modules, 8-5 
tailoring, 8-2 

Source program, 4-3, 5-7, 6-1 
Split screen option (TLK), 7-2, 7-4 
Starting a node, 8-11 
Static parameters, 

defining, 8-5 
SUBMIT/REMOTE, 6-13, 6-16 
Submitting a command file, 6-12. 6-16 
Switched virtual circuit . 

(SVC), 3-11 
Synchronous disconnects, 5-9 
System image, 

down-line loading, 9-1 to 9-4 
up-line dumping, 9-1, 9-4 

System manager, 
tasks, 8-1 

Target, 
block, 5-4 

T 

node identifier, 5-3, 9-1 
program, 4-3, 5-7, 6-1 

Task-to-task calis, 
DECnet, 5-2 
summary, 5-9 to 5-14 

Task-to-task communication, 
languages supporting, 5-1 
nontransparent, 5-12, 5-13 
transparent, 5-6, 5-12, 5-13 
using DECnet/E, 5-10, 5-11 
using DECnet-IAS, 5-9, 5-10 
using DECnet-RT, 5-9, 5-10 
using DEC net-VAX, 5-12, 5-13 
using RSX DEC net, 5-9, 5-11 

Terminal-to-terminal communication, 1-3 
accessing remote files from a terminal, 6-12 to 

6-19 
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CUllllllullicating with a remute termillal, ,-I lu 

7-9 
connecting to a remote node via a terminal, 7-1, 

7-6 to 7-9 
Testing, 

communications hardware, 10-2. 10-3 
loopback, 1-4, 10-1 to 10-8 . 

TLK utility, 7-1 
command files, 7-3 
dialog mode, 7-2 
one-line mode, 7-2 
split screen option, 7-2, '/-4 

Topology, 3-1 to 3-5, 3-14 
Transferring a file, 6-12 
Transmission mode, 8-10 

full duplex, 8-10 
half duplex, 8-10 

Transmit password, 8-6 
Transparent communication, 5-6, 5-12 

remote file access, 6-3 
Transport layer (DNA), 2-2, 2-6 

module, 3-5, 3-12, 8-7 
Tributaries, 8-9 
Trigger password, 9-3 
Triggering a down-line load, 9-1, 9-3 
TYPE command, 6-12 

u 
ula (user link address), 5-3 
Up-line dumping, 1-4, 9-4 

NETPAN,9-4 
User identification, 5-3, 6-8, 6-13 
User interfaces, 1-2, 1-4 
User layer (DNA)' 2-2 
User link address (ula), 5-3 
Utilities, 

CFE, 8-2, 8-3 
FAL, 6-1, 6-2 
NCP, 8-2, 8-3, 10-3 
NET, 7-6 
NETACT,6-17 
NFARs,6-3 
NFT, 6-12, 6-17 
RMT,7-6 
TLK, 7-1, to 7-3 
VNP, 8-3 

VAX-11 RMS, 6-10 
file access calls, 6-11 

VAX/VMS, 

v 

commands, 6-12 to 6-13 
examples, 6-18 to 6-19 
MAIL command, 7-5 to 7-6 



PHO~E command, 7-1, 7-3 to 7-4 
SET HOST command, 7-6, 7-8 

Verification, 5-6 to 5-7 
level, 5-6 
module, 5-7 

Verifying connect requests, 5-6 
Virtual circuit, 3-11 
VMSMAIL utility, 7-5 to 7-6 

x 

X.3 recommendation, 3-11 
X.25 levels, 3-12 
X.25 recommendation, 2-11, 3-11 to 3-14 
X.28 recommendation, 3-11 
X.29 recommendation, 3-11 
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READER'S COMMENTS 

Introduction to DECnet 
AA -JO 5 5 C-TK 

NOTE: This form is for document corm-nents orJy. DIGITAL will use comments submitted on this form at the 
company's discretion. If you require a written reply and are eligible to receive one under Software 
Performance Report (SPR) service, submit your comments on an SPR form. 

Did you fmd this manual understandable, usable, and well-organized? Please make suggestions for improvement. 

Did you find errors in this manual? If so, specify the error and the page number. 

Please indicate the type of user/reader that you most nearly represent. 

Assembly language programmer 
Higher-level language programmer 
Occasional programmer (experienced) 
User with little programming experience 
Student programmer 

o 
o 
o 
o 
o 
o Other (please specify) __________________________ _ 

Name ____________________________________ Date ________________________________ __ 

Organization _________________________________________________ _ 

Street ________________________________________________________ __ 

City __________________ _ State ______ Zip Code _______ __ 

or 
Country 
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