





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































| PDP--11 SCRUB Information Handout
3 PDP-11 TURBO SCRUBBER Patches for ZUDLB

CAUTION

Use this patch and the program at your own risk. This turbo patch should only apply to- ZUDLBO.
It will not work for any other version.

QUICK CHECK -- To ensure you have version "B", verify the following:
Loc Contents — - o L hdy e
bee  Comtemts Ay reen Levfy 7/ , L 1/
23340 12737 ’ i ot L
23342 0 o ECCan /m/g ot
23344 2346 lorws o
So bl ahes o U /
40734 12737 okl V) /?-,/
40736 0 on 2 sges o PO P
40740 2346 | %gj Srerlecl Lo Bl fonetef /e
PATCH LKer. £CC s Ferrec) o / ol
----- . /¢/<yf MJW /LA/O/aiwh\ //if ¢« //A
Loc From To

eI 1/ 7

Forced! 2NN Kecorit @,

raaz o 1a00 5 et enillc K Ee 1

40736 0 1400
You can start ZUDLBO, then before answering the final question, halt and install the patch in memory, OR you
can use the XXDP patch utility and install the patch permanently into a new file (ZUDLBO.TUR, for example).

Running the turbo will cause a Iot of replacements that the non—turbo version does not make.

CAUTION

Running the turbo scrubber on a drive that is not in good working order can damage the integrity of
the logical structures on the media. Use this turbo scrubber only on drives that are in good working
order but have bad blocks that need to be replaced.

If, while running the turbo scrubber, you find that it is making far to0 many replacements (too many replacements
for the turbo scrubber would be anything in excess of 150 replacements), then the drive or HDA, may not be in
good working order. Fix or reformat the media, then try the turbo scrubber again.

If the drive is in good working order, use the turbo scrubber after the media (pack or HDA) has been replaced.

4 Digital Internal Use Only






Preface

Intended Audience

This manual is intended for VMS system managers, operators, and system
programmers.

Document Structure
This document consists of the following six sections:

* Description—Provides a full description of the Monitor Utility
(MONITOR).

¢ Usage Summary—Outlines the following MONITOR information:

-Invoking the utility
-Exiting from the utility
-Directing output
-Restrictions or privileges required
¢ Qualifiers—Describes MONITOR qualifiers, including format, parameters,.
and examples.

* Commands—Describes MONITOR commands, including format,
parameters, and examples.

* Examples—Provides additional MONITOR examples.
* Appendix A—Provides supplemental MONITOR information.

Associated Documents

For additional information on the topics covered in this document, refer to
the VMS DCL Dictionary and the Guide to VMS Performance Management.
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Preface

Conventions

Convention

Meaning

CTRL/C

$ SHOW TIME

05-JUN-1988 11:55:22

$ TYPE MYFILE.DAT

input-file, . . .

[logical-name]

quotation marks
apostrophes

In examples, a key name (usually abbreviated)
shown within a box indicates that you press

a key on the keyboard; in text, a key name is
not enclosed in a box. In this example, the key
is the RETURN key. (Note that the RETURN
key is not usually shown in syntax statements
or in all examples; however, assume that you
must press the RETURN key after entering a
command or responding to a prompt.)

A key combination, shown in uppercase with a
slash separating two key names, indicates that
you hold down the first key while you press the
second key. For example, the key combination
CTRL/C indicates that you hold down the key
labeled CTRL while you press the key labeled C.
in examples, a key combination is enclosed in a
box.

In examples, system output (what the system
displays) is shown in black. User input {(what
you enter) is shown in red.

In examples, a vertical series of periods, or
ellipsis, means either that not all the data that
the system would display in response to a
command is shown or that not all the data a
user would enter is shown.

In examples, a horizontal ellipsis indicates
that additional parameters, values, or other
information can be entered, that preceding
items can be repeated one or more times, or
that optional arguments in a statement have
been omitted.

Brackets indicate that the enclosed item is
optional. (Brackets are not, however, optional
in the syntax of a directory name in a file
specification or in the syntax of a substring
specification in an assignment statement.)

The term quotétion marks is used to refer
to double quotation marks (”). The term

apostrophe (') is used to refer to a single
quotation mark.

xii



New and Changed Features

Version 5.0 of the Monitor Utility includes the following new functions:

* A new MONITOR MSCP_SERVER command that produces statistics
useful in tuning an MSCP server.

¢ A new MONITOR RMS command that produces a variety of statistics
related to VMS Record Management Services.

¢ The MONITOR MODES command now produces statistics that pertain to
symmetric multiprocessor systems.

* The MONITOR IO command now produces data for split transfers.
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MONITOR Description

The Monitor Utility (MONITOR) is a system management tool that enables
you to obtain information on operating system performance. Using
MONITOR, you can monitor classes of systemwide performance data (such
as system I/O statistics, page management statistics, and time spent in each
of the processor modes) at specifiable intervals, and produce several types of
output.

To monitor a particular class of information, you specify the class name
corresponding to the information class on the MONITOR command line. For
example, to monitor page management statistics, specify the PAGE class name
in the MONITOR command. MONITOR collects system performance data by
class and produces the following three forms of optional output:

* A disk recording file in binary format
® Statistical terminal displays

® A disk file containing statistical summary information in ASCII format

The utility initiates a single MONITOR request for the classes of performance
data specified each time you enter a command in the following form:

MONITOR [/qualifier{,...]] classnamel,...] [/qualifier{,...]]

Regardless of the order in which you specify class-name parameters,
MONITOR always executes requests in the following sequence:

PROCESSES
STATES
MODES

PAGE

10

FCP

POOL

LOCK

DECNET
FILE_SYSTEM_CACHE
DISK

DLOCK

SCS

SYSTEM
CLUSTER

RMS
MSCP_SERVER

Depending on the command qualifiers specified, MONITOR collects system
performance data from the running system or plays back data recorded
previously in a recording file. When you play back data, you can display
it, summarize it, and even rerecord it to reduce the amount of data in the
recording file. The Examples section illustrates these operations in greater
detail.

For additional information about interpreting the information the Monitor
Utility provides, see the Guide to VMS Performance Management.

MON-1
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MONITOR Description

Class Types

Each MONITOR class consists of data items that, taken together, provide
a statistical measure of a particular system performance category. The
data items defined for individual classes are listed in the description of
the MONITOR command in the Commands section.

There are two MONITOR class types, differentiated by the scope of the data
items collected:

*  System Classes, in which the data items provide statistics on resource
utilization for the entire system (CLUSTER, DECNET, DLOCK, FCP,
FILE_SYSTEM_CACHE, IO, LOCK, MSCP_SERVER, PAGE, POOL,
STATES, SYSTEM).

¢ Component Classes, in which the data items provide statistics on
the contribution of individual components to the overall system or
cluster. These classes are DISK, MODES, PROCESSES, RMS (Record
Management Services), and SCS (System Communication Services).

As an example of the distinction between MONITOR class types, the IO
class includes a data item to measure all direct I/O operations for the entire
system and is therefore a system class. The DISK class measures direct I/O
operations for individual disks, and is therefore a component class.

Class-Name Qualifiers

The class-name qualifiers control the type of display and summary output
format generated for each class name specified. They have no effect on

the recording of binary data. Each of these qualifiers applies only to the
immediately preceding class name. Class-name qualifiers must not appear as
part of the command verb. Table MON-1 summarizes class-name qualifiers
and defaults.

Table MON-1 MONITOR Class-Name Qualifiers

Class Name Qualifiers Defaults
ALL _CLASSES /ALL /AVERAGE /CURRENT See Commands section.
. /MAXIMUM /MINIMUM
CLUSTER /ALL JAVERAGE /CURRENT JCURRENT
/MAXIMUM /MINIMUM
DECNET /ALL /AVERAGE /CURRENT JALL
/MAXIMUM /MINIMUM
DISK J/ALL /AVERAGE /CURRENT /ITEM JALL /ITEM=OPERATION..
/MAXIMUM /MINIMUM /[NOJPERCENT RATE
/NOPERCENT
DLOCK JALL /AVERAGE /CURRENT JALL
/MAXIMUM /MINIMUM
FCP /ALL /AVERAGE /CURRENT JALL
/MAXIMUM /MINIMUM
FILE_SYSTEM_CACHE /ALL /AVERAGE /CURRENT JALL

MON-2
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MONITOR Description

Table MON-1 (Cont.) MONITOR Class-Name Qualifiers

Class Name Qualifiers Defaults
10 JALL /AVERAGE /CURRENT JALL
/MAXIMUM /MINIMUM
LOCK /ALL /AVERAGE /CURRENT JALL
. /MAXIMUM /MINIMUM
MODES JALL /AVERAGE /[NOJCPU /CURRENT /NOCPU /CURRENT

MSCP_SERVER

PAGE

POOL

PROCESSES
RMS

SCs

STATES

SYSTEM

/MAXIMUM /MINIMUM /[NO]PERCENT

/ALL /AVERAGE /CURRENT
/MAXIMUM /MINIMUM

/ALL /AVERAGE /CURRENT
/MAXIMUM /MINIMUM

/ALL /AVERAGE /CURRENT
/MAXIMUM /MINIMUM

/TOPBIO" /TOPCPU /TOPDIO /TOPFAULT

/ALL /AVERAGE /CURRENT /FILE
/ITEM /MAXIMUM /MINIMUM

/ALL /AVERAGE /CURRENT /ITEM
/MAXIMUM /MINIMUM /[NO]PERCENT

/ALL /AVERAGE /CURRENT
/MAXIMUM /MINIMUM /[NOJPERCENT

JALL /AVERAGE /CURRENT
/MAXIMUM /MINIMUM

/NOPERCENT
JALL

/ALL
JALL

None

/ITEM=OPERATIONS
JALL

/ALL /ITEM=KB_MAP
/NOPERCENT

/CURRENT /NOPERCENT

JCURRENT

Following are the three categories of class-name qualifiers:

e Statistics qualifiers (/ALL, /AVERAGE, /CURRENT, /MAXIMUM, and
/MINIMUM) specify which statistics appear in display and summary
output. These are conflicting qualifiers; specify no more than one of
these qualifiers with each class name in a MONITOR request. Statistics
qualifiers cannot be used with the PROCESSES class name or for multifile

summmaries.

¢ The data transformation qualifier (/[NO]JPERCENT) controls whether data
for the selected class name is expressed as percentages of a whole. This
qualifier can be used only with the STATES, DISK, MODES, and SCS*
class names, and is not allowed for multifile summaries.

e Class-specific qualifiers (/CPU, /ITEM, /FILE, /TOPBIO, /TOPCPU,
/TOPDIO, and /TOPFAULT) control the output of a specific class.

- /CPU is used with the MODES class name to produce information
for specific CPUs in a multiprocessor configuration.

- /ITEM is used with the component statistics class names DISK, RMS,
and SCS to specify one or more data items for inclusion in display or

summary output.

- /FILE is used with the RMS class name to specify the RMS file to
which a MONITOR RMS command applies.

MON-3
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MONITOR Description

-~ /TOP is used with the PROCESSES class name to produce bar
graphs showing the top processes instead of the standard summary
and display output. Top processes are the heaviest consumers of the
resource being monitored. Up to eight processes can be shown in
each display. Note that the /TOP qualifiers are mutually exclusive.
Specify no more than one in a single request.

Output Types

MONITOR can produce any combination of three forms of output for any
single MONITOR request. The forms are display output, recording file
output, and summary output. Output forms are specified with the /DISPLAY,
/RECORD, and /SUMMARY qualifiers, as follows:

e /DISPLAY produces output in the form of ASCII screen images. Screen
images are written at a frequency governed by the /VIEWING_TIME
qualifier.

¢ /RECORD produces a binary recording file containing data collected for
requested classes; one record for each class is written per interval.

¢ /SUMMARY produces an ASCII file containing summary statistics for all
requested classes over the duration of the MONITOR request.

If you specify /INPUT with any of these qualifiers, MONITOR collects
performance data from one or more previously created recording files;
otherwise, data is collected from counters and data structures on the running
system. The.-MONITOR request begins and ends at times specified by the
/BEGINNING and /ENDING qualifiers respectively.

Display Output

MON-4

Display output consists of a series of terminal screen images. One screen
image for each requested class for each requested viewing interval is
produced. You can use any terminal supported by VMS with dimensions of
at least 80 columns by 24 rows. (You might have to enter the DCL command
SET TERMINAL to set the proper dimensions.) Display output can also be
routed to a file for subsequent printing.

The amount of time between screen displays is determined by the
/VIEWING_TIME value. Effective viewing time varies, however, depending
on whether you are running MONITOR on your local system or on a remote
node. (Remote in this context refers to use of the SET HOST command to
access another node.) For remote access, the time required to display the
screen is included in the viewing time, while for local access this time is not
included. Therefore, use a larger viewing time than the 3-second default
when running MONITOR on a remote system. The value appropriate for
remote access depends on your terminal baud rate. For a 9600-baud terminal
line, 6 seconds is a reasonable viewing time. For lower-speed lines, increase
the viewing time appropriately.

By pressing CTRL/W, you can temporarily override the /VIEWING_TIME
value and generate a new display immediately following the current one.
This feature is useful when the MONITOR display area has been overwritten
by an operator message. You can also use CTRL/W in conjunction with a
large /VIEWING_TIME value to generate display events on demand.



3.2

3.3

MONITOR Description

Display Data

All displayable data items are rates or levels except in the PROCESSES class.
Rates are shown in number of occurrences per second. A level is a value that
indicates the size of the monitored data item. '

MONITOR can display any of four different statistics for each data item, as
follows:

¢  Current rate or level
* Average rate or level
¢ Minimum rate or level

¢ Maximum rate or level

Average, minimum, and maximum statistics are measured from the beginning
of the MONITOR request. The current statistic is the most recently collected
value for the rate or level. Any or all of the statistics can be requested. For
the DISK, MODES, SCS, and STATES classes, all statistics can be expressed
as percentages.

Screen Formats

There are two basic screen formats used for displaying MONITOR class
data: the single-statistic screen and the multiple-statistic screen. The formats
vary slightly depending on whether the class being displayed is a system or
component class.

The following three characteristics occur in both screen formats:

¢ The date and time appearing in the heading of each screen refer to the
time the displayed data was originally collected.

* The name of the node on which the data was originally collected also
appears in the heading (except when playing back files that do not
contain node name information or when displaying CLUSTER class data).
The node name is obtained from the SCSNODE system parameter or,
if SCSNODE is null, from the SYSSNODE logical name established by
DECnet.

* The bottom line of the display is used for status information about the
current MONITOR request.

- If data collection is from a file of previously recorded monitor data,
the word PLAYBACK appears at the left margin of the line. If the
currently running system is being monitored, the word does not
appear.

- If a summary file has been requested, the word SUMMARIZING
appears in the middle of the line. If not, it does not appear.

- If creation of a recording file has been requested, the word
RECORDING appears at the right margin of the line. If not, it
does not appear.

The PROCESSES, SYSTEM, AND CLUSTER classes have unique screen
formats. ‘
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MONITOR Description

3.3.1

Single-Statistic Screen for System Classes

This bar-graph style screen is used whenever one statistic (current, average,
minimum, or maximum) is requested. Example MON-1 shows the maximum
statistic for the STATES class. For other classes and statistics, the screen
format remains the same with different heading and data item descriptions.
If the display of percentages is requested, the percent symbol ( % ) appears in
the title and next to the numbers along the top of the graph. All values in
this screen format are rounded up or down to seven whole numbers (except
percentages, which are rounded to three whole numbers).

Example MON-1 Single-Statistic Screen

Collided Page Wait

Mutex & Misc Resource Wait
Common Event Flag Wait
Page Fault Wait

Local Event Flag Wait
Local Evt Flg (Outswapped)
Hibernate

Hibernate (Outswapped)
Suspended
Suspended (Outswapped)

VAX/VMS Monitor Utility
PROCESS STATES
on node SAMPLE
31-DEC-1988 16:09:53

Free Page Wait

Compute

Compute (Outswapped)

Current Process

0 10 20 30 40
D e T +
1 |x
3 | k%%
|
2 [**
28 | sektarorokokotok ook sk ok ok sk sk skok ks o e
4 |kkkx
11 [ orkokokaoor sk
!
2 | *x*
!
|
|
4 | xkkk
1 i*
1 |*
R T S +

MON-6

3.3.2

Multiple-Statistic Screen for System Classes

This tabular-style screen is used whenever all four statistics are requested with
the /ALL class-name qualifier. Example MON-2 shows a multiple-statistic
screen. The precision of the data items is seven whole and two decimal
places. For each class, the screen format remains the same with different
heading and data item descriptions.

If you request the display of percentages, as in Example MON-3, the percent
sign (%) appears in the title and the headings, and the figures: consist of
three whole and one decimal place.



MONITOR Description

Example MON-2 Sample Multiple-Statistic Screen

VAX/VMS Monitor Utility
PAGE MANAGEMENT STATISTICS
on node SAMPLE
31-DEC-1988 16:13:38

CUR AVE MIN MAX
Page Fault Rate 58.00 38.33 18.66 58.00
Page Read Rate 18.00 16.33 14.66 18.00
Page Read I/0 Rate 3.33 3.16 3.00 3.33
Page Write Rate 45.00 22.50 0.00 45.00
Page Write I/0 Rate 1.66 0.83 0.00 1.66
Free List Fault Rate 26.33 15.66 5.00 26.33
Modified List Fault Rate 4.66 3.83 3.00 4.66
Demand Zero Fault Rate 12.00 7.66 3.33 12.00
Global Valid Fault Rate 11.33 7.83 4.33 11.33
Wrt In Progress Fault Rate 0.00 0.00 0.00 0.00
System Fault Rate 24.33 12.83 1.33 24.33
Free List Size 3356.00 3321.50 3287.00 3356.00
Modified List Size 1.00 70.00 1.00 139.00

Example MON-3 Sample Multiple-Statistic Screen (Data Expressed as Percentages)

VAX/VMS Monitor Utility
TIME IN PROCESSOR MODES (%)
on node SAMPLE
31-DEC-1988 16:13:38

CURY, AVE), MINY MAX%
Interrupt Stack 20.3 21.9 20.3 23.6
MP Synchronization 0.0 0.0 0.0 0.0
Kernel Mode 23.0 23.8 23.0 24.6
Executive Mode 3.0 3.5 0 24.6
Supervisor Mode ] 0.0 0.0 0.0 0.6
User Mode - 51.3 46.9 42.6 51.3
Compatibility Mode 2.3 3.6 0.0 3.9
Idle Time 0.0 0.0 0.0 94.9

3.3.3 Component Classes Screen

For all component classes except RMS and MODES, only one data item for
each component is displayed on each screen. The item is identified in the
upper left of the screen. Components for which statistics are reported appear
in the left column of the screens. If more than one item keyword is specified
with the /ITEM qualifier or if /ITEM=ALL is specified, a new screen appears
for each item selected. For example, the following command would produce
the output of the format shown in Example MON-4:

MONITOR DISK/ITEM=(OPERATION_RATE, QUEUE_LENGTH)

MON-7
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MONITOR Description

Example MON—4 Sample Component Statistics Screens

VAX/VMS Monitor Utility
DISK I/0 STATISTICS
on node SAMPLE
31-DEC-1988 20:08:42

I/0 Operation Rate CUR AVE MIN MAX
DRA2: SAMPLEPAGE 0.00 0.03 0.00 0.33
DRB1:- ACCREG 0.00 0.00 0.00 0.00
DRC3: . VMS_X20R 1.99 0.19 0.00 1.99
DRC4:  SAMPLESECDO1 0.00 0.00 0.00 0.00
DBA3: " " UMASTER 0.00 0.00 0.00 0.00
DBAS: ' - % MIDNITE 0.00 0.00 0.00 0.00
DRA7: . _ RES28APR 0.00 0.00 0.00 0.00
DUA4: RESC6AUG 0.00 0.00 0.00 0.00
DUAS: ; VMSDOCLIB 0.00 0.00 0.00 0.00
DUA7: . QLD_QVSS$ o 0.00 0.00 0.00 0.00
VAX/VMS Monitor Utility
DISK I/0 STATISTICS
on node SAMPLE
31-DEC-1988 20:08:45
I/0 Request Queue Length CUR AVE MIN MAX
DRA2: SAMPLEPAGE 0.00 0.00 0.00 0.00
DRB1: ACCREG 2.00 1.43 0.00 4.00
DRC3: VMS_X20R 0.00 0.00 0.00 0.00
DRC4: SAMPLESECDO1 0.00 0.00 0.00 0.00
DBA3: UMASTER 0.00 0.00 0.00 0.00
DBAS: MIDNITE 0.00 0.00 0.00 0.00
DRA7: RES26APR 0.00 0.00 0.00 0.00
DUA4: RESO6AUG 0.00 0.00 0.00 0.00
DUAS: VMSDOCLIB 0.00 0.00 0.00 0.00
DUA7: 0LD_QVSs$ 0.00 0.00 0.00 0.00

Recording File Output

A recording file is a VAX RMS sequential disk file that is created when a
MONITOR request includes the /RECORD qualifier. A record of binary
performance data is written to this file once per interval for each requested
class; the record contains a predefined set of data for each of the requested
performance classes. The file is created when a MONITOR request is initiated
and closed when the request terminates. The resulting file can be used as

a source file by later requests to format and display the data on a terminal,
to create a summary file, or to record a new recording file with different
characteristics. '

All data pertaining to the class is recorded, even if you are concurrently
displaying only a single statistic or a single item of a component statistics
class.

MON-8



MONITOR Description

3.4.1 Disk Space for Recording Files
When recording is active (or display output is being routed to a disk file), you
can use large quantities of disk space in a short period of time. In particular,
if disk quota is exceeded during execution of a MONITOR request, open files
are closed, and the request is terminated prematurely. To avoid this situation,
use the information prov1ded in Appendix A to estimate the amount of disk
space required. :

When SYSTEM class data is recorded, the MODES, STATES, and
PROCESSES classes are also recorded, even if not specifically requested.
When CLUSTER class data is recorded, the MODES and DISK classes are also
recorded. To estimate disk space requirements for CLUSTER recording files,
multiply the totals for these classes by the number of nodes being monitored.
After estimating disk space requirements, check the amount of disk quota
available, and set appropnate values for /INTERVAL and /ENDING.

Refer to Appendxx A fox; exact recordmg file record sizes.

3.4.2 Recording File Versnon Compatlblhty
Before Version 5.0 MONITOR can read recording files generated by previous
MONITOR versions, you must convert the files to the current format. Use the
‘CONVERT command described in the Commands section of this document.
If you specify a list of recording files to produce a multifile summary, all
recording files must have the same format.

3.5 Summary Output

Summary output is an ASCII disk file consisting of one display screen image
for each requested class. The screen format for each class is based on the
statistic requested. The only difference in format between a display screen
and a summary screen image is that the word SUMMARY appears in the
heading along with a beginning and ending time for the period covered by
the summary. The data contained in the summaries is identical to that shown
on the final display screen (if display output was also requested) for all except
the PROCESSES/TOP, SYSTEM, and CLUSTER summaries.

Since the summary file reflects the accumuIatlon of data throughout the
MONITOR request, the average, minimum, ‘and maximum statistics are of
particular interest. For the TOP summaries of the PROCESSES and SYSTEM
classes, the data represents the top users for the entire duration of the
MONITOR request, subject to the following restriction. To be eligible for
inclusion in the list of top users, a process must be present and swapped in at
the beginning and end of the MONITOR request.

3.6 Multifile Summary Reports

Multifile summary reports provide a convenient method of combining data
from a number of recording files to compare average performance statistics
(excluding the PROCESSES and CLUSTER classes) for discrete time segments.
Use the /BEGINNING and /ENDING command qualifiers to delimit the
desired time segment (see the Qualifiers section).

MOV



MONITOR, j:f;,;l?@scription |

- To request .a multifile summary, use the /SUMMARY command qualifier, and

. specify a list of recording files with the /INPUT qualifier. Note that since
. only AVERAGE statistics are collected, you should not specify class-name

Caution:

qualifiers. Note also that multifile summaries are static; that is, they do not
provide continuously updated displays.

Version 5.0 MONITOR file structure must be common to all recording
files in the list.

361

Interpreting ‘Multifile Summary Reports |

Multifile summary reports differ from regular (single-file) reports in both
content (only AVERAGE statistics are collected) and format. MONITOR
formats multiﬁle‘report data as follows:

e By filé—This s the défault format. For each class requested, the report

Note

Page Faﬁiﬁwnate¢
S PRI P -

‘Page Fault Rate

MON-10

- % displays‘one’ column of AVERAGE statistics per input file, along with
‘beginriing and- ending times for each file. For files that contain data for
multlple nodes, there is one column per node per file.

* By node—To request this format, specify the /BY_NODE command
qualifier (with the /SUMMARY and /INPUT quahﬁers) when you create
the summary file. The report combines data for a given node from all files
into a single columnthat shows the average statistic for each data item.
The contribution of the data from each file is weighted by the amount of
time over which the data was collected (for rate items) or by the number
of collections (for:level items).

For both formats, MONITOR provides Row Sum, Row Average, Row
sMaximum, and-Row :Minimum statistics. These represent simple arithmetic

. ’eperatlons performed on all averages in each row of the report.

{
Because multlﬁle summary reports frequently contain large amounts of
data and use a 132-character format, you may want to print them. A single
page can display only five columns of data. Depending on the number
of rea:ordmg files, nodes, and classes specified, a report may extend over
many pages. In that event, Row values appear on the final page.

. :T%;té'follo’wing examples illustrate differences between single-file and
- multifile reports. In the first example, two fragments of single-file reports

are generated:on the same node from two different recording files, which
cover, respectively, a two-hour and a ten-hour period:

D T (A
" “VAX/VMS Monitor Utility
" PAGE MANAGEMENT STATISTICS

on node BLUE From: 31-DEC-1988 09:00:00
SUMMARY To: 31-DEC-1988 11:00:00
CUR AVE MIN MAX

---- . 90.00 ---- ----

VAX/VMS Monitor Utility
, PAGE MANAGEMENT STATISTICS

on node BLUE " From: 31-DEC-1988 11:00:00
SUMMARY To:  31-DEC-1988 21:00:00
CUR | AVE MIN MAX

nz s i 6.00 ---- -=--

6
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. VAX/VNS Monitor Utility

Pt MGNITOR’»Déscruptlon

! In'the next example, the corresponding “by node” multifile report fragment
for the entire period showsthat the average Page Fault Rate is weighted
toward the figure that represents the Iarger elapsed time:

PAGE MANAGEMENT STATISTICSVt

| AVE |
Hmmoo- Multifile SUMMARY , " . + .
Fepl i o
Node: ‘BLUE (2) e
From:- 31 -DEC-1988 09:00. . ,iRgw" " Row Row

Page Fault Rate

Page Fault Rate

To:

:.; Minimum  Maximum

20.00 20.00

31-DEC-198821:00 " Stim
20.00 .. '20. o

"The Row statistics provxded in“'mu nﬁle reports are not time-weighted; they
are meaningful only when. al] sinput files that contribute to the report cover
a common time period,. as;in: Example MON-6 (“by node” report for nodes
MOE, CURLEY, and.LARRY)-in Section 3.6.2. Thus, as the following example
shows, Row statxstxesrwouldipot be useful in a “by file” report for node BLUE

‘ ,because the contnbutmg files cqvered different time periods:

VAX/VMS Monrtor Utir],pxty '
- PAGE MANAGEMENT STAIISTICS
Multifile SUMMARY

BLUE - #/BLUE ©
: 31-DEC-1988 09:00 31# DEO-1988'11 00 Row Row Row Row
31-DEC-1988 11:00 - 31kDEC 1988 21:00 Sum " Average Minimum Maximum
90. 00 A . 6.00 96.0 48.0 6.00 90.00

The preceding examples ﬂlustrate how MONITOR formats multifile report
data. Each column of averages is-headed by the name of the node on which
the data was collected, the requested beginning and ending. times, and (for
reports by node) a parenthesized number signifying the number of input files
that contributed data to the celttmn. If no explicit beginning and ending times

are specified in the summaryﬁmquest the times stored in the files are listed.

4;Note that if a colup:m in a reporj by node contains data from more than

one input file, the earliest beginning time and the latest ending time among

:+all the time stamp$in those files dre'listed. Therefore, exercise caution in

interpreting “by node” reports because they may iriclude (in the listed time)
the range of a period during whlch o data was collected.

3.6.2

i

e}

Using Multifile Summary Reports in Single-Node Environments
In single-node environments, reports by file and reports by node have the
following apphcatlons -

* By file—You can use this type of report (which contains one column of
average statistics per input file) when you want to compare data from
several different time segments. The input files selected must already
contain the time segments of interest when the multifile summary is
run; the /BEGINNING and /ENDING qualifiers cannot be used for this
purpose because they can define only one time segment. If necessary,

“execute a prehmmary MONITOR command to rerecord an input file, and
write data for the desired time segment to a new file.

Example MON-S shows a multifile report generated from three input
files, each of which contained data for the period 8 ‘A:M. to noon on a
different day. Some of these files may have been created as a result of
rerecording larger files to extract only the 8 A.M. to noon time segment.

SR ’ MON-11



MONITOR Desciption

Note that the average page fault rate for a morning during the week of
11 May was 28.4, and that the daily averages for that time period ranged

By node—If you specify the /BY..NODE qualifier, you can combine data
from several input files to produce a single average statistic for each data
item. If continuous recording is implementéd, so that MONITOR data

is recorded whenever the system is up, you can produce a report that
shows averages for any time segment, regatless of how many input files
are included (up to the maximum of 5,000). ‘Use the /BEGINNING and
/ENDING qualifiers to define the ime segment of interest.

Example MON-~5 shows a ty;&iéal multifile éummary report by file for three
input files on & single node. The summary was requested with the following

“command:

MONITOR /iNPul;f(i TMAY,12MAY, 13MAY)/NODISPLAY/SUMMARY PAGE

1 287.31 2106:41 216.91

VAX/VMS Monitoy Utility -

to———w +
| AVE | - PAGE MANAGEMENT STATISTICS .
At Multifile SUMMARY
Node: YELLOW YELLOW YELLOW
From: 11-MAY-1988 08:00 12-MAY-1988 08:00 13-MAY-1988 08:00 Row  Row Row Row
To: . 11-MAY-1988 12:00 12-MAY-1988 12:00 13-MAY-1988 12:00 Sum Average Minimum Maximum
Page Fault Ratve 39.53 23.98 21.74 85.2 28.4 21.74 39.53
Page R#ad Rate 14.12 . 3.30 2.2t 19.6 6.5 2.21 14.12
Page Read I/0 Rate 1.73 0.52 ) 0.43 2.7 0.9 0.43 1.73
Page Write Rate 11.21 S 1.5% 1.11 13.7 4.6 1.11 11.21
Page Write I/0 Rate 0.11 0.0 0.01 0.1 0.0 0.00 0.11
‘Free List Fault Rate 10.28 5.00 4.73 20.0 6.6 4.73 10.28
‘Modified List Fault Rate 5.51 o 4.77 4.53 14.8 4.9 4.53 . 5.51
" Demand Zero Faylt Rate 11.58 . o 5.08 4.21 20.8 6.9 4.21 11.58
Global Valid Fault Rate 7 10.25 8.54 7.76 26.5 8.8 7.76 10.25
' ‘Wrt In Progress Fault fate *  0.03 . 0.01 0.01 0.0 0.0 0.01 0.03
System Fault Rate 0.04- < 0.09 0.05 0.2 0.0 0.04 0.09
free List Size 6829.80 7102.33 ©7271.85  21203.7 7067.9 6829.60 7271.85
Modified List Size | 684.6 208.2  210.41 257.31

1 3.6.3

MON—12

+"Using Multifile Summary Reports in Cluster Environments

_ In cluster or other multinode environments (DECnet or any set of
“noncommunicating nodes), reports by file and by node have the following
~ applications:

By file~~You can use this type of report to compare several time segments
as you would for the single-node case. By selecting the appropriate input
files, you can include in the report data from any single node or set of
nodes. S v ‘

By node—As in the single-node case, you can use this type of report to
combine data from several input files for a given node in one column
of averages. Note, however, that there is one column for each node. By

specifying the /BEGINNING and /ENDING qualifiers to select a common

time period, you can use the report to make node-to-node comparisons.
In addition, you can examine the “Row” statistics to evaluate overall
cluster performance. . .. . : R



