














































































































































































































































































































































































Appendix - 80960CA and 82596CA Implementation Notes and Errata C-5 

processor caches the current RIP in r2 of the active register 
set. However, the processor uses this cached RIP as the 
return pointer for every return operation. Hence, modifying 
the RIP in the previous stack frame, even after a flushreg, 
does not change the location to which the next ret will 
return. Programs which modify the current RIP must (1) 
execute a flushreg, (2) perform a call, a procedure which 
modifies the desired RIP in memory, and (3) execute a ret. 
Since the procedure called in step 2 will not be modifying 
its current RIP, the modified memory-based RIP will be that 
cached by the processor during the return operation in step 
3. During proper operation, modification of any previous 
stack frame contents, following a flusbreg would properly 
take effect on the subsequent return operations. 

This workaround is architecturally compatible and will be 
portable across 80960 implementations. There is, however, a 
faster work around which will not be portable. rnE 
FOLLOWING WORKAROUND MAY NOT WORK. ON 
FUTURE STEPPINGS OF THE CHIP, AND WILL NOT 
EXECUTE CORRECTLY ON ANY OrnER 80960 
IMPLEMENTATIONS. When a program desires to modify 
the current RIP, the program may modify the upper 30 bits 
of register r2 to the desired new RIP value, while preserving 
the values of the least significant two bits of the register. A 
flushreg is not required. 

j. link Pointers and RIPs. The processor may erroneously 
set one or both of the two least significant bits of a 
branch_and_link link pointer, and the two least significant 
bits of any return pointer (RIP). During proper operation 
these bits are always zero. Since the processor ignores these 
bits when the values are used by control instructions, link 
pointers and RIPs may be used directly by branches and 
calls. However, using a link pointer or RIP as a component 
of an effective address for memory operations will not work 
properly. For this version of the chip, copy the desired link 
pointer and dear the last two bits of the copy for use as a 
memory address of a load, store or atomic memory 
reference. 

k. Returning to user mode. When a supervisor procedure 
returns to the user mode procedure which called it, the 
processor does not switch back to user mode. The stack 
switch back to the procedure stack from the supervisor stack 
occurs correctly, but the processor is left in supervisor 
mode. To work around this problem, create a dummy user­
mode system procedure which calls the desired supervisor­
mode system procedure with a calIs. Upon return from the 
supervisor procedure, the dummy procedure should then 
set the processor back to user mode before returning. The 
workaround flows as follows. 
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C-6 HK80N960E User's Manual 

User-mode caller ~ calls ~User Mode System Procedure 

continue .... ~II-------I calls Oesired.J)roc -- cal/~ Oesired_proc 

set user mode ..... ~------I 

using modpc 

I--- rat ret 

FIGURE C-1. Erratum B·2-k workaround 

LId, ldl, ldt, ldq Followed by a frame spill If load multiple 
instruction (ldl, Idt, Idq) is immediately followed by a call 
or an interrupt which forces a frame spill, the load will 
properly take place, but the registers which were the 
destination of the load will remain "scoreboarded". When 
this happens, the processor will hang at the first instruction 
that attempts to access these registers. If an ld instruction is 
executed and a frame spill occurs, the data in the 
destination register MAY be corrupted. There is no simple 
workaround relative to this particular problem other than to 
suggest that the user frequently flush the internally cached 
registers to insure that frame spills won't occur. 

Erratum B-2 - Bus Controller 

a. LOCK# Deasserts Early. The LOCK# pin will deassert one 
clock prior to the last ADS# of a sequence of atomic access. 
During proper operation, the pin should deassert after the 
last ASD# of a sequence of atomic accesses. 

b. Pipelined Region Limitation. Each pipe lined region 
which has burst enabled must have Ready Control disabled 
in that region. During proper operation, the ready pins 
would be ignored during reads in a pipelined region, but 
could be used in a write to a pipelined region. 

c. Region 0 Initialization. The control table specified in the 
PRCB must contain the memory region configuration for 
region 15 in both the MCONO and MCON15 entries. If the 
user desires a memory configuration for region 0 which is 
different from that for region 15, the user's initialization 
routine must reprogram the bus controller before accessing 
region O. During proper operation, the control table 
pointed to by the PRCB would contain the accurate region 0 
configuration in MCONO. 

d. Fixed on A·4 stepping. 

e. Back-to-back accesses. When two unaligned memory 
accesses of different types (e.g., unaligned LDQ followed by 
unaligned LDL) are executed back-to-back out of the instruc­
tion cache, an error may occur. 

Revision E I July 1990 

CONFIDENTIAL. For Heurikon customers only. 



• Appendix - 80960CA and 82596CA Implementation Notes and Errata C-7 

f. Pipelined Fetches. A two clock delay is encountered in a 
region programmed for pipelined accesses. This delay is 
only encountered for instruction fetches, not for loads or 
stores. The expected operation for a pipelined fetch is as 
follows (A = Address; D = Data): 

ADD D D 
ADD D D 

ADD D D 

However, the A4-stepping of the 80960CA performs a 
pipelined access as follows: 

ADD D D 
X X ADD D D 

X X ADD D 

This, of course, reduces the bandwidth of the pipelined bus. 

g. Burst Fetches. A one clock delay is encountered in a 
region programmed for burst access. This delay is only 
encountered for instruction fetches, not for loads or stores. 
The expected operation for a burst fetch is as follows (A = 

Address; D = Data): 

ADD D DAD D D DAD D D D 

However, the A4-stepping of the 80960CA performs a burst 
fetch as follows: 

ADD D D X ADD D D X ADD D D 

This, of course, also reduces the bandwidth of the pipelined 
bus. 

Erratum B-3 - Instruction cache 

a Cache Disable Mode. The cache disable configuration of 
the instruction cache turns off most, but not all, of the 
cache. When disabled, the cache will still cache two lines 
(16 words) of instructions. During proper operation, the 
entire cache would be disabled. 

h. Cache Flushing The sysctl command to invalidate the 
instruction cache does not work. Furthermore, a sysctl reini­
tialize command does not flush the instruction cache as 
part of the software reset sequence. To invalidate the 
instruction cache, call a permanently located procedure 
longer than 256 words. 

c. Cache Control Initialization. Although the instruction 
cache is successfully invalidated by a hardware chip reset, 
the cache replacement logic does not reset in a 
deterministic fashion. This makes it impossible to syn­
chronously reset two processors to run in lock-step using 
only the RESET# pin. A possibleworkaround would be to 
have initialization routines in each processor perform a 
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cache flush as described above, then issue an external read 
to a ftxed address, allowing external hardware to 
synchronize the processors. 

Erratum B-4 - Register Cache 

a. Local Register cache Size. Programming a register cache 
size of 0 causes 15 sets to be allocated. During proper oper­
ation, the register cache should be disabled by 
programming 0 frames. 

Erratum B-5 - DMA 

a. Temporary Lockout Condition. The DMA controller 
could be frozen out by a user program which continually 
issues one-clock MEM-side instructions every clock. For 
example, a program which swamps the MEM-side of the 
processor with Ida instructions could delay the DMA 
controller by as long as the longest uninterrupted sequence 
of ldas. This situation is rare for general code. For highly 
optimized code, the DMA delay could range from just a few 
clocks to the length of the optimized loop. There is no gen­
erally acceptable workaround. During proper operation, the 
user's program would not lock out the DMA. 

h. On-chip Data RAM as a Source. The DMA will lock up if 
the source for a channel is in the internal data RAM. The 
DMA operates properly if only the destination is in internal 
data RAM. During proper operation, either the source or 
destination (or both) of a DMA transfer could be in data 
RAM. 

c. DACK3:0#. The DACK3:0# pin associated with an access 
will stay active during Nxda cycles. During proper opera­
tion, the DACKx# pin which is asserted during a cycle would 
go high (inactive) during Nxda clocks. In addition, when a 
DMA-related bus transfer is pipelined with the following bus 
transfer, the DACKx# associated with the access will go high 
when the pipelined address for the next transfer appears. 
During proper operation, the DACKx# pin should go high 
after the last data cycle of the DMA transfer. 

d. Data Chaining Fly-by. Fly-by transfers do not operate 
properly when data-chained. As a result, data chaining fly­
by DMA transfers is not supported on this version of the 
chip. 

e. Data Chaining Alignment. When chaining with the 16-32 
and 32-16 bit modes, the source address and destination 
addresses must be aligned to the source and destination 
widths, respectively. During proper operation, there would 
be no such requirement. 

f. Byte Count and EOPI. When an 8-32 or 16-32 bit destina­
tion synchronized demand transfer is terminated by an 
EOP# input, the final byte count will be less than the actual 
byte count by exactly 4 bytes. Source synchronized transfers 
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provide a correct byte count when terminated with an EOP# 
input. During proper operation, the byte count would reflect 
the actual number of bytes actually written to the destina­
tion when destination synchronized. 

g. EOP during 8-32 bit transfers. If an EOP occurs during 
the last cycle of an 8-32 DMA transfer, the final byte(s) may 
be stored in consecutive destination addresses. This will 
only occur if the last word cannot be stored to a word 
aligned address. 

h. Corrupted 16 bit transfers. 16-32, 32-16 and 16-16 bit 
transfers may corrupt data when buffers are not aligned to 
the "natural" boundaries while in the chaining mode. 

i. EOP/TC too early. When programmed as an output the 
EOP fTC pin can potentially be asserted before the last 
DACK. This can only occur when the DMA channel is pro­
grammed in the DSDEM or destination synchronized 
demand transfer mode. 

Erratum 8-6 - Interrupts 

a. Temporary Lockout Condition. No interrupt will be ser­
viced between two back-to-back instructions which are 
micro-flows (Machine type = .). RISe nop instructions 
could be inserted between long micro-flow instructions (e.g., 
flushreg, sysctl) to reduce the spot interrupt latency; 
however, there is no generally acceptable workaround. 

b. One Software Interrupt Per Priority. When the proces­
sor services an interrupt which was posted with the sysctl 
instruction, it clears the correct pending priority bit in the 
interrupt table without checking the associated pending pri­
orities field for other interrupts. As a result, any other soft­
ware posted interrupts which are also pending at the same 
priority level are lost. External interrupt requests are not 
affected. One workaround is to post no more than one 
interrupt per priority level with the sysctl instruction. If 
more than one software-interrupt per priority level is 
required, a software interrupt handler could check the 
pending interrupt bits associated with its priority, and re­
post remaining interrupts using the sysctl instruction. 

c. "Posting" Priority Zero. When the syscd instruction is 
used to post a priority zero interrupt, the processor does 
not check all memory-based pending interrupt bits. Under 
normal operation, posting a priority zero interrupt should 
cause the processor to check the entire pending interrupt 
portion of the interrupt table for interrupts. This deviation 
is bothersome for multiprocessor applications. There is no 
general workaround. Workarounds will be application 
specific. 

d. Inoperative Mask Saving. The interrupt controller option 
which governs the handling of the interrupt mask must be 
set to 002, disabling special mask handling. If any other 
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option is specified the interrupt mask will be cleared during 
an interrupt service and its proper value will be lost. If a 
workaround is required, interrupt handlers may save and 
clear the interrupt mask upon entry. However, the absence 
of the mask saving options precludes the use of a level sen­
sitive priority 31 interrupt. All priority 31 interrupts must be 
edge sensitive in this version of the chip. During proper 
operation, the interrupt mask handling options should allow 
the user to specify what is done to the interrupt mask as an 
automatic part of processor interrupt handling. 

e. Pending Field Consistency Required. If, when reading 
the memory-based pending interrupts field of the interrupt 
table, the processor detects a mismatch between the pend­
ing priorities field and the pending interrupt field, proces­
sor state will be corrupted. This mismatch can occur if an 
external agent only half-posts an interrupt by setting a bit in 
the pending priorities field without setting a bit in the asso­
ciated pending interrupts field. Proper enforcement of 
locked atomic accesses among multiple agents should 
prevent this situation. 

f. DMA and interrupts. The DMA suspension option for 
interrupt handling must be selected. If the DMA is not sus­
pended during interrupt context switches, the processor 
could cease to operate properly. 

g. NMI Lockout. If the NMI interrupt handler does a software 
reset, all future interrupts will be locked out. The only 
workaround is not to do a software reset while handling an 
NMI interrupt. 

Erratum B-7 - Faults 

a. Unaligned. Although the processor correctly performs 
unaligned memory accesses when the unaligned fault is dis­
abled, the processor will hang up if an unaligned access 
occurs when the fault is enabled. During proper operation, a 
fault should be generated when an unaligned memory 
access is issued and the unaligned fault is enabled. 

b. Invalid Opcode in the User Mode. An instruction which 
faults due to an invalid opcode may also cause an sfr pro­
tection fault. During proper operation, only the invalid op­
code fault would be generated. 

c. Trace Controls on a return. On a return from a non­
trace fault handler to a user mode procedure, the Trace 
Controls Register (TC) is restored to its value prior to the 
fault. As a result, any modification of TC by a non-trace fault 
handler will be lost when the handler is returning to a user 
mode program. Furthermore, the TC event bits are 
automatically cleared during every return from a trace-fault 
handler. During normal operation the TC would not be 
altered by a return from a fault handler. 
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d. Trace Faults on Faults and Interrupts. A Trace Fault will 
not be taken after an implicit call even if Call Trace is 
enabled. To regain implicit call trace, place fmark instruc­
tions at the beginning of each fault handler. (Interrupts are 
not expected to generate implicit call faults. Neither K-series 
nor C-series processors do so.) 

e. Data Address Breakpoint Fault. When a Data Address 
breakpoint fault occurs on a ca1lx, or any call with a frame 
flush, the return IP (RIP) reported will be that of the call. 
The RIP should point to the first instruction of the called 
procedure. The trace fault handler must detect this condi­
tion and adjust the RIP before returning. 

f. sysctl and Faults. No fault is generated when an unimple­
mented message is specified as an operand of the sysctl 
instruction. During proper operation, an operation. operand 
fault should be generated. 

g. Fault which shouldn't. An instruction fetch from the on­
chip data RAM will cause an operation-unimplemented fault 
even if the fetched data was not executed. During proper 
operation, this fault should only be generated if the proces­
sor attempts to execute data which was fetched from the 
data RAM. 

h. Data Address Breakpoints on stacks and tables. If a 
data address breakpoint occurs on a memory access associ­
ated with the processor's interrupt or fault context switches, 
or execution of a calls instruction, the fault may not be sig­
naled. If it is signaled, the assodated fault record may be 
incorrect and the Trace Controls Register (TC) may be 
trashed. During proper operation, the data address break­
point fault would be signaled after completion of all opera­
tions associated with these microcoded sequences. For this 
version of the silicon, it is recommended that data address 
breakpoints not be set on the system procedure table, fault 
table, interrupt table, or stack locations which will contain 
interrupt records or fault records. 

i. Pre-return Trace. When a pre-return trace event occurs, a 
return trace is also signaled even if return trace was not 
enabled. The return trace event bit in the trace controls is 
erroneously set and the sub-type field of the fault record 
correctly reports a pre-return trace and incorrectly reports 
a return trace event. During proper operation, the TC event 
flags are only set if the associated TC mode is enabled. 

j. Call trace on calls. A calls instruction currently signals 
both a supervisor trace event and a call trace event, even if 
the call is a local (non-supervisor) call. During proper 
operation, a system call (calls) should always signal a call 
event. The instruction should also signal a supervisor trace 
event if the system call is a supervisor call from user mode. 
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Address 

OH-oFFH 

100H-3FFH 

c urrent 
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k. Trace Control Event Bits. The modtc instruction does 
not allow modification of the breakpoint event bits in the 
Trace Controls Register (TC). During proper operation, all 
event bits are open to modification by a modtc instruction. 

1. No Unimplemented sfr fault. The processor does not 
signal a fault when the program attempts to access an 
unimplemented special function register. During proper 
operation a fault should be signaled. 

m. Trace Fault stack problem. When a trace fault handler is 
serviced without a stack change, and the stack pointer (SP) 
prior to the fault is greater than FP+64 and is quad-word 
aligned, the processor clobbers the last word on the stack 
during the fault context switch. This condition occurs when 
a user mode trace fault handler is invoked when the proces­
sor is executing in user mode, and when a supervisor mode 
fault handler is invoked when the processor is executing in 
supervisor mode. The condition cannot occur when a 
supervisor mode fault handler is invoked when the 
processor is executing user mode code. 

n. Protection faults and Data RAM. During proper opera­
tion, a user-mode attempt to write to protected data RAM 
should fault while attempts to read the data RAM are 
allowed even if protected. Supervisor mode programs may 
freely read and write any data RAM, protected or not. The 
first 256 bytes of data RAM are always protected while the 
remainder of the data RAM is optionally protected. The 
current version of the device operates as follows: 

d eVlce operation 
Protected? User-Mode Read User-Mode Write 

Always 

No 

Yes 

Faults, but shouldn't Faults 

Read completes Write blocked 

No fault No fault 

Read completes Write wrongly blocked 

Faults, but shouldn't Faults 

Read Completes Write blocked 

Supervisor reads and writes of any data RAM complete cor­
rectly with no faults. 

o. Fault Type and Subtype errata. Table C-3 lists the errant 
fault .types and subtypes generated by this version of the 
device and the types and subtypes which should be 
generated during proper operation. Fault types or subtypes 
not listed are properly generated by this version of the 
device. 
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TABLE C-3 
Errant an d correct f au t types an d su bt types 

Condition 

Unaligned memory access 

Attempt to execute from on-chip 
RAM 

Reference to unimplemented sfr 

Invalid sysctl message 

Protected RAM write in user mode 

Protection-length 

Fault Generated Correct Fault 

Operation-implemented Operation - unaligned 

Type-mismatch Operation - unimplemented 

None Operation - unimplemented 

None Operation - invalid operand 

Type-mismatch Protection - page rights 

Subtype bit 0 Subtype bit 1 

Erratum 8-8 - Parallel Faults 

Parallel faults exhibit unexpected operation when the following 
conditions occur and the processor is executing with the NlF bit 
cleared. When the NlF bit is set, parallel fault conditions will not 
occur (except item [eD. 

a. Lost Branch Trace. When branch trace is enabled, and a 
branch executes in parallel with another instruction that 
causes a non-trace fault, the branch trace fault will not be 
seen. During proper operation, both faults would be 
reported at once with a parallel fault 

h. Two Faults, not One: Parallel Branch. When branch 
trace is enabled, and a branch executes in parallel with 
another instruction that causes a breakpoint trace fault, the 
branch trace fault will be seen after the breakpoint trace 
fault. During proper operation, both faults would be 
reported at once with a parallel fault 

c. Two Faults, not One: Parallel R-M. If a REG-side and a 
MEM-side instruction are issued in parallel, and there is an 
IP breakpoint set on the REG instruction, any fault arising 
from the MEM instruction will be seen prior to the break­
point fault. During proper operation, all faults for both 
instructions should be reported in a single parallel fault 
record. 

d. Invalid Fault Record. If both a zero-divide fault and an 
integer overflow fault from a multiply are reported in the 
same parallel fault record, the IP of the faulting multiply 
instruction and its associated fault record will be invalid. 
This situation occurs if an instruction which will cause a 
zero-divide fault is issued before the fault from a prior mul­
tiply is signaled. During proper operation, both faults would 
be correctly reported in a parallel fault record. 

e. Parallel Faults in NIF Mode. When NIF is set: if a REG-side 
and MEM-side instruction could have been issued in paral­
lel, all faults arising from the REG instruction and the MEM 
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instruction are reported in a single parallel fault record. 
During proper operation, the faults related to the two 
instructions would be reported through two faults, with the 
REG-related fault first. 

C.1.2 80960CA Step B 1 

C.1.2.1 Type A Errata - Anomalies That Have Serious 

Consequences 

None identified. 

C.1.2.2 Type B Errata - Anomalies That Have 

Performance/Specification Implications 

Erratum B-1 - Bus Controller 

a. Pipelined Fetches. A two clock delay is encountered in a 
region programmed for pipe lined accesses. This delay is 
only encountered for instruction fetches, not for loads or 
stores. The expected operation for a pipelined fetch is as 
follows (A = Address; D = Data): 

ADD D D 
ADD D D 

ADD D D 

However, the B-stepping of the 80960CA performs a 
pipelined access as follows: 

ADD D D 
X X ADD D D 

X X ADD D 

This, of course, reduces the bandwidth of the pipelined bus. 

b. Burst Fetches. A one clock delay is encountered in a 
region programmed for burst access. This delay is only 
encountered for instruction fetches, not for loads or stores. 
The expected operation for a burst fetch is as follows (A = 
Address; D = Data): 

ADD D DAD D D DAD D D D 

However, the B-stepping of the 80960CA performs a burst 
fetch as follows: 

ADD D D X ADD D D X ADD D D 

This, of course, also reduces the bandwidth of the pipelined 
bus. 
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Erratum B-2 - Reset Related 

a. Self-Test Implementation Flaw. Unlike the A-stepping, 
the B-stepping does implement the self-test feature. 
However, a microcode flaw prevents it from being properly 
used. In order for the processor to initialize, you will need 
to tie STEST low (pin B02). 

C.1.2.3 Type C Errata - Anomalies That Have Definitional 

Implications 

Erratum C-l - Instruction Cache 

a. Cache Disable Mode. When the instruction cache is dis­
abled, two cache lines (16 words) of the cache remain 
enabled. These two lines are not part of the 1024 byte cache, 
but they are more or less a cache queue. Given the burst 
and pipe lining capability of the 80%OCA's bus, disabling 
the entire cache is a relatively difficult task. We would 
appreciate· feedback relative to addressing this problem. 

Erratum C-2 - Register Cache 

a. Local Register Cache Size. Programming a register cache 
size of 0 causes 15 sets to be allocated. During proper oper­
ation, the register cache should be disabled by program­
ming 0 frames. 

Erratum C-3 - Faults 

a. Data Address Breakpoint Fault. When a Data Address 
breakpoint fault occurs on a callx, or any call with a frame 
flush, the return IP (RIP) reported will be that of the call. 
The architecture states that the RIP should point to the first 
instruction of the called procedure. The trace fault handler 
must detect this condition and adjust the RIP before 
returning. 

b. Data Address Breakpoints on stacks and tables. If a 
data address breakpoint occurs on a memory access associ­
ated with the processor's interrupt or fault context switches, 
or execution of a calls instruction, the fault may not be sig­
naled. If it is signaled, the associated fault record may be 
incorrect and the Trace Controls Register (TC) may be cor­
rupted. During proper operation, the data address break­
point fault would be signaled after completion of all opera­
tions associated with these microcoded sequences. For this 
version of the silicon, it is recommended that data address 
breakpoints not be set on the system procedure table, fault 
table, interrupt table, or stack locations which will contain 
interrupt records or fault records. 
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Erratum C-4 - Bus Controller 

a. Pipelined Region Limitation. Each pipelined region 
which has burst enabled must have Ready Control disabled 
in that region. During proper operation, the ready pins 
would be ignored during reads in a pipelined region, but 
could be used in a write to a pipelined region. 

C.2 82596CA 

C.2.1 

The details of 82596CA versions have been provided by Intel 
Corporation for Heurikon customers only and must remain 
confidential. 

Erratum 1 - FIFO Operation Failure Region 

Description: Corrected in the 82596A-l stepping. 

C.2.2 Erratum 2 - Truncated Frame on Transmit 

Description: If CRS# deasserts (resulting from the end of a receive) dur­
ing a 29-system-clock window that occurs near the time of 
the 82596 Transmit Command Block structure bus accesses, 
then the 82596 can transmit a truncated frame. The problem 
only occurs when all the following conditions are true. 

Consequences: 

Solutions: 

Solution 1 

• When using the Flexible Data Structure for transmit. 

• The byte count in the transmit command block is 
greater than zero. 

• The receive unit of the 82596 is receiving a frame with a 
destination address matching the 82596 address. 

• A Transmit command is currently processing. 

The 82596 will append an apparently correct CRC even if 
the truncation occurs. The receiving station will receive the 
frame without detecting a CRC error. 

If the receiving station does not compare the number of 
bytes received with the . length field within the frame, the 
missing bytes can cause errors that will propagate to the 
upper layers of software. 

When using the Flexible data structures, the byte count in 
the Transmit Command Block should be set to less than 54 
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C.2.3 

Solution 2 

bytes. If truncation occurs, the 82596 will transmit a frame of 
less than 64 bytes. Receiving stations will reject this short 
frame. 

Note: Short frames are quite common due to collisions, 
especially on networks meeting the proposed 10BASE-T 
standard. 

Use 82586-compatible or simplified data structures. 

Erratum 3 - Receive Unit (RU) Start When RU Active 

Descri ption: If the Receive Unit (RU) is in the ready state, and an RU 
Start command is attempted, there is a small time-window 
in which the Receive Frame Descriptor list will be linked 
incorrectly. The state of the Receive Unit can be found in 
the RUS field of the System Control Block (SCB) Status 
word. An RU Start command is performed through the RUC 
field of the SCB Command word. The SCB Status and 
Control words are shown in Figure C-2. 

Consequences: 

Solution: 

Command Word 
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 

Status Word 
15 14 13 12 11 10 09 08 07 06 05 04 03 02 01 00 

FIGURE C·2. Erratum 3 system control block status 
and control words 

Incorrectly linking the Receive Frame Descriptors or 
Receive Buffer lists can cause lost or corrupted data in the 
receiving system. 

Before attempting an RU Start command through the RUC 
field, check the RU Status bits. If the status field indicates 
Ready (100 in 82586 Mode or xlOO in 32-bit Segmented and 
Linear Modes) the 82596 receive operation should be sus­
pended or aborted before attempting the RU Start The 3-bit 
RUC field in the Command word is used to perform the 
Suspend (011) or Abort (100) commands. 
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Erratum 4 - Command Unit (CU) Abort when CU 

Suspended 

Description: If the Command Unit (CU) is in the Suspended state when a 
CU Abort command is issued, then a spurious write opera­
tion is performed after the CU is next started. This extra 
operation writes a 0 to the Busy bit of the prefetched 
Command Block (CB) of the previously aborted Command 
Block List (CBL). The Busy bit was already set to 0 by the 

Solutions: 

Solution 1 

CU Abort command. If no CB was prefetched before the CU 
Abort command, or if a CU Resume command is per­
formed before the CU Abort command, the extra write 
operations will not occur. 

The state of the 82596's Command Unit can be found in the 
CUS field of the System Control Block (SCB) Status word. A 
CU Start command is. performed through the CUC field of 
the SCB Command Word. The SCB Status and Control 
words are shown in Figure C-3. 

Command Word 
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 

Status Word 
15 14 13 12 11 10 09 08 07 06 05 04 03 02 01 00 

FIGURE C-3. Erratum 4 system control block status 
and control words 

The second clearing of the Busy bit in the prefetched 
Command Block (CB) can cause a data corruption, but only 
if the memory space corresponding to that prefetched 
Command Block is allocated for some other purpose 
during the time after the CU Abort but before the next CU 
Start command. Another possible error can occur if the 
Command Unit is started with the previously prefetched 
Command Block as the start of the new Command Block 
List. If the software examines the status of the Busy bit, it can 
seem to go inactive before the 82596 has actually completed 
the command. 

Before attempting a CD Suspend command or setting the S 
bit in a CB, a software flag should be set. Before attempting 
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C.2.5 

Solution 2 

a CU Abort command, the software flag should be checked. 
If it is set, the following procedure should be completed 
before an CBs are designated as available for reprocessing. 

1. Generate the CU Abort command. 

2 Load the CBL Offset field in the SCB with the address of 
a NOP CB with its EL bit set. 

3. Generate a CU Start command. 

4. Reprocess CB. 

The CU status should be checked before attempting a CU 
Abort command. If the CU is in the Suspended state, a CU 
Resume command should be performed before the CU 
Abort. This will result in the completion of one or more CB 
after the suspended CB. 

Erratum 5 - Revision of SCP Bit Values 

Description: Bits 0 through 15 (at byte ADR and ADR + 1) of the SCP 
should be set to zero and bit six of the Sysbus byte should 
be set to a one. If these bits are not set then the 82596 can 
fail to function properly. 

31 2423 1615 8 7 o 

xxxxxxxx SYSBUS 00000000 0000 0000 ADR 

xxxxxxxx xxxx xxxx xxxx xxxx xxxx xxxx ADR+4 

AAAAAAAA ISCP ADDRESS ADR+8 

FIGURE C-4. Erratum 5 SCP values 

Byte (AAAA AAAA) is defined as not checked in 82586-
Compatible mode and is used as A31-A24 in the 32-bit 
Segmented and Linear modes. 

The bits marked x are defined as not checked in 82586-
Compatible mode and as zero in all other modes. 
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address summary 15-1 
arbiter enable, Ethernet 11-3 
arbitration, bus 6-1 
arithmetic faults 4-3 

B 
baud rates 10-8 
branch instruction 3-20 
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breakpoint registers 3-20 
breakpoint trace mode 3-20 
bus arbitration 6-1 
bus collision 3-6 
bus control 6-1 
bus control request level 6-1 
bus error 3-6 
bus error (MPU) 4-1 
bus grant 6-1 
bus interrupts 6-4, 8 
bus memory 5-3 
bus priorities 6-3 
bus watchdog timers 6-20 
byte ordering 3-4; 11-1,2,4 

C 
cable, Centronics 13-5 
cable, serial 10-10 

cache 3-17 
cache, data RAM 5-6 
cache, instruction 3-21, 5-6 
cache, register 3-22 
caches 3-21, 5-6, 7-3 
call instruction 3-20 
call trace mode 3-20 
call-system instruction 3-20 
Centronics connector, P3 13-1 

Centronics interrupt 13-2 
channel attention 11-2, 4 
CIO Port C function 9-1 

Index 

CIO register address summary 9-5 
CIO usage 9-1 
clock, CIO 9-4 
component locations 1-5 
component map 1-4 
configuration, memory 5-1 
connector, Centronics, P3 13-1 
connector, Ethernet 11-5 
connector, SCSI 12-3 
connector, VMEbus 6-21 
connector, VSB 6-21 
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CRT terminal, setup 2-3 
customer service 2-5 

D 
damage in shipping 2-3 
dedicated mode 3-9 
DMA 3-16 
DMA command register (DMAC) 3-18 
DMA data alignment 3-19 
DMA interrupts 3-19 
DMAC 3-18 

E 
EEPROM 5-7 
EEPROM partitions 5-8 
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environmental requirements 15-5 
EPROM 2-4, 14-1 
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error, timer frequency 9-4 
errors, system response 4-1 
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ESD prevention 2-1 
Ethernet arbiter enable 11-3 

Ethernet byte ordering 11-2, 4 
Ethernet connector 11-5 
Ethernet port pin assignments, p6 11-5 

expanded mode 3-9 
extended space 2-2,6-17 

F 
factory service 2-5 
fault stack frame 3-15 
fault table 3-14 

features 1-1 
fmark instruction 3-17, 20 

FPI 8-2 
front panel interface 8-2 

H 
hardware interrupts, MPU 3-5, 7 

IBR 3-2 
ICON register 3-9,13 
IMAP registers 3-9,10,11,12 
IMSK register 3-9,10,11 
initialization 3-1 
initialization boot record 3-2 
initialization, CIa 9-5 
installation 2-1 

instruction cache 3-21 

Instruction Cache Configuration Word 3-21 
instruction trace mode 3-20 

integer overflow 4-3 

interrupt architecture 3-9 
interrupt caching 3-9 

interrupt control mades 3-9 
interrupt control register 3-9, 13 
interrupt handling, bus 6-9 

interrupt map register format 3-12 
interrupt mapping registers 3-11 
interrupt mask register 3-10,11 

interrupt priority 3-10 

interrupt stack frame 3-6 
interrupt structures 3-5 

interrupt support, MPU 3-6 
interrupt table 3-5 

HK80N960E User's Manual 

interrupt table base 3-5 
interrupt, NMI 3-5 
interrupt, VSB 7-3 
interrupt-pending register 3-9,11 
interrupter module, bus 6-8 
interrupts, bus 6-4 
interrupts, MPU 3-5 
invalid opcode 4-2 

invalid operand 4-2 
IPND register 3-10,11 

IRQ interrupt 7-3 

.. 
J2 pin assignments 8-3 
jumper settings 15-3 
jumpers 1-6 

jumpers, bus control 6-16 

jumpers, watchdog 6-16 

L 
LEDs, user 8-1 
length fault 4-3 

M 
mailbox 1-2; 6-1,13-15 
mailbox interface 6-13-15 

mark instruction 3-17, 19 
mechanical specifications 15-5 
memory configuration 5-1 

memory map 5-4 

memory space 5-3 
memory timing 5-5 
memory, bus 5-3 
mixed mode 3-9 
madpc instruction 3-10, 4-3 
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MPU DMA support 3-16 
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MPU interrupt stack frame 3-6 
MPU interrupts 3-5 
MPU interrupts, hardware 3-7 
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NMI interrupt 3-6 
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nonmaskable interrupt 3-6 
nonvolatile RAM 2-4; 5-6; B-1 
NV-RAM 2-4; 5-6; B-1 

o 
operating temperature 2-1, 15-5 
operation-unimplemented fault 3-22 

P 
PI pin assignments (VMEbus) 6-21 
PI signal descriptions 6-2 
P2 pin assignments (VMEbus, VSB) 6-22 
P2 pin assignments (VMEbus, VSB) 7-5 
P2 signal descriptions 7-1 
P3 pin assignments (Centronics) 13-1 
P4 pin assignments (SCSI) 12-3 
P5 pin assignments (RS-232) 10-1 
p6 connector 11-5 
p6 pin assignments, Ethernet 11-5 
parallel fault 4-3 

parity error 3-7 
parity, RAM 5-3 
physical memory map 5-4 
pin assignments, Centronics, P3 13-1 
pin assignments, Ethernet, p6 11-5 
pin assignments, front panel interface 

connector 8-2 
pin assignments, RS-232, P5 10-1 
pin assignments, SCSI, P4 12-3 

pin assignments, VMEbus 6-21,23 

pin assignments, VSB 7-5 
Port A bit definition 9-3 

port access 11-2 

port addresses, CIa 9-5 
Port B bit definition 9-2 

Port C bit definition 9-1 
power requirements 2-2, 15-5 
PRCB 3-2, 5, 10 
precautions 2-1 
prereturn trace mode 3-20 
privileged fault 4-3 

processor control block 3-2, 5 
processor reinitialization 3-5, 6 
protection fault 4-3 

R 
RAM parity 5-3 
RAM, bus 5-3 
RAM, nonvolatile 2-4; 5-6; B-1 
RAM, on-card 5-3 
real-time clock 14-1 
register address summary (CIa) 9-5 
register address summary (SCSI) 12-2 

register cache 3-22 

Index-3 

Register Cache Configuration Word 3-22 
register summary 3-22 
reset switch 1-6,7 
return instruction 3-20 
return trace mode 3-20 
returning boards 2-5 
ROM 2-4, 14-1 
RS-232 pin assignments 10-1 

RTC accesses 14-1 

5 
SCSI connector, P4 12-3 
SCSI register address summary 12-2 
SCSI reset 12-2 
sdma instruction 3-18, 4-3 
service department 2-5 
setup 2-1 
setup, CRT terminal 2-3 
sfa register 3-10 
sfl register 3-10 

shipping damage 2-3 
short space 2-2; 6-14, 20 

sizing memory 5-3 

software interrupts, MPU 3-5,13 
special function registers 3-9,11 
standard space 2-2; 6-18 

status latch 3-6, 7; 4-2 
supervisor trace mode 3-20 
sysctl instruction 3-12,13; 4-3 
SYSF AIL bus signal 6-4 
SYSFAIL control 6-20 
system controller board 6-16 

T 
technical documents 1-7, 2-1 
timers (CIO) 9-4 
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timing, memory 5-5 
trace events 3-20 
type fault 4-3 
type mismatch 4-3 

U 
uclma instruction 3-18; 4-3 
unaligned words 4-3 
unimplemented instruction 4-2 
user LEDs 8-1 

V 
VMEbus interrupts 6-8 
VME extended space mapping 9-3 
VME short space mapping 9-2 
VMEbus and local bus watchdog timers 

6-20 
VMEbus connector ,6-21 
NMEbus master interface 6-16 

. VMEbus slave interface 6-17 

VMEbus system controller functions 6-15 

VMX32bus 7-1 
VSB connectors 6-21 

VSB description 7-1 
VSB operation 7-3 
VSB termination 7-4 
VSB terminators 7-5 

W 
wait states 5-5 

Z 
zero divide 4-3 
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