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FOREWARD

An expression of gratitude is offered to all participants in the
1981 HPGSUG Orlando International Meeting. Your enthusiastic efforts have

made this year's conference a valuable and enjoyable experience.

The HP3000 International Users Group is a growing organization of
individuals dedicated to maximizing their usage of the HP3000 Computer
Resource. Though such a group may experience growing pains from time to
time, it survives by participation of its membership. This volume represents
such an achievement by presenting much of the ''state-of-the-art" work being

done today.

The papers were written by professionals and current leaders of
our industry, and contain significant ideas for 1981 and the years ahead.
It represents what I believe to be the most important product of a Users
Group;

"An Exchange of Current Information'"

To all of you who contributed to the success of the 1981 HPGSUG

Orlando International Meeting, my warmest thanks.

éf N\

J.D. Davis
Conference Chairman
HPGSUG 1981 International Meeting

Orlando, Florida
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INTRODUCTION TO THE PROCEEDINGS

The Hewlett-Packard General Systems Users Group 1981 Orlando Inter-
national Meeting was especially designed for you -- the HP 3000 System
User. This Meeting provided practical, up-to-date information relating
to more effective management and utilization of your HP 3000 System. The
sessions were planned to introduce, define, and explore the 1981 Theme -
"Distributed Processing."

Although the Program was "Distributed Processing," technical sessions
on other subjects were included. Examples were system performance, operation,
programming techniques, hardware selection, etc. Hewlett-Packard technical
specialists presented sessions allowing the user insights into the Hewlett-
Packard product line.

Material for use at the Conference was reviewed by the HPGSUG Publi-
cations Committee and appropriate members of the Conference Committee. Final
papers and/or abstracts were supplied, in camera ready form, by the author(s).

Information concerning any paper or abstract should be directed to the author(s).



Proceedings

A major goal of the Conference Committee was to provide attendees
with the printed proceedings at the time of registration. The HPGSUG
Publications Committee and the Florida Conference Committee have worked
to this end.

The volume contains papers and selected abstracts (where papers were
not appropriate and/or available) organized by presentation day and session.
Additionally, a 1ist of presentations organized by Classification is in-
cluded. Finally, a list of presentations by author is given.

Within each day, the papers are numbered sequentially with pagination
following this plan:

Day A - 1 - 01

*
*

* * * Page number within this paper

* % * % X

* * * Session Location - Please see Conference
Program

* % * ok %k Xk kX

* * * Session Time --(A-1:15 pm Monday; B-2:45 pm Monday;
C-8:30 am Tuesday; D-10:00 am Tuesday; E-1:15 pm
Tuesday; F-2:45 pm Tuesday; G-4:00 pm Tuesday,
H-8:30 am Wednesday; I-10:00 am Wednesday; J-1:30 pm
Wednesday; K-3:00 pm Wednesday; L-8:30 am Thursday;
M-10:00 am Thursday; P-4:00 pm Thursday)

S ok % ok ok Ok ok Ok Ok Ok X ¥ O Xk *

* * * Session Day -- Monday, Tuesday, Wednesday or Thursday



INDEX TO PAPERS BY TOPIC AND SESSION

Author Title Session Classification

Monday 1:15 pm

Curtis, Terence A Systems Development Metho- A-1 500
dology Based Upon An Active
Data Dictionary/Directory

Kramer, Jim The Technology of the Quad Editor A-2 300

0'Brien, Matthew Distributed Processing - A A-3 050
Hewlett-Packard Solution

Garvey, Robert B./ Online Database - Start to Finish A-4 200
Womack, Robert L. IV

Davis, Dr. Lloyd D.  Faculty Perceptions of Computing A-5 760
Facilities (Based on a study of
UTC Faculty in 1981)

Harjula, Esa A. JOBLIB/3000 A-6 300
0'Neill, Daniel R. Distributed 6250 BPI Tape A-7 630
Foote, Richard L. Software Maintenance and Support A-8 100

In The Distributed Environment

Larson, Orland QUERY-Directions for the 1980's A-9 200

Monday 2:45 pm

Black, Tom/ For First Time Users B-1 500
Roselie Tobes

A. Steven Wolf Evolutionary Systems Development B-2 100
in a Distributed Environment

Kurtz, Barry D. Application System Operation B-3 050
and Control

Belcham, Mick Manufacturing Control, Planning B-4 720
and Feedback In A Distributed
Processing Environment

Heidner, Dennis Transaction Logging and Its Uses B-5 200
Damm, Jack Designing Friendly Interactive B-6 000
Systems
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Author Title Session Classification

Leonard, William Jr. Software Contracts; Preventative B-7 050
Maintenance to Ensure Subsequent
Quality Services

Beckett, John Distributed Control Using One CPU B-8 050

Holt, Wayne E./ Programming Standards: A Tool for B-9 050

Payne, Delores R. Increased Programmer Productivity

McCauley, George Archive Retrieval System B-10 500

Souder, Duane A Database Test and Repair B-11 200
Facility

Rego, Alfredo F. Database Therapy: A Practitioner's B-12 200
Experiences

Gloss, Greg ANSI Cobol 198X: A Sneak Preview B-14 420

Tuesday 8:30 am

Eikenbary, Beth Success with Manufacturing Appli- C-1 720
cations: Implementation of Materials
Management/3000
Carlson, Boyd/ A Subsystem. That Improves Response (-3 120
Hennen, Ralph Time for Applications With Large
Numbers of Terminals
Dayis, Dr., Lloyd D, Computer Aided Learning at UTC C-4 760
Garvey, Robert B./ A Generalized Name Indexing Method C-5 200
Womack, Robert L. IV for Image Databases
Brand, Jim Using Serial and Demountable Disk C-6 110
Volumes
Storla, Chuck Measuring Transaction Processing C-7 100
Response Times
VanBempt, Gurdo/ Data Base Normalization C-8 200
VanDamme, Jaak
Langley, Jim Laser Printer Paper C-9 600
Kernke, Jutta Business Computer Graphics/ C-11 300

Decision Making
Tuesday 10:00 am

Primmer, Paul Pseudo-Devices D-1 950
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Volokh, Eugene/
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Juhasz, Thomas
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Busch, John R.

Busch, John R.

Title
HP3000/0ptimizing Batch Jobs

Data Base Design: Polishing
Your Image

MPEX/3000: Effective Use of MPE
Fileset Concept

Technical Aspects of Large
Geographic Databases on the
HP/3000

The Obsolessence of Programming
Genasys/3000

Data Capture on the HP3000
Experiences With Pascal

The Field Software Coordination
Process

Distributed Processing in High
Volume Transaction Processing
Systems

Increasing Program Productivity/
Full Screen Editor

Using Hardware Monitor To Solve
Problems on HP3000-III

The Development of a Large Appli-
cation System for the HP3000
Computer

Moving Toward Information Manage-
ment In An Integrated Environment

Micro-Distributed-Processing

The MPE IV Kernel: History,
Structure and Strategies

The MPE IV Kerne]l: A High Perfor-
mance, Integrated Foundation for
MPE - The Design Process

Session Classification

D-2
D-3

D-4

D-5

D-6

E-1
E-3
E-4

E-5

E-6
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F-4
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100
200

100

700

000

500
470
050

050

000

120

700

050

950
120

100



Author

Langley, Jim

Black, Tom/
Turner, Ed./
Beetem, Jim

Tuesday 4:00 pm

Geffken, Joachim

Peckover, Doug

Foster, M. B.

McQuillen, Jack

Byers, Peter

Mead, Robert L./
Rakusin, Robin P.

Kramer, Jim

Kurtz, Barry

Federman, Nancy/
Steiner, Bob
Beetem, Jim

Wednesday 8:30 am

Colmer, Earl E., Jdr.

Wednesday 10:00 am

Kneppelt, Lee, R /
Sneed, Jerry L.

Colmer, Earl E., Jr.

Kalman, David

Title

The Role of Printers In a DS
Environment--An Engineering
Feedback Sessjon

Data Communications--A Technical
Roundtable

User Friendly Applications In
Commercial Realtime Data
Processing

English 3000-A Natural Language
On A Mini-Computer

Systems Life-Cycle-A Framework
for Success

Successful Conversion From Two
IBM System/3 to A HP3000

VTEST/3000 On-Line Test Harness-
User View

Introducing The HP On-Line
Performance Tool (OPT/3000)

Saving the Precious Resource--
Disc Accesses

HP's Manufacturing Software:
Engineering

Terminal I/0 Interface--An
Engineering Feedback Session

VIP/3000 and VIP-TNC/3000

Real-Time, On-Line, Distributed
In the Manufacturing Systems
Environment

Alter/3000 Quick Modification

Program
E-ZV The Easy Way to Use V/3000

-8-
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F-11 600
F-12 950
G-1 050
G-2 700
G-4 050
G-6 100
G-9 100
G-9 100
G-11 100
G-10 720
G-12 600
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I-1 720
I-2 300
I-3
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Author Title Session Classification

Vigmalou, Dr. Joseph Dialoguer/3000: Forms Management I-4 300
for Every Screen

Sera, Arthur Time and Resource Accounting I-5 300
System

Damm, Jack Budgeting and Profit Planning I-6 050

on the HP3000

Warwaruk, Marshall The Great Companion (Quiz) I-9 300

Wednesday 1:30 pm

Kneppelt,Lee R/ Implementing Manufacturing

Sneed, Jerry L. Systems/ Difficulty of Task J-1 720

Colmer, Earl LOGOFF /3000 J-2 300

Carnes, Lance REX/3000 As a Programmer J-3 000
Productivity Tool

VanSickle, Larry Applications Program Trans- J-4 000
formations

Hoff, Roger The A11 Purpose Computer J-5 100

Colmer, Earl QCALC/3000 J-6 300

Warwaruk, Marshall The Great Companion (Quick) J-9 300

Thursday 8:30 am

Peterson, Don Centralized Support of A L-1 100
Wright, Norm Distributed Systems
Environment
Holinstat, David Building A Faster Machine: L-2 100
Architecture of the HP3000
Series 44
Dooley, Pat COCAM - A Data Management L-4 500
Rowe, Denis System
Brown, Barry Conducting a Long-Range Study L-6 050
Wimer, Ted HP7976A: High Performance, 6250 L-7 600
Streaming Tape Storage Subsystem
Fraser, Tom/ New Vistas for the HP3000 in On- L-8 100
Dale, Allan Line Distributed Networks, A Non-

Myopic View
Folkins, Dale KSAM - It's Alive and Well! L-9 300
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Author Title Session Classification

=
Black, David Implementation of A Large Scale L-10 100
Application On A Hewlett Packard
3000 Series III
Larson, Orly/ A Technical Roundtable L-11 200
Kernke, Jutta/
Souder, Duane/
Rego, Alfredo
Thursday 10:00 am
Dowling, Jim Log DB-A System Logfiles Data- M-1 200
Base and Reporting System
Wheatley, Jack E. Handling Distributed Applications M-2 100
With A Front End Processor
Beasley, Dave Introducing MPE IV M-3 100
Stamps, Bob
Turner, A. Edward Data Communications Support M-4 950
Manager, HP
Dailey, Roy N. Management of Distributed Systems M-5 050
Trasko, Mark S. Keyed Sequential Access Capability M-6 200 ™
In Data Base Systems-The IMSAM
Enhancement to Hewlett Packard
Image
Crow, William M. Life At The End Of A Phone Line: M-7 950
An Investigation of Asynchronous
Terminal Data Communications In An
HP/3000 Environment
Kell, Jess TERMNET: Terminal Network Controller M-8 950
Thursday 4:00 pm
Carnes, Lance Distributed Text Editing P-1 300
Smith, Terry HP3000 User Standards for Structured P-2 200
Cobol, Image, and V/3000
Ehrhart, Rick IML/3000: An Overview P-3 900
VanLeeuwen, J.F. EDP Productivity and The HP/3000 P-4 050
Lessey, Ken On Line System Design and Develop- P-5 050
ment A Case Study: Accounts Payable
%)

Langlois, David Using a Packet Switched Tele- P-7 950
communications Network
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Bergquist, Rick

Souder, Duane

Valby, Nancy

Goodman, Robert

Birkwood, Ilene/
Workman, Ted/
Roland, Vince/
Dudley, Sally

Topic

Centralized Support of Distri-

buted Systems

IMAGE Engineering Feedback

Alternative Hardware Growth
Paths for the Series II/III

Industry Software Evolution

Product Assurance Management

Roundtable

-11-

Session Classification
P-8 050
P-9 200
P-10 050
P-11 000
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PRESENTATIONS BY CLASSIFICATION

000 Programming

Designing Friendly Interactive Systems
Jack Damm

The Obsolessence of Programming Genasys/3000
Ian Farquharson

Increasing Program Productivity/Full Screen Editor
VanBempt, Gurdo/VanDamme, Jaak

REX/3000 As A Programmer Productivity Tool
Lance Carnes

Applications Program Transformations
Larry VanSickle

Industry Software Evolution
Robert Goodman

050 DP Management

Distributed Processing - A Hewlett Packard Solution
Matthew 0'Brien

Application System Operation and Control
Barry D. Kurtz

Software Contracts: Preventative Maintenance to
Ensure Subsequent Quality Services
William Leonard, dJr.

Distributed Control Using One CPU
John Beckett

Programming Standards: A Tool for Increased
Programmer Productivity
Wayne E. Holt/Delores R. Payne

The Field Software Coordination Process
Brian M. Perkin

Distributed Processing in High Volume Transaction
Processing Systems
Thomas L. Fraser

Moving Toward Information Management In An

Integrated Environment
Benjamin Ventresca, Jr.
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User Friendly Applications in Commercial Realtime
Data Processing
Joachim Geffken

Systems Life-Cycle-A Framework for Success
M. B. Foster

Budgeting and Profit Planning on the HP3000
Jack Damm

Conducting a Long-Range Study
Barry Brown

Management of Distributed Systems
Roy N. Dailey

EDP Productivity and The HP/3000
J. F. VanLeeuwen

On Line System Design and Development A Case Study:
Accounts Payable
Ken Lessey

Centralized Support of Distributed Systems
Rick Bergquist

Alternative Hardware Growth Paths for the Series II/III
Nancy Valby

Product Assurance Management Roundtable
Ilene Birkwood/Ted Workman/Vince Roland/Sally Dudley

100 Systems Management

Software Maintenance and Support In The Distributed
Environment
Richard L. Foote

Evolutionary Systems Development in a Distributed
Environment
A. Steven Wolf

A Subsystem That Improves Response Time for Applications
With Large Numbers of Terminals
Boyd Carlson/Ralph Hennen

Using Serial and Demountable Disk Volumes
Jim Brand

Measuring Transaction Processing Response Times
Chuck Storla
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HP3000/0ptimizing Batch Jobs D-2
Robert M. Green

MPEX/3000: Effective Use of MPE Fileset Concept D-4
Eugene Volokh/ Vladimir Volokh

Using Hardware Monitor To Solve Problems on HP3000-1I11 F-1
Ivan Loffler

The MPE IV Kernel: History, Structure and Strategies F-9
John R. Busch

The MPE IV Kernel: A High Perfor- F-10

mance, Integrated Foundation for
MPE - The Design Process
John R. Busch

Successful Conversion From Two IBM System3 to A HP3000 G-6
Jack McQuillen

VTEST/3000 On-Line Test Harness-User View G-7
Peter Byers

Introducing The HP On-Line Performance Tool (OPT/3000) G-9
Robert L. Mead/Robin P. Rakusin

Saving the Precious Resource--Disc Accesses G-11
Jim Kramer

The A1l Purpose Computer J-5
Roger Hoff

Centralized Support of A Distributed Systems Environment L-1
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Building A Faster Machine: Architecture of the HP3000 L-2
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A Non-Myopic View
Tom Fraser/Allan Dale

Implementation of A Large Scale Application On A Hewlett L-10
Packard 3000 Series III
David Black

Handling Distributed Applications With A Front End M-2
Processor
Jack E. Wheatley

Introducing MPE IV M-3
Dave Beasley/Bob Stamps

14



200 Data Base

Online Database - Start to Finish
Robert B, Garvey/Robert L, Womack IV

QUERY-Directions for the 1980's
Orland Larson

Transaction Logging and Its Uses
Dennis Heidner

A Database Test and Repair Facility
Duane Souder
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Alfredo F. Rego

A Generalized Name Indexing Method for Image Databases
Robert B. Garvey/Robert L. Womack IV

Data Base Normalization
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The Technology of the Quad Editor
Jim Kramer
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A SYSTEMS DEVELOPMENT METHODOLOGY
BASED UPON AN
ACTIVE DATA DICTIONARY/DIRECTORY

T. M, Curtis
Quasar Systems Ltd.
March 1981
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Introduction

Computers are not very tolerant of humankind
communications. Phrases such as

"you know"

"things"

"what do you call it"

"etc."
are incomprehensible to the average COBOL compiler.
Similarly people are not tolerant of the machine's
"pickiness" and need for detail. As a result of this
communications gap, the EDP professional has leapt into
the breach to become a translator between the two
uncompromising camps, translating the needs of the user
into language and terms that may be manipulated by the
computer as well as explaining the strengths and
limitations of the machines to unsophisticated users.

The problem with this approach is that the
translator has become the key element in the cycle. All
communications dealing with the development of computer
systems must pass through the EDP professional in both
directions.

In recent years there have been dramatic increases
in the demand for automated systems and the power of
machines to provide services.

However, the supply of EDP professionals

(translators) has not kept pace with either the demand for
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services nor the hardware capacity to deliver the required
services. As a result, the limitation on fully utilizing
the new hardware power to address the burgeoning demand is
us, the EDP professionals.

The traditional approach taken to solve this
problem has been to increase the productivity of the EDP
professional. A proceésion of analytical, design and
programming techniques has been combined with more
powerful languages, data management systems and utility
software to address the EDP productivity problem.

Although these facilities are worthwhile in their own
right, they are merely treating the symptoms rather than
the problem.

Our challenge is to develop more sophisticated
tools for computers and to raise the level of technical
literacy of their users so that they may directly interact
with the computer for "routine" development processes.
This is a natural continuation of the process that has
relieved EDP organizations of the burden of data
preparation and entry by using hardware to switch from
card input (controlled by EDP organizations) to direct
data entry using DDP and on-site terminals. That is, we
have turned over operational control of systems to the
user. The next evolutionary step is to return routine

development tasks to the user.
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The problem of increasing the level of technical
literacy within our society must be left to our

educational systems.

This paper will address the opportunity presented
by the need to support direct user/computer communications

to effect the development of automated data processing

systems.
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Historical Perspective

Although each of us may follow slightly different
analytical, design and development methodologies, the
underlying principle is the same:

--determine requirements

--design a computer system that will satisfy the

requirements

--develop the system
The requirements are usually, or should be, phrased in non
computer oriented language, comprehensible to the user.
These requirements are then transformed into a computer
design, and the functions and data are translated into
process descriptions.

We have traditionally organized our approach to
preparing detailed procedures (programs) into data and
processing specifications. The file structures, record
layouts and field descriptions are prepared. The
programmer must then combine these data descriptions with
the procedural process descriptions in a program,

We know from experience that the result has been
large, unwieldy, incomprehensible, and unmaintainable
programs and systems. To overcome this problem we have
adopted structured techniques that stringently define the
domain of a process and the size of the resulting module.
This is essentially an attempt to 1limit the number of
variables and levels of data and processes the programmer

must concurrently deal with,.
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By limiting the size and complexity of modules we
have been able to keep the entire complex of data and
processes within the intellectual grasp of the
programmer. The result of this structured technique has
been to achieve greater productivity and dependability
through simplifying and standardizing the fundamental
system building block, the module.

However, these techniques do not produce the
increases in productivity necessary to respond to current

and projected demands.
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Proposed Approach

General

The dramatic increase in the power of computing
hardware coupled with the relative decrease in cost
provides us with the basis of a solution: if we can
divert some of the power of the machines from "getting the
work done" to easing the man machine interface we can
reduce the comprehension gap between users and machines.
This approach has previously not been feasible because of
the cost of machine power necessary to support this level
of interface as well as the requirement to get the job
done, ie., application systems required all available

cycles.

Theoretical Framework

All systems are composed of two elemental items:
a) an entity
b) a relationship
It is possible to comprehensively describe a system in
terms of the component entities and relationships that

make up that system.
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Definitions:

Entity: "Thing's existence as opposed to its

qualities or relations."

We have problems manipulating concepts on a
machine, therefore for our purposes an entity may
be considered to be;

: , That characteristic of something that

identifies, describes or quantifies it.

Relation: "What one person or thing has to do
with another."
for our purposes a relation may be considered to be;
A characteristic or series of
characteristics that establishes a link
between entities based upon some common

identity, description or value.

There are three types of entities that can be used
to describe the nodes of a system:

a) data

b) processes

C) users

Data, or course, refers to the information

maintained, manipulated or produced by the system.
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Processes refers to the rules, precedences, time

sequences and operations to be performed on the data

handled by the system.

Users refers to the owners, users, controllers and

authorities responsible for and involved with the system.

Each of these entity types may be further

subclassified as follows.

ENTITIES maintained by DD/D

DATA
- Data item

- Data group

- Data file

- Data system

PROCESSES

- Operation

- module
- program

- system

a primitive data definition

sub schema (record) lst order

assoc.

schema - 2nd order association
(base) - 3rd order association
a primitive - "4" w.w etc, QUIZ

& QUICK commands
an association of functions
an association of modules

an association of programs
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A physical hierarchical view of the entity types is as follows:

DATA
SYSTHM
(BASE)
DATA FILE NN
(SCHEMA)
\\
—_ DATA GROUP
) (SUB SCHEHMA)

DATA
ELEMENT

DATA HIERARCHY
Fig. 1
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PROCISSING
SYSTEM

PROGRAM

OPERATTON

PROCESS HIERARCHY

Fig. 2
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AUTHORITY

CONTROLLER

CWNER

USER HIERARCHY
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USER

Owner

User

Controller

Authority

- 10 -

person or process responsible for
accuracy and timeliness of value
person or process that "uses" the
data

person responsible for controlling
access to the data or process
person responsible for the defin-

ition of the entity
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Relationships between entities may be of two categories
and take one of three forms.
Relational categories are:
a) absolute: the relation between the
associated entities exists at all

times and under all conditions.

b) conditional: the relationship between
associated entities does or does
not exist based upon the value of
another entity or the result of

another relationship.

The three forms of a relationship are:
a) Relative
b) Associative

c) Algorithmic

a) Relative: "what one person or thing has to do with
another.,"
"Kind of connection, correspondence,
contrast or feeling that prevails between
two persons or things."
for our purposes we will consider a Relative

Relationships to be;
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A grouping of entities that collectively

identify, describe or quantify a higher

level entity.

e.qg., all information maintained on an
employee is related and provides
an identification, description and

"value" for that employee.

b) Associative: combine for common purpose
connection between related ideas
thing connected with another

for our purposes we will consider an associative
relationship to be;

A grouping of entities based upon a
common or related value of individual or
grouped elements.
€.g., all personnel working in the

products office are "associated"

entities.

c) Algorithmic: process or rules for calculation
for our purposes we will consider an algorithmic
relationship to be;

A procedural relationship established
between entities with the purpose of
identifying, describing, quantifying or
deriving another entity.
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e.g., the entity "net pay" may be
derived algorithmically as Gross

Pay minus Total Deductions.

Relationships may be established (may exist):

a) between like entities

b) between dissimilar entities

c) both like and dissimilar entities
concurrently

d) recursive (a part may itself be composed of

parts, etc.)

RELATIONSHIPS BETWEEN ENTITIES

Fig. 3a
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Method and Techniques

The active Data Dictionary/Directory appears to be
a viable tool to implement an entity/relationship
description of a computerized system. We are all familiar
with a number of passive data dictionaries used basically
for documentation and data structure source language
generation. Packages exhibiting these characteristics
have been on the market for years. More recently some
dictionaries have become more active, actually resolving
references to stored data entities.

The passive Data Dictionary/Directory has the
typical structure shown in figure 4. Of course, most
current data dictionaries do not maintain process
descriptions below the compile unit level, typically a
program or subroutine. This structure is not conducive to
efficient or effective handling of entity/relationship
descriptions. A proposed structure for an active Data

Dictionary/Directory is provided in figure 5.
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USER

TYPICAL DD/D STRUCTURE

DATA SYSTEM n:n PROCESSING
“““““““““ SYSTEM

RAM

2 4
Fig. 4



0 - L-Y

OPERATIONS

MODULE

PROCESS

What we would like to do.

User does not want the data.
The user wants to do some-
thing with the data, report,
display, change, add, etc.

Fig. 5



- 15 -

The structure may be interpreted such that a series
of hierarchical processes and data entities form a set
joined by relationships. This set of entity/relationships
has been organized and termed a function that is "owned"
or "used" by a user entity. Therefore, to use structured
terminology, if we can establish and define data/process
relationships at each level of the hierarchy we wil be
able to describe a system. If this description can then
be maintained and manipulated by an active Data
Dictionary/Directory, we will have established a Function

Processor.

A very simple example of this concept is shown by:

Data can, of course, be a structure

- input file (screen, etc.)

- output report (file, etc.).
Process can be

- move

- add

- display, etc.
It is possible to describe processes as a series (time
sequence) of such entities. At higher levels the

description takes the form:
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data or

update .
maste: file
o
. out, )
Lenport, o put
report

At a lower level,

described as:

the process/data

Ldqi

Multiply

relationship may be

[total parue

P T
i, LD “re atld

The best way of describing how this approach may

work is through the use of an example.

An order entry

application has been selected for demonstration purposes.

The processes to be performed are:

a) Receive order (Receive)
b) Perform verification and
credit checks (Verify)
c) Commit stock from inventory (Commit)
d) Back order "shorts" (Back Order)

A-1 - 22



- 17 -

e) Print picking slips (Pick slips)

f) Generate invoice (Invoice)

for purposes of this discussion we will consider Back
Oorders, Picking Slips and Invoices as products of
Commitment.

We may therefore describe the process hierarchy as:

[ Db
ENTRY

The corresponding data entities are:
a) Orders

b) Client file

c) Stock on hand file (INVENTORY)
d) Back Orders

e) Picking Slips

f) Invoices
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The data hierarchy may therefore be represented as:

ORDEERZ

data entity to a process entity does not imply ownership

ORDER
ENTEY

STOCK ON PICKiNC
HAND SLIPS

CLIENTS

BACK
CRDERS

It should be pointed out that the association of a

Rather, the relationship may be classified as:

a)
b)
c)
d)

e)

use or input

update
create
delete

derive

We may define this function as

PROCESS

RECEIVE

VERIFY

COMMIT

Function:

ORDER ENTRY

DATA
ENTITY USED

ORDERS

ORDERS
CLIENTS

ORDERS
STOCK

BACK ORDERS
PICK SLIP
INVOICE
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The RECEIVE process is straightforward and does not
have to be elaborated upon here.

The VERIFY process is interesting. 1In essence
VERIFY is meant to apply the validation rules that are
part of the data definition for each item in the source
structure. A sample source structure, in this case an

order, is presented below.

ORDER NUMBER

CLIENT IDENTIFIER
CLIENT ADDRESS
CLIENT CONTACT NAME
CLIENT CONTACT PHONE

SALESPERSONS IDENTIFIER

DATE
ORDER LINE
PART NUMBER
PART DESCRIPTION
PART UNIT PRICE
LINE EXTENSION
SALES TAX
TOTAL
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ENTRY
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RECEIVE ¢ N ORDEES -
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/
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s/
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/
/
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HAND
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PICKING
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ORDER ENTHY ENTI1TY RELATICNSHYFS
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Each data item of the structure is defined as a

data element within the dictionary.

Typical definitions will contain:

unique name

synonyms

description and purpose
type of data
edit/validation rule(s), severity and messages
source or derivation
principal site
responsibility
authority

security restrictions
links to processes

links to other data items.

Once the relationship between the process (VERIFY)

and the data entity (ORDER) has been established the

functional processor may then sweep the data structure

applying the edit/validation rules. These rules are not

limited to range and type checks but can reference other

data items described in the dictionary. As an example,

the verification of the CLIENT IDENTIFIER may involve the

application of a number of rules.

a)
b)
c)

d)

Type is numeric
Range 000 - 999
Registered on client file CLIENT FILE: PRESENT

CREDIT equal OK
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The first two rules are simpie checks. The third
and fourth rules require the resolution of data entities
contained in other (but related) data structures. The
projected operations of the Function Processor in
resolving these references would be:

a) retrieve definition for CLIENT IDENTIFIER

b) resolve "immediate" rules

d) determine other entities required: CLIENT

FILE: CREDIT

e) resolve physical location

f) obtain physical representation (record)

g) apply rule(s)

h) set status, produce message, etc.

As this example has illustrated, it is possible to
perform the VERIFY function by invoking a primitive
operation (VERIFY) and relying upon the data and process
specifications maintained by the Data Dictionary/Directory.

Similarly the COMMIT process may be simplified to
four subprocesses:

- update the stock on hand

- create back orders

- create picking slips

- create invoices

Again the data and process structures used to
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perform these operations may be defined in the active data
dictionary/directory. The relationships between origin
data structure, process and target data structure are
given by the structure and linkages of the dictionary.

Utilizing a top down approach to system
specification we are able to comprehensively describe the
application in a hierarchical fashion.

Once we have the hierarchy of functional blocks we
may further decompose the problem until the leaves of our
hierarchical tree represent primitives in terms of data
and process entities. Anyone familiar with the Jackson
methodology will be acquainted with the technique and
representation of processes and data.

- Data structures are represented hierarchically.

- Relationships are expressed as correspondences.

- Processes are "operations lists" and are merged

with the consolidated data structures, ie.,

hierarchically structured.

This organization can be maintained by a data
dictionary. 1Indeed many data dictionaries already
maintain most of the information necessary to support this

type of process/data description.
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Obstacles to feasible and practical implementations.

There are two major obstacles to a feasible
implementation of this model. The principal difficulty is

the development of a non procedural grammar that is

concurrently
a) natural language like - to allow the
end user to specify data and processes
in familiar terms
b) structured enough to provide

comprehensive and unambiguous data and

process descriptions to the system.

The second obstacle deals with the operating efficiency of
such a system. The hierarchical trees of entities and
their relationships can quickly become extremely large and
complex for even medium sized applications. The
organization, maintenance and reference of such a
structure will require considerable sophistication to
provide the responsiveness, performance and reliability

necessary to produce a workable tool.
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Conclusion

The techniques and approach outlined in this paper
depend upon tools and technology currently available.
What is necessary is the impetus required to revise our
thinking about how we specify, design and develop
computerized systems. The challenge of closing the gap
between the unsophisticated user and the uncompromising
computer can be addressed from either end. This approach
attempts to use the power of the computer to accept non
procedural, non technical descriptions of functions, data

and processes, and generate automated systems.
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The Technology of the fiuad Editor

by
Jim Krsmer
Hewlett-Fackard Co.
§t. Louis, Misscuri

I, Introducticn

The Quad editor is a simple text editor thst is being
contrituted to the Users Group library at these meetings., It has
several features which make it notakle and useful, the most
important of which are that it texts files imstantanecusly and
that it can undo any or all editing charnges. The purpose of this
paper is to explain the technolegy behind these and other

features.
I1. A Brief History and Descriplion of €Gus

fluad was created tc aveid the high overhead of Edit 3666 s
text and keep commands, which are essentislly fils copy

operations

Early versions of Quad simply ocpened the temted file asnc

R

made
changes directly to it, This precluded the possibility of addin
or delet:ng lines from the file. It slsc made editing s samewhat
risky business, =since changes were being made direc tly to the
file rather than to a work file copy <"QUADY arig ainally mean
Quick Ard Dirty), Honetheless Guad vas very fast For }uakzng at
files and making simple changes,

AR

U]

1

(ol

The current version of Guad retsins most of the zdvantagss of
the early versions and eliminates the main deficiecnciss, £ file
is still texted just by opening it, so  that the overhead of =
file copy is eliminated. However changes are kept in = work
file, so that & user is not committed to them until he does =z
keep of the file,

Having separate  text and work files requires Buad  to

logically merge the two to give the user the illusicrn of working
en & single file, However it slsc makes it poesibile to canicel
any and all changes just by rnmoving them from the work file:
fuad’'s undco command returns all lirnes within = specified reange to
their originzl =state.
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In qeneral Guad must,

new  fi1le which merges the t
keep is bzack to the temted
deleted, then the keep is do
in the text file, Thus

keeping is eliminated alsa.

It is important that fuad
file quickly., Guad starts o
of 1lines in the file, and mu
search, Howsver Quad keeps
the search process and use
searches, The method is des
for Kewed File fAccess {50
Usere Group’s 1980 Horth Amer
111,

The Wark File

RAuad creates a work fi
change to the temted files,
adding o+ deleting line or

=]

The work file is &
t be wariable lenath.
deletes and changes,

geyed
it

[n]

fluad allows deletion of
2,9 iz a command which dele
tihe deletian, Guad makes
faollows:

poeQoezoaaaaazg

This 1=z just = ¥ charact
Pfor deleted, the next 2 cha
the range, and the last 8 are

Sirnce deletion iz achiew
is very fast, =snd the s=peed i
beimng deleted,

How suppose  that the co
through 14, This command W

2-14 into the work file.
existing delete range of D275
inte & single entry of D214,

1f the user now
it would be necessary
the entry DEA14 wou
De.oat 14,

to

The other lype of entry
There is a changs entry for
every line modified,

when

However this

undid charnges
*undelete”
id have t

teeping the edi

i file, creats =z
ext and work fx}es, Howewver if the
ile and no linmes have besn added o
ne just by updating exisgti records
wheriever poassible the Fxle COpYy O

e abkle to find limes in the te%ted

ut with no knowledae of ths lacation
st find requested lines using blnary
& record of all blocks read during
g this record to shorten subsequent
ciribed in a paper titled "A Hew Tool
metimes?” in the proceedings of the
ican meeting.,
le only when the user fitrst makes &
This can be any tyme of chanags --
modifying an existing iline,

file which
can contzin

allows bkoth kevs and dats
two types of entries

&g raznae of records -- for example "D
tes line numhersz 2 through 9, To do
a <cingle entry in  its work file as
1R

er key, The first character iz z "D7
racters sre the lower line nusber in

the upper line number

ed with 2 single work file entry, it
s independent of the number of lines
mmand was given to delete records &
culd rermally result in an entry of

already
ihe tuwe

range overlaps an
so that Ouad would combine

!

over the interval from
over this range.
intc twe Deld,

0

...|
or
'.0 mon
3
M ot
-

21

Yoo
oom -

Xy]

)
pu}

¢ be =plit

& change sntry,

editing and

is
during

work File
line =zdded

in the
EVEry
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R change entry consists of both & key snd data. The key is
Just the letter "C" followed by the 8 charascter line number, snd
the data is the line of text corresponding to that lirne number,

1Y, The Structure of the Work File

FThe work fFile uwsed by GQuad was ocriginally  desigred for
anocther purpose ~- a different editor. The desire wss for & file
gccess method which gave rendom asccess to wvariable lerngth

recoirds, and re-used spaece from deleted records.

The sclution is a §ile access method which 1 ©z2ll ticket
files,.

With most file accessz methods, the user who wants data stored
specifies where it is +to be stored -- & record number, With
ticket files the user does not specify; instesad he just supplies
the data tc the access methed and receives back & "ticket”
telling him where the data has been stored., In corder to retrisve
the data, he just supplies the ticket.

I i=s important o recoanise that this  techrnigue giwves
enormous flexibility to the file sccess manager. The dats can be

put in  the most converient spot, for example 35 block that is
already in a buffer in main memory. Within the block the record
can be placed wherever there ig space., With ticket files 3
record need not even be placed contigucusly within the biock --

it can be braken into pieces,

Rlthough ticket files might at first seem unnaturazl or sve
clumsy, they turn cut to be perfectly suited to  those
applications in which data is found through pointers: tickets
are really just pointers,

Image detail data sets are an example. If we nealesct serial
access, a detail data entry is found through pointers which are
stored in  other detail entries or in & master entry, Ticket

files could in fact be used to implement Image details and would
relieve Image of the burden of keeping track aof free space.
Further they would add s capahility that Imaoe dstails curtrently
de not have -- variable length records,

KSAM files are ancther example -- all data in a KSAM file can
be found through pointers if only the locatiorn of the root blaock
in the key file is known, Ticket files will, bw the way,
remember one ticket for the user,

P
was necessary to implement a keyed sequential access method base
en  ticket files, The implemertation is significantly different
from KSAM and actually more powerful: both keys and datas can b
variable length, space is re-used, and keyed sequential acces
can be either forvard or backvard,

In order to make ticket files satisfactory as work files
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The keys are stored in 3 tree-structure called 3 tries, In
trie a key wvalue is actuslly distributed through varicus level
of  the tree structure; btranching cccurs when twe keyvs which ar
identical for some number of beginning characters first differ.

(T T}

1

For emxamnple the keus "ANDY, "ARMOR", and "AHNIROID" would
result in the following structure:

ND FMOE
s,

Y ROID

Generally this structure will have more levels than KSaM s E

tree, On the other hand its structure is 2 function of the datsa
itself, not of the order in whichk the dats is lcadsd., Therefore
tree re-organizaticn iF never necessary during loading, whereas
with KSAM it uzuslly is,
When a key is stored, a ticket is stored with i, The ticket
points to dats. Thus storing dats by key is & twe-step process)
t, Store the dats znd receive a ticket.
2. Siore the hey and the tickel.
Retrieving datz by key reverces the twe steps:
t. Supply the key and receive the asssccizted ticket,
2, Use the ticket to retrieve the zesscciazted dasls,
Y, The Help Facility
From the start 1 wanted Quad to be a single program file mot
reguiring any aumiliary message or documentation $iles, The
reason is that I wanted the acquigiticon and use of Gusd to be as

simple and foolproof as PUbE3bIE:

This meant that @Guad had te heve a2 very aoccd help facilily --
& built-in manual, @Quad does in fact now have guits an extsnsivs
menu-driven help facility, #11 of 3ts temt csn  be pr:ntea
offline to make an adequate user manusl.

A help facility presents some technical problems, I the
first place it should be wvery easy for the programmer to write
the help text, Morecver the text must be prevented from making
the program encrmous: text takes up program space wverwy guickly,
Therefore blank compreszsion is very desirsable,

The sclution adopted in early versions of fuad was giupls but
not fully satisfaclory, # line would be written to the zcoreen by
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doinga  an 5FL move of & literal to = buffer followed by a3 call to
a procedure to write the buffsr to the screern, By using SFL
defines it was posszibile t make the code to write & lins look
like the line itself bordered on both sides by & kit of sumiliary

text, Thus the code
RGO "This is 2 Yire to ao to the screen”™ EEO
was shorthand for the code:

MOWYE MSGi={"This iz a line to gqo to the screen’, 07
WRITE "TQ "SCREENIMEG »;

This made help text very gaswy to wite, Unfortanat
also wasted code space, Esch lime to be written reguired its ouwn
move and call, and there war ne blark compresszion {altr
trailing blanks could be suppreszed’,

A efficient scoluticrn to save code space iz to have each
screen of help temt stored in & FE-relative array in & compreossed
form, R PE-relative array iz an SFL  array which is part of =
code segment), The procedure containing the srray wnu14 fetch
the temt line by line in a loop and call asnicther procsc

write each line to the screen. In this way there is only on
of move and call code for the entire screen rather tharn o
per line.

o ok 0

in in

,L
5
m

m i o+

im

]

The problem is that it is wvery difficultl to writs
innitializes arrayve with blank-compressed text, It wou
better to just write:

s n
[ad

©
d be

{ Help ‘proc ¢ Help ‘=zeg ®

This is a block of help text, which we would IiP” to be

converted to a space efficient procedure named Ht-p proo

i for the segment Help'seg)

ok
The sclulticocn of coursze is to have & program which converts

such blecks to the desired procedures. Guad’'s help facility was
written wusing such a prooram which served as a pre-processor to
the SPL compiler,

YI. The Command Interpreter

There were two main objectives in the implementaticn of
Quad’s command interpreter:

. To catch &s many errors as possible during command
analysis, rather than command execution,

2, To emit the most meaningful possible errcr messages,
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As an example, editors must have commands which includs

file
names, The editeor could be designed do no checking on the file
name; any errors will be detected 1later on by the file swvstem.
fluad, however, assures that the rame is syntactically wvalid
first, Faor example it checks that there are no more than three

parts to the name {file, group and acceount), that each part has
between ' arnd & alphanumsric characters with the first being
alpha, that there is no more thanm one lockword, that the lockword
follows the file part, etc, Any error found results in
which describess that particular srror,

One aspect of emitting meaningful error mess

ages i
out where in the command the errocr occurred, To this end tiuad
points to the error, just as MPE does for command srirors,
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DISTRIBUTED PROCESSING
A HEWLETT PACKARD SOLUTION

Matthew O'Brien

Section Manager

Hewlett Packard General Systems Division
19410 Homestead Road

Cupertino, California 95014

The purpose of this paper is to present a new concept
in the way in which data processing is done within any organ-
ization which presently utilizes a central mainframe computer
with terminal access distributed between many users.

The term distributed processing has had various meanings
through the development history of different computers. One
meaning that might be attached to the term is that which also
might be called array processing. This involves an array of
processors distributing the power of the CPU and performing
tasks in parallel to accomplish the computation in a shorter
period of time. This is definitely not the meaning that I
wish to attach to the term distributed processing.

For the purpose of this discussion, the following phrases

characterize 'distributed processing':

- localization of some computational power and program memory
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- maintenance of a central node for computation and data base
- minimization of datacommunication traffic

- utilization of the relative strengths of distributed CPUs

- maintenance of privacy by means of local data bases

- utility of shared central mass storage and peripherals

- concept of synergy of "one man - one machine"

This definition warrants an easily understood clarification,
as the concepts are more easily grasped with the presentation
of a concrete example. The distributed processing referred to
is that which is achieved by clustering together a group of
what has been termed 'personal computers' around a central node
consisting of a mainframe CPU. Unlike the simple terminal
interface to a central CPU which has been prevalent, this con-
figuration leads to clear advances in price, utility, performance
security, etc. Before proceeding, the terms personal computer
and mainframe CPU need clarification.

The mainframe computer was the first result of constructing
electronic devices to perform large amounts of computation or
calculation. Prior to the late 1930's and the early 1940's,
rudimentary machines had been constructed to handle either
calculation with numbers or some other sorting or controlling
function. In order to handle problems which involved extreme
efforts of mental and hand calculation, investigations were begun

into constructing an electronic machine which would automate
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the calculation process. Perhaps one of the most famous examples
were the calculations to produce a book containing tables of
artillery projectile paths under varying conditions of shell mass
size, charge mass and volatility, wind conditions, atmospheric
density and of course barrel elevation and azimuth. As
SO0 many variables were involved and such great accuracy
was desired, it was necessary to perform many hundreds of
thousands of calculations to produce a satisfactory result.
This example serves well in showing the emergence of the
mainframe computer for two reasons:
- the machine was constructed largely for a single purpose,
to perform large numbers of similar calculations
- it was technilogically impossible to produce a computer
capable enough, portable enough, and in great enough
numbers to couple them directly with the artillery units
to produce real-time computation
The artillery projectile computer projct was successful
and interest grew rapidly in performing diverse computational
tasks. However, fundamental limitations still existed, the
primary for this discussion being the great expense of producing
the central processing unit and the amount of maintenance to
keep it performing correctly.
As the years went by great improvements were made in
refining the CPU, however it's expense, bulk and necessary

level of maintenance continued to justify it's name -
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central processing unit.

The purpose of this immediate topic is to stress that
the computational structure of the mainframe developed
not due to its inherent suitability for the job, but due
to technological limitations in producing inexpensive, portable
and reliable computational machines of enough capability
to allow each user his own processor. Granted this limitation,
the only practical solution required a central processor with
multiusers timesharing the CPU through terminal ports. This
multiuser aspect allowed sufficient utility to amortize the
comparatively expensive CPU, and continues to be reflected
today in the continuing drive to allow greater numbers of
users to share the same machine, driving down the per-user
cost of computational power.

Turning now to defining the meaning of personal computer,
it must be stressed that the term can produce varied opinions.
The preferred definition here is a microprocessor-based
processing unit with additional local program and data memory
and some form of mass storage and I/O capability. More
abstractly, a machine with sufficient power and utility to
be used in a stand-alone mode with the capability of being
programmatically altered to perform a very wide range of
tasks. The last point is important as it is wished that
programmable calculators be excluded, their use being too

limited to manipulation of numbers and device control.
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The element that has made possible the personal
computer is the large scale integration of many semicon-
ductor devices onto monolithic chips. This has led to
the realization of an effective processing unit which is
inexpensive, very portable and highly reliable.

Personal computers cost a fraction of the price of their
computing counterparts of ten years ago, and fill the
requirements of cost, reliability and portibility
necessary for personal use.

Subsequent to the emergence of the first micropro-
cessor and the continued density improvements of RAMs
and ROMs in the late 1960s, there emerged the use of
these components as a replacement for large amounts
of combinational circuitry that had previously been
needed to perform certain electronic control functions.
These first uses of microprocessors did not justify the
name computer, as no means of user programmability was
available.

By the mid-1970s the personal computer began to emerge,
tentatively and lacking in capability, amount of memory,
sufficient /O and most importantly, software. Given these
realities, the machines generally found usage solely as
means of technological amusement and as a means of playing
simple games. By the late 1970s a fundamental change had

occurred and personal computers began to be used in serious
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applications in science and business.

Today, the personal computer is recognized as a cost-
effective means of automating many previously manual
operations. Computationally the processor is able to manage
many demanding tasks and performs quite well in many appli-
cations. Increasing emphasis on increasing the performance
of the processor and lowering the cost of the necessary I/0
functions and peripherals continues and can be expected to
yield new generations of increasingly cost-effective personal

computers.

Having discussed these two classes of computers and having
brought their development to the present, the next issue that
needs to be examined is where do these computers go from here?
Will increasingly more advanced technology allow personal com-
puters of ever increasing performance and ever lowering price
to become so capable and affordable as to displace forever the
mainframe?

My perception of this question is that the answer is no,
that the mainframe will continue to serve an important portion
of the data processing system requirements of most organizations
for the foreseeable future. It is important to note the restrict
jon is made to be most organizations, and the validity of this
restriction is easily shown as many small organizations today do

rely only on a personal or microcomputer as their data processing
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needs are sufficiently limited in scope as to be adequately met
by the microcomputers and small peripherals.

However, the characteristics of computer usage in a large
organization are usually different. To corroborate the contentio
that the day of the mainframes demise is not immediate, a few
specific examples of the differences can be made and broken into
two categories, immediate and future:

Immediate

¥ vastly higher performance of mainframe is needed to perform
tasks of high numerical accuracy or time consuming tasks
very involved and large applications require large core
or program memory to successfully execute
cost effectiveness of sharing expensive mass storage
and peripherals

These points as to the need for the mainframe might
possibly begin to change or weaken as the evolution of
technology continues. However, another larger list can be
made which will not as easily be displaced by technological
change as they are not technology-dependent but rather are
a fundamentally desirable feature:

Future

¥ the mainframe concentrates and universalizes data

bases which are accessed by many individuals
¥ allows control of the processing functions of the

organization to be visible and controlled by management
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allows managerial control of the security of data bases
makes the backup and physical security of important data
more predictable and controllable

removes from the hands of unskilled operators the
necessity for determining the validity of the data

base and the funtionality of the computer

ensures all data processing of critical nature

uses the same revision application

inherently allows communication between users as

it implies a common network

' allows access to higher levels of networking as
mainframe serves as efficient port

additionally, it is most probable that while technology
will bring cheaper peripherals and memory to the personal
computer, it will probably always do so to the mainframe
finally, it appears that perhaps a new generation of
supercomputer might appear using Josephson junction
technology, but the cooling requirements will obviate the
small size and portability of microcomputers

Enough said regarding the essentiality of the mainframe

and the inevitability of the microcomputer. Let us now

consider a pair of specific computers; the HP 3000 mainframe

and the HP 125 personal computer. Explaining the HP 125 and

its interaction with the HP 3000 shows where Hewlett Packard

believes the computational system for the medium-to-large
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organization is headed.

The HP 125 has been designed to be the foremost personal
computer available today. As is the case with all Hewlett
Packard products, we like to think that the HP 125 offers
the customer not a piece of equipment, but also what we believe
is more fundamentally important - it is a solution. It brings
what we believe are the typical strengths of Hewlett Packard
to what is now a somewhat chaotic and young product area.
Hewlett Packard has been recognized for some fundamental
precepts by which it does business; that the satisfaction of
the customer is most important. This is not only the correct
attitude, it also has proven to be a good business practice
as it has over the years built a clientele of loyal customers.
As such, the HP 125 stresses good price/performance,
reliability, serviceability, and presents a total solution
composed of not just the product but also the system
interaction and software to make the hardware investment

meaningful.

The HP 125 is structurally based upon the HP 262X terminal
family, sharing some common assemblies. The terminal and CPU
portion appear outwardly much like a HP 262X terminal, with
the mass storage and peripheral devices being connected to

an extended I/0 panel on the rear.
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The HP 125 combines three functional abilities
within one package:
¥ it serves as an autonomous microcomputer
¥ jt serves as solely a data terminal
¥ it creates a synergy of use by combining the function

of the microcomputer with the data terminal

As a microcomputer, the HP 125 operates using the
CP/M operating system. This operating system has
become a defacto industry standard for use with the
8080 or Z-80 microprocessor. To support the operating
system, a Z-80 with 64K bytes of system RAM is used.
This constitutes the bulk of the CPU, the only other
significant electronics being a boot ROM to load the
operating system from the disc connected to the
IEEE 488 interface connector and the byte-parallel
interface to the terminal portion of the system.

With this relatively simple CPU, the CP/M operating
system standardizes within the memory space the
necessary functions like input/output, file system,

ete. which allow applications software to be hardware
independent. Manufacturers of hardware who desire
to utilize the standard operating system merely
customize those portions which are necessary to

allow the hardware to correctly perform the hardware
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dependent I/O functions.

The benefit of supporting the CP/M operating
system is that the HP 125 then is able to directly
run many hundreds of applications that run under CP/M.
Applications include accounting packages, mailing list
programs, word processing, languages, etc. with more
applications being added to the list daily.

One drawback of the standardized CP/M operating
system is that the author of a generalized application
package has had to depend upon the least common denomin-
ator of hardware I/0 capability. This becomes most readily
apparent with the terminal interface. Most CP/M systems
have been constructed by building a box to contain the
CPU. The user then selected a terminal which he connects to
CPU box. This of course means that the application written
for the CP/M operating system has been forced to assume the
least capable set of terminal features as more advanced
features are not supported on many terminals.

Acknowledging this shortcoming, the HP 125 will be
released with a great deal of specialized software, some
of which has been customized for the superior capabilities
of the machine by authors of existing software applications
and some of which has been written by Hewlett Packard.
With these two sources of software in addition to all

generalized CP/M software, the HP 125 will bring an unprece-
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dented amount of microcomputer software to the purchaser.

As mentioned, the terminal portion of the HP 125 is
a fairly advanced data terminal, utilizing softkey structure
to access such features as the mode of logging data from
video memory to either the integral thermal printer or
the serial printer connected to the I/0 port. Softkey
tree selection of functions now only serves to lessen the
amounts of keystrokes necessary to select functions, but
also serves to guide the user.

The softkeys within the HP 125 not only have the
inherent functions embedded within them to implement
the terminal features, but are also user programmable
to contain up to 80 bytes which can be used for every-
thing from string substitution to escape sequences
which actuate execution of subfunctions contained in
applications. Each user programmable softkey can be
accessed from either a keypad stroke or an application
program for user selection. An application or user
programmed pneumonic label can be placed within the
bottom two rows to correspond to each of the eight
programmable keys.

With these advanced terminal features, the HP 125
offers advanced features for a CP/M stand-alone

computer system.
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The HP 125 maintains a separate terminal function-
ality within its operating capabilities. When power
is applied to the system it normally defaults to the
terminal mode of operation, with the selection of
loading the operating system to become a microcomputer
being selectable by the depression of a single softkey.
As a data terminal, the HP 125 has capabilities similar
to those of the HP 2621, with some enhancements common
to more advanced members of the HP 262X terminal family.
Additionally, it presents some features not previously
available.

First a brief description of the terminal capabilities
of the HP 125 before a discussion of those terminal features
unique to it.

As a terminal, the HP 125 presents the user with 24
lines containing 80 characters of text. Also on the
screen are a 25th and 26th row containing the labels for
either the embedded softkey tree structure, or when
selected, the user programmable softkey pneumonics.
The terminal allows selection of half-bright, underline,
inverse video, or blinking enhancements on a line-to-line
basis.

The keyboard is the full extended keyboard which contains
dedicated cursor control, scrolling, softkey, numeric pad,

and screen-oriented editing keys.
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Input/output is provided by an IEEE 488 port and two
serial ports. One serial port is nominally dedicated to a
serial printer, the other to datacommunications.

Datacomm runs at 9600 baud and supports various handshakes
necessary for use with different CPUs and modems. The datacomm
port also supports the 13265A direct-connect modem. The printer
port is configurable for variable amounts of nulls, parity, and
the sense of the rate-pacing handshake. This allows the HP 125
to directly use a large amount of serial printers without the
necessity of any special logic or cables.

As an option, the HP 125 supports a thermal printer which is
integrated into the top of the terminal package. Either this
printer or a serial printer (if configured) are supported within
terminal firmware by a softkey tree which allows the direct
printing of the entire contents of video memory, the visible
screen or a selected line. Additionally, logging modes can be
set so that all data coming to the video memory or only that
data overflowing video memory is printed.

A1l configuration information is stored in a CMOS RAM
which has battery backup, allowing the user-selected confi-
guration to be maintained when the system is powered down.

The terminal supports remote operation and configuration
by use of escape sequences. As an example, the keyboard has
a 'home cursor' key which positions the cursor at the first

character in video memory. An application program can also
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home the cursor by transmitting the correct escape sequence
to the terminal. By this means, applications running in either
the CP/M CPU within the system or an application running on

a mainframe can efficiently manipulate the terminal features to
provide a friendly applications interface to the user.

The afore described features make the terminal portion of
the HP 125 a high performance terminal for use with both the
CP/M CPU and when used with a remote mainframe. These features
are fairly comparable to those which are supported within the
HP 262X family.

Additional to these, the terminal implements several unique
features which are fundamental for its use as a CP/M terminal
interface and which also generally provide better performance.

Within_the terminal, an /O map is maintained which allows
the mapping of any source devices to any destination devices.
(For the purpose of this discussion, note the terminal considers
the output of the CP/M processor to be an input!) An example
may better illustrate this:

In order to diagnose a difficulty in running a CP/M-based
application, the HP 125 user can map the output (console out)
of the CP/M CPU to be not only the CRT screen, but also datacomm
port 1. To this port he has connected a modem which ties over
the phone lines to another HP 125 (or terminal) on which a
knowledgeable user of the application is viewing. By this means,

the output of the application and keystrokes entered by the
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user (CP/M operates in a full duplex mode) can be viewed for
debugging. Further, were the user to map datacomm port 1 as
the input for the CP/M CPU (console in), the remote viewer can
also run the program and allow the direct operator to watch
in order to learn the correct manner in which to run the
application.

As another example of the value of this feature,
consider a CP/M application written to perform an
accounting function. Within the application, various
output is routed to either the screen or to the printer
for hardcopy. Often it is desired that this fixed
output routing be altered, perhaps to obtain hardcopy
of items normally sent to the screen. With the HP 125
I/0 map, this is easily accomplished.

Another distinctive feature of the HP 125 is that
all the ROM-based routines which give the terminal
portion of the product its capabilities are vectored
through locations in RAM upon powering the system on.
By this means, an application which doesn't prefer to
use the terminal capabilities as dictated by the ROM
routines can intercept the routine call and substitute
in RAM its own specialized routine. An example of this
ability is also illustrative:

In the normal mode of operation, the cursor control

and editing keys as supported by terminal firmware allow
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the user to manipulate the text on the screen directly.
However, this 'feature' may not be desirable while in the
midst of running an application. The application can
consequently be written to intercept the keystroke process-
ing routine and can then trap keystrokes which are extra-
neous to the application previous to returning control to
the terminal ROM code for keystroke execution. Or by this
means, the functionality of keys can be altered.

By this method of embedding a high degree of functional
capability in ROM but yet allowing customization of routines
critical to certain applications, the HP 125 goes well
beyond the capabilities of most microcomputers. Very
sophisticated terminal features are ROM resident, and special-

ized features are application programmable.

Understanding the HP 125 from the physical and features
standpoint allows us now to address the unique capability
that Hewlett Packard brings to the field of making distributed
processing an asset for organizations with large and diverse
computing needs.

In a previous section, the permanent and essential
nature of the mainframe was discussed. As present users
of the HP 3000 computer can probably attest, a majr
usage of the system involves the creation, maintenance

and access to data bases which allow the smooth function-
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ing of large organizations. This automation of data
base with instant and accurate access has been the principle
benefit of the computer to the business world.

Granted that the personal computer and the mainframe
have been discussed and the individual merits of both are
appreciated, an examination of the interaction of the
two for doing distributed processing is appropriate.

Personal computers have begun to appear within the
ranks of large organizations for use either by individuals
or for the needs of a small department. While the personal
computer has obviously fulfilled a purpose, the utilization
factor could be greatly larger. The HP 125 performs well the
tasks being addressed by the personal computer, but brings
much greater utilization without a greatly appreciable higher
price.

The function that is easily recognized for a personal
computer within a large organization is what may be called
data display and analysis. This term is meant to describe
the typical interaction of a manager with those performance
criteria of his organization represented by a collection of
data.

For the display and analysis of data, the personal
computer of today tends to fail to efficiently perform its
function. The data base for most organizations is large,

communal in nature, subject to frequent correction or update,
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and most necessarily must be current and correct throughout
the organization. Using a stand-alone personal computer,
much time consuming and detailed analysis has been done
only to find the raw data was incorrect due to an error

in transcription or a recent update.

Additionally, most information within organizations comes
from a multitude of sources. Using a typical division within
Hewlett Packard as an example, data bases are maintained that
updated or accessed by accounting, personnel, purchasing,
scheduling, manufacturing, quality assurance, research & devel-
opment, administration, etc. This is the data that is the
subject of display and analysis.

With todays typical personal computer, the transfer of data
between the micro and the mainframe is at best tedious if not
impossible or prone to error. The HP 125 strives to make this
process the most expedient, error-free and simple process
possible., With a wealth of data base management capability
available on the HP 3000 computer, the HP 125 leverages great
power into the hands of the person who analyzes or updates
the data base.

As an example, the HP 125 supports a screen-oriented
calculator which allows management personnel to easily
create, display and manipulate data. It allows the manager
to quickly explore "what if" questions regarding the vital

numerical data which represents his success or failure.
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Additionally the HP 125 supports a graphical display package
which allows significant data to be displayed by means of
bar charts, pie charts, etc. With the HP 125, the data for
display, analysis and charting can interactively flow over

the terminal data comm port to and from the personal computer
and the mainframe. All data is from the common base of the
mainframe and represents the organizations most recent and
accurate figures. All results of analysis can immediately

be re-entered into the common data base. Standardized
reports from functional areas can access the database from
other areas in which they don't necessarily have involvement
as to the generation of data, but from which their respective
areas can be directly affected.

A1l functional areas can present reports that are stan-
dardized across the organization as to format. Data flows
efficiently between organizations, as data entered by one
area becomes immediately accessible for all users. The
security of the data base is cared for by the information
services group, guaranteeing against the hazards of losing
critical data. The access of individuals to data is
controlled by management; the HP 125 can be programmed to
allow only visual display of the data without user
copying to printer or disc while the initial access can
be protected by the HP 3000 using passwords.

The strength of the HP 125 is its interactive ability
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to dynamically perform as a port to the mainframe, a
stand-alone personal computer, or a synthesis of the two
functions. Stressing the dual nature of mainframe access
for data interchange with local analysis, the HP 125 features
utility programs which greatly simplify the user interface
and lessen the need for sophistication in performing complex
or powerful analysis of mainframe data.

As an example, take the purchasing department in a large
organization. One of the areas with the greatest potential
for cost minimization is the timely and careful control of
inventory. Suppose that this organization does basic manufact-
uring of & wide line of products with many subcomponents and
consequently has fifty buyers interacting with a thousand

vendors regarding tens of thousands of purchased parts.

Due to the common and large data base needed to track the

tens of thousands of parts, the HP 3000 presents a good choice
for a central mainframe, probably also functioning for other
purposes within the organization. By utilizing the HP 125
as a personal tool for each of the fifty buyers, an extremely
powerful controlling application can be quickly written for
use by each of the buyers.

Organizing the overall data base using the HP 3000 and
IMAGE, the HP 125 can be used serve as the user interface
into the larger database for each user. Data is taken from

the mainframe into each of the fifty buyers personal computers.
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The data resides locally and is manipulated by each buyer for
programmed action items such as overdue shipments, low invent-
ory items, high inventory items, changes in scheduling
affecting inventory needs, etc. Purchasing management can
control and standardize the means of analysis of each
buyers proficiency through a common local program. Each
buyer using his own data base can generate reports with
a common format with all buyers reports. Using the
HP 125 graphical package to generate bar or pie charts,
the performance indicators can be directly analyzed and
evaluated.

In this example, the HP 125 served as the individuals
port to the HP 3000 data base, it performed local analysis
of data, reduced datacomm overhead and expense, and allowed

local generation of reports and graphical analysis.

To summarize, it is believed that the manner in which
computers are used by organizations to enter, display and
analyze data is evolving towards a new distributed network
of processing units. The change on the scene is due to the
technological ability to produce processing units that are
inexpensive, reliable and capable. The ability to place
a personal computer in the hands of an individual has shown
to be not only cost effective, but by being personal has

involved individuals not previously utilizing computing
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power directly. While personal computers have these
benefits, they have not fully utilized the greater
advantage of being part of the entire organizational
data processing network within most organizations.

The HP 125 used with the HP 3000 shows the first
step in the evolution of data processing. This evolution
will bring computer usage into the hands of increasingly
greater amounts of individuals within organizations.
Data processing will become more convenient and cost

effective.

A-3 - 23



ONLINE
DATABASE
START TO FINISH

Robert B, Garvey

Robert L, Womack IV

witan Inc,
Kansas City, Missouri

Monday A-4 - 01



Presentation QOutline

Introduction, wnat will be covered,

The Foundations:

1
2

Goals? A System Language and Methodology
System Principles
A Elements

1 Components

2 Relationships

B Use in System Phases
1 Analysis 2 File Design 3 General Design

Information System Architecture

A General System Architecture
1 Detailing 2 Development 3 Implementation

B Use of Image and View
Interactivity and Control
A Menu Programs

B Control Tables

c Data Area Control

D Quiet Callability

pynamically Callable Programss

i

SL’s USL’s

A-4 - 02



i. Introduction

Foundation

Bob Garvey will first lay the a foundation for the understanding of an
approach used to understand, design, and implement interactive systens,

A system language, Goals, will be introduced to render systems and
components,

A general set of principles will be presented 1incorporating the
components and structures inherent in a structured system, The use of

these components in the system life cycle and as a documentation system
will evolve,

A general system architecture will be presented and an approach to
interactivity will be discussed,

Callables

Bob Womack will present the detailed use of callable programs in the
3000 environment,
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Goals

GOALS

A System Language

Goals was designed to meet the following criteria:

Provide good documentation
Ease malintainence
Expedite development
Provide users early understanding of Systenm

functions and restraints
¥ Improve project management and reporting
¥ Reduce resources required for documentation
¥ 0Optimize System performance
Many of the above <criteria can be achieved through reasonable
structuring of the system ., But many of the structuring technigues
that are now popular are simply more trouble than they are worth,
Yourdon, Jackson and certainly IBM’s HIPO involve more work in their
maintainence than rewards merit, Warnier c¢omes closest to being
worthwnile but cannot be reasonably maintained in machine sensible
form,

¥ W ¥ W

Goals will be described as a methodology only because it seems to
accomplish all the criteria of the popular "Methodologles®, and much
more, We do not feel that any of the methodologies should be
considered ends i{n themselves and more sacred than the system at hand,
Once the principles are learned and applied the implications should be
obvious and the apparent need for a methodology forgotten,
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Goals

Documentation

1 General Statement
2 Goals, Structural Notation

1 General Statement

The purpose of documentatjion is to assist in the maintainence and
operation of a system, To those ends software documentation must be
flexible, easily modifiable, current and easy to read, Witan has
developed a system of documentation called Goals which uses simple text
files associated through control numbers to meet the criteria listed
above, The following sections ( 2 and 3 ) describe the general features
of the structural notation wused in Goals and the General systen
structure used in system projects,

Goals 1s used throughout the life of a project, It is used to¢
To state requirements

Render flow and components in the analysis phase

To develop, test and render a general design

As a pseudo code or structured english for detajil design

As a high level programming language

As a project network descriptor,

O G W N

2 Goals, Structural Notation

Formal structuring permit three primitive operations:

Sequence, Repetition and Alternation. Structural Notation was
developed to meet the criterfa of formal systems in a generalized
way and was guided by the assumption that systems must be rendered
in a machine sensible form. Goals relies upon

text sequences and key words as it’s basis, sStructural Notation
is the basis of the syntax of Goals,

Following are the representations of the primitive structures using
flowcharts and Goals., The word process is used to represent a step, a
process or an item depending on the use of the notation at the time,
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FLOW

GOALS

W -

Goals Primitive Structures

SEQUENCE

< BEGIN >

1--.--.:-...--1

! PROCESS 1 {

{owcnsecesaves)
]

! PROCESS 2 !

!

! PPROCESS 3 !

!

< END >

PROCESS 1
PROCESS 2
PROUCESS 3

A-4 - 06

Goals



ALTERNATIGON

FLOW

GUALS

iF
IF

IF

< BEGIN >

!
*
X
* * |enoesconnesse]
X IF X ¥ wee trye=e=es>! PROCESS | [=e=]
* X lownnesewsevas] !
¥ ¥ l
X !
! {
false !
! !
L {
¥ ¥ !
3 losonnvensnanes! !
¥ iF Y ¥ westruye=e=eeead>! PROCESS 2 [(=e=]
¥ X |lonneenonessns] !
X ¥ !
* !
! !
false !
! !
* !
¥ !
* X IETT YT YL Y Y ¥ !
* IF 2 ¥ewmtryemwwawend! PROCESS 3 |lw=e=!
¥ X nesosvancnvaan! !
¥ !
* !
{ !
false |
{ !
!<u---.------p----------.---..---------(-

< end >

X 1S TRUE
PROCESS 1
Y IS5 TRUE
PROCESS 2
Z 15 TRUE
PROCESS 3
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Goals

REPETITION

FLOW
< BEGIN >
!
x
x
* X

Kwfalse===<X IF Y ¥oonatryeve=s
! X ¥ !
! ¥ ¥ !
H * !

Y Y T ] loccnsencansesccn]
< END > I{woonnusec=] PROCESS 1§ !
GOALS REPEAT UNTIL Y IS FALSE

PROCESS 1
PROCESS 1A
PROCESS 1B
PROCESS 1C

The exclamation point is used to signify control in the
REPEAT loop. If the condition is met the control passes to the
statement following the (!) on the same level, If the condition
is met the control passes to the first statement following the
condition,

Processes 1A through 1C were added to show a simple subseqguence,
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Goals

DATA STRUCTURING

Goals is also used to represent data structure, As with control
structure there are three general structures which can be
represented,

Data items listed line after line represent seguence:

1 item~t

2 item=2

3 iten=3

Subsequences are represented as sequences on a level below the
item of which they are are a part,

1 1itenm=}
1A item=1A
iB item=iB
1C ltem=1C
2 jtem=2
3 item=3

LEVELS: are represented graphically with the use of indentation., The
first character in a 1line 1is considered to begin an "A" level
subsequent levels are indented an additional three spaces each,

Successively lower 1levels (nigher value characters and more deeply
indented) represent subordinate processes, As will be seen in the
general system structure the highest most levels are controled by
increments of time; years, quarters, months, days, etc, while lower
levels are controlled by events or conditions,

CONTROL NUMBERSS The control numbers used in Goals are developed by
alternating the use of numbers and letters to represent sucessively
lower 1levels within the system, The system is similiar to English
outlining except that only capital letters and numeric characters are
used, For a given statement there is nothing to indicate its position
in the njerarchy unless the entire control number is dipicted or the
starting control number on the page is given, When Goals statements are
machine stored the entire control number is either stored or is
assumed,
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Repetition jin data structuring can be represented by "(S)" at the end
of the {tem name which 1is repeated, this can take the form of an
expression ( i,e, ( 0>s<i5 ) ),

1 item=1(S)
1A item~y

Example: a flle of accounts

Account File
1 Account(s)
1A Account
iB Account number

1C  Name

10 Address(s)

iD1 Address type (h=home,w3work)
1D2 Street number

1D3 Direction

1D4 Street name

1D5 Affix

1E Amount due
iF Order(s)

iF1 Order number
1F2 Item(s)

iF3 Iten
ALTERNATIONS

Alternation is represented with the IF control word or with the
notation (1,0),

2A IF segment descriptive code = 1

2A1 material
28 IF segment descriptive code = 2
2B1 supply

This éonvention is seldom used because the REPEAT handles
most situations for the case of data structuring,

The other type of alternation is within a string of data items
where the item can either exist or not exist, Another way of repe-
resentin a nonerequired {tem,

1 fteme}

2 item=2

3 item=3(1,0)

This says that items 1 and 2 must exits or are required and item 3 is
optional,

Discussiont

The highest level 0of repetition within a data structure is assumed to
be the key to the file or at least the major sort sequence, If
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additional Kkeys are required they can be represented with the word KEY
( f.e, item=3 (KEY) ) or an additional data structure can be presented
to represent the structure represented when the KEY is used,

Goals can be used to represent logical structures as well as the
physical implementations, It is important that the required logical
views of data be derrived and documented before any phy- sical
structures be planned, A recommended goal in system design is to have
a one to onhe relationship between the physical and the logical
structures of the system, The codina complexity is reduced appreciably
as well as the maintainence activity, An additional byproduct is the

ability to use Query or other general inquiry 1languages in a more
straight forward fashion,
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2 Principles

An Information system is distinguished from operating systems, command
interperters, compilers and the like, An Information System is that

set of communications, operations, files and outputs assoclated with a
single conceptual "file",

I am not talking about a single program, Historically I am talking
more about an application area,

A, Elements

Al Components

First an analogy: All purely mecanical devices are made up of
elemental components;y; the incline plane, the wheel and axle, the lever
and the c¢hamber, The physics of these basic components and the
materials from which they are constructed define the limits of their
application, You may be saying, that list does not sound correct or
"what about the screw", In 1listing elemental components certain
definitions are inherent, I define the screw as a "rolled incline
plane®,

For information systems I assert that the 1list is: Communications,
ftiles, operations and outputs, The limits for such systems are defined
by the ordering of the elements using the primitive structures
(sequence, alternation and repetition),

As &8 note; to date the list of elemental components may have been
input, process and output without reguard to to structure, This is
more elemental considering all computer processes but is unbounded,
This makes a general system deslign technique very difficult, Adding
hierarchy to the above does not enhance these primitives to any great
extent,

AZ Relationships

With these boundries and definitions 1in hand, 1lets 1look at the
relationships that develop.

There is generally a one to one relationship between f£ile structure and
operations structure, between communications structure and operations
structure, between output structure and operations structure, 1In other
words the operations or control structure mimics the other components
of the system and each componet is related to the other in structure,
The structure begin with the file structure,

Example; i{if vyou have a file of accounts and you want to report them;
the report program will have to be structured exactly the same as the
file or database to report all the data in the file., Most often there
is &a one to one relationship between flles and outputs, In the report
example the report structure could be expected to look exactly like the
file, If the report is to look different than the file there would be
in intervening operation usually a sort or selection to convert an
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intermedjate output to the final output,

The same is true of communications which on the data processing level
are the transmissions to the uses, the screens and the messages, The
structure of a communication is generally the same as the operation
structure which §s the same as the data structure and thus the
communication structure is the same as the data structure, This
substantiates the theory that systems can be completly described
knowing only the data structure, True but limited, Knowing the
structure of any part should in theory give you the whole,

If everything describable about a system can be described in simple
structures (and thus in Goals) and the components of a system include
only communications, €files, operations, and outputs and Goals can be
used ip all system phases then we have a framework for a general system
covering conception through maintainence,

Lets 1look at any application, Traditionally vou would begin with a
requirements statement and do an analysis of the existing system,
Forget flowcharts, classic narratives, and other charting techniques,
Think of progressively decomposing the system using simple english
outlining starting with the functions, Functions f£fit into the
operations structure discussed, You will note that as you get down a
level or two vyou will encounter repetitive tasks dependant on
conditions, add REPEAT and IF to vyour outlines and keep describing,
Remember that users can understand outlines and repetition and
alternation are not difficult to understand,

‘Operations will include existing machine processes, manual proceedures,
paper flows, sorting processes ect, As you are g¢going through the
operations keep a 1list of the files that are mentioned and note the
file keys (and sorts) and any advantages or requests for multiple
keys,

List any outputs or reports prepared by the organization or required in
the future,

Communications will be minimal at this stage but note any memos that
may go from one section to another of a "file" of notes used as
crossreference or duplicate of any more perminent file,

Your documentation is now shaping ups your notebook and I assume that
the whole world has change to 8 1/2 by 11, should be divided into
communications, file, operations and outputs,

The starting point for design is the detailing of the files in your
file 1list, You will want to reduce the files as much as possible to a
single file., By way of naming conventions the "file" should have the
same name as the system &t hand,

You will notice that many of the manual files are really communications
in that they are "views" of the file that are required in a particular
subfunction,
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The design of the conceptual file must be validated against the
required operations, I am going to leave this hanging for a moment to
discuss a General System Structure,

A-4 - 14



Architecture

3 General System Structure
A General System Structure is presented on the following page in Goals,

This structure s not applicable in all systems but {s used as a
pattern for system discription, design and understanding.

The key elements of design of this structure are:

1. File unity; a system with this structure has only
one conceptual file, It may have any number of
datasets of or physical files but they must be
formalized into one,

2. Journalizing or logging; all changes made to data
items can be (and normally should be) logged,

3. Last action dating; incorporated as part of logging,
permits an offline log,

One detailed implication of this is need to have & date

stamp in each detaill set and a8 master date stamp in the
master file,
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Begin systenm
REPEAT until EDSystenm
REPEAT until EQYear
REPEAT until EOQuarter
REPEAT until EOMonth
REPEAT until EODay
REPEAT for each user
Begin online
identify operator and security
Open system file
Open current flles
REPEAT for each Communication
IF control transfer
transfer control
IF batch request
initiate request
IF update , add or delete
Begin
Memo to LOG
LOCK
Update ,add or delete
UNLOCK
End
IF inquiry
perform communication operation

!
End Online
Begin daily batch
Perform dally batch processing
Run LOG analysis
If end of week
Perform Monthly Processing

L ]
ROLL FILES
!
!
perform Monthly processing
Perform Quarterly processing
| ]
Perform end of year processing
!
Close system
End

A-4 - 16

Architecture



Architecture

A GENERAL DESIGN

with this Architecture and database design complete we have the basls
for the development and implementation of any application,

Step 1 is inquiry into our file; if there is only one search criteria
then we calculate into to file and return the master data or a summary.
Once positioned in a master we can chain through our detail sets or
follow appropriate programatic paths,

The master screen (& communication) should provide inquiry, update, and
addition ability,

Each detail set should have a screen providing the same update add and
inquiry ability., Our screens will be one for one with the detail sets,
Think of a detalil set as having a buffer that will correspond to
communication (VIEw) buffer, Moving date within one program 1is
facilitated with this concept,

The 1list of detail sets becomes a list of programs which must be
written to handle the retrieval, update, addition, deletion and editing
of data for the detail set,

when this is complete you will have a functioning system; it will not
function well, I have intentionally oversimplified, The office
proceedures which may be in place or will evolve will dictate what
combination of sets will appear on a screen but no effort was be lost
in developing the barebones system according to this method, Each set
(detail set) should have jits own program to handle retrieval &nd
update, Wwhen requirements demand inclusion the programs can usually be
used with few changes, You can take this one step further to include a
general scheme to handle multiple data sets on one screen,

The question then becomes; "How do 1 tie this all together?",
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4 Interactivity and Control

Lets say that we have written a system composed of a series of programs
that correspond to our data sets. The way 1in which we permit
interactivity is through a control program called MENU,

4A Menus

A master data set will exist at the top of the conceptual file and the
primary search path will be the file key, Other search paths will be
provided through subsystems such as "Name Family"®" or through automatic
masters. For all detail sets associated to the master there will be a
program to handle that data set., Your analysis will dictate all the
processes that the operator may wish to perform, As other requirements
develop associating more than one data set the code can be combined and
new screens developed,

The menu control program provides transfer of control, It can do this
either ‘"quietly" of "loud", Loud is the obvious implementation; the
operator choses a data set from a menu screen, the control 1is
transfered via a "call" to a dynamic subprogram the data set is
accessed updated, ect, and control returns to the controlling menu,
But let us give the operator the ability to "tell" the system where he
wants to go next, If he does a common area flag can be set to say
don‘t display the menu simply transfer control to some other
subprogram, We call are common area for data SYSBLK and out flag(s) Q1i,
@2, ect, (you are not limited to one level of menu),

A meny structure may look like this:
MAIN MENU
REPEAT UNTIL PARENT OR END OF SYSTEM
IF LOUD
GET MAIN MENU SCREEN
SEND (SHOW) SCREEN
REPEAT UNTIL EDITS PASS
EDIT FIELD
IF EDITS FAIL
SEND SCREEN

LJ

SET MODE TO QUIET

IF QUIET

IF NEXTPROCEEDURE=A
CALL A

IF NEXTPROCEEDURE=B
CALL B

ece

IF NEXTPROCEEDURE =N
CALL N

ELSE
CALL CONTROL’NUMBER’TABLE
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Through this technique those programs which are not being used are not
using memory resources. The CONTROL NUMBER TABLE refers to
implementations which have levels of menus, If the control reference
is not handled at that menu level control is appropriatly passed to the
proper level where a control program can handle it,

The quiet "CALL" technique can be used for any of the data set programs
discussed by putting the gquiet call structure "around" the program and
requiring the passing of appropriate data 1into or from the
communication buffer, Bob wWomack will describe this technique in the
"NAME FAMILY" discussion,
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SL’s and USL’s

SL * s
(o] Modules, Entry points, Programs referenced in require
CST entries if they are not allready referenced in a
running program,
o Code is sharable by all programs, The PUB,SYS SL
is avalable to all programs, Account and group SL’s
are avajilable to programs being run out of that Account,
o You need exclusive access to the SL to make an entry in {t,
o) when SL entries are made you do not need to prepare the
Sk, It is avallable after you have exited the segmenter,
USL*s

0 Programs compiled into a USL must be prepared before they are
runnable,

0 Many programs may be compiled into the same USL, When
a program i{s run the system will look to the USL for resolution
of called programs, it then looks to the PUB,SYS SL unless
@ library is specified in the RUN, (RUN prog;LIB=G)

o All USL resolved entries create XCST entries except the outer
block,

CST’s and XCST’s

0 There are 192 CST entries available to user processes

(o] There are 1028 XCST entries avallable to user processes,
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COMPILE INTO A USL

1JOB JOBNAME,username/ serpass,accountnames/accountpassj;OUTCLASS=,1
{COBOL progname,sSNEWPAS ,$NULL
I1SEGMENTER

USL SOLDPASS

NEWSEG progname,progname’

PURGERBM SEGMENT,progna e’

USL yourusl

PURGERBM SEGMENT,progna e

AUXUSL SOLDPASS

COPY SEGMENT,progname

EXIT

ITELL user,acct; yourprog =e-=> yourusl
1E0J

PREFP OF Usek

1JOB DyourUsL,user/userpass,account/accountpassj)PRI=ES;OUTCLASS=S,1
{PURGE yourrun

!CONTINUVE

{BUILD yourrun;DISC=2500,1,1;CODE=PROG

ISEGMENTER

USL yourusl

PREPARE yourrunsMAXDATA=16000;CAP=MR,DS

EXIT

!TELL user,acctj; yourrun ===> yourrun

1EOQJ

CALLABLES INTOGO SL's

!JOB D!SL,user/userpass,account/accountpass;0OUTCLASS=,1
{COBOL yourprog,$80LDPASS,8NULL

ISEGMENTER

AUXUSL SOLDPASS

SL 8L

ADDSL yourprog

EXIT

!TELL user,acct; yourrun ==e> yourrun
{EOY
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REPEAT uv¢il parent or nd of system
IF lodd
get menu screen
show screen
REPEAT until edits pass
edit fields
IF edit fail
send screen
! [ ]

set mode to quiet

IF quiet
IF nextprocedure = "Q"
CALL "0O™ USING .,
IF nextprocedure = "1"
CALL "I® USING ., o/ o

(N LJ

IF nextprocedure = "n"
CALL "n"™ using ., e/ o
ELSE
CALL "CONTROLNUMBERTABLE" using nextprocedure
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FACULTY PERCEPTIONS OF COMPUTING FACILITIES
(Based on a study of UTC Faculty in 1981)
Dr. Lloyd D. Davis

Purpose of Study

The University of Tennessee at Chattanooga is very typical of many of
the public institutions operating today. It had a history of minimal com-
puting until 1974 when major computer acquisitions were made. Further sig-
nificant upgradings have been made since then with another major acquisition
being consummated in 1978. UTC, therefore, is a model of interest to many
concerned with the effects of these computing resources on faculty attitudes
towards the curriculum, general educational issues, relevance of current
computer facilities, and the entire computing mileau. Hence, other institu-
tions may utilize this model and perhaps the data and analyses presented as
a barometer for assessing the impact of instructional/research computing

needs, resources, and values at their own institutions.

Background

UTC is a Masters granting institution located in urban Chattanooga,
Tennessee, and is a primary campus of the University of Tennessee. With
approximately 8,000 students and 250 plus full-time faculty, UTC is prima-
rily an undergraduate institution. Its role within the State of Tennessee
is to provide quality education at the baccalaureate level to a largely
commuting student body. Students have degree options in the many areas of
the Arts & Sciences and the professional areas of Engineering, Computer
Science, Nursing, Business Administration, Human Services and Education.
Somewhat unusual for a state institution is its private foundation with a

$10,000,000 plus endowment which is used to enrich academic areas at UTC.
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FACULTY PERCEPTIONS 1961

Included in this enrichment was the acquisition of an HP2000 in 1975 strictly
for the use of faculty and students. This timesharing system replaced an IBM
360/30 with RJE capability to a large 360/65 system a hundred miles away. In
1978, UTC purchased a second academic computer system, the HP3000 Series II
with funds from a capital development campaign. Currently, the HP2000 and
HP3000 are connected to over 80 terminals and provide 63 ports of instruction
and research to students and faculty; UTC continues to provide RJE activity

to two large IBM 3031's at a remote location.

Methodologz

In the spring of 1981, all faculty at the University of Tennessee at
Chattanooga were requested to complete a questionnaire concerning their'per—
ceptions regarding instructional and research computing. The first objective
of this survey was to identify perceptions concerning computing both at a
general level for institutions and for majors at large. The second objective
was to discover specifics about UTC and individual departmental needs. Pre-
viously, two other surveys were conducted dealing largely with these same
issues. 1In 1974, as part of a report to the University of Chattanooga Found-
ation, Drs. Carney, Davis, Smullen, and Ward, all of UTC, reported similar
analyses. In 1978 essentially the same study was replicated by Dr. Smullen.

Although the data reported will refer wherever possible to all three
surveys (1974, 1978, 1981), attention will focus on the most current, which
is 1981. For purposes of reporting, some departments have been coalesced
into larger areas. These four larger areas are the Arts & Sciences; Business

Administration and Economics; Engineering and Computer Science; and
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FACULTY PERCEPTIONS 1981
Education, Nursing, Human Services, and miscellaneous. Although the data
could be tabulated in'hany ways, this report will largely work with the posi-
tive responses "Strongly Agree" and "Mostly Agree", for the major areas

outlined.

Responses to Survey

Fifty-seven percent of the teaching faculty responded to the 1981 sur-
vey as compared to 54 percent and 69 percent in 1978 and 1974, respectively.
Table I shows the responses by area, and it is seen that the dominant areas
are Humanities, Physical Science and Mathematics and Business Administration
with 22, 20 and 12 percent of the total, respectively. No department or
area was vastly under-represented or over-represented in the survey. The
continuation of Table I breaks these larger areas into their major compo-

nents for purposes of detailing the responses.

Computer Usage

Computer usage of the respondents indicates that the number of faculty
who have used the computer moderately or extensively in the past has in-
creased from 49% in 1974 and 48% in 1978 to 52% in 1981 (see Table II). The
Humanities, Education, and Physical Science and Mathematics declined from
21%, 37% and 67% in 1978 to 19%, 32%, and 59%, respectively in 1981. How-
ever, Behavioral Science and Engineering grew from 44% and 55% in 1978 to
64% and 100% respectively in 1981, indicating heavy computer experience for
those areas. The area which declined, surprisingly, was Business Administra-

tion and Economics, as it declined from 75% to 47% in the same period.
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Total Responses
Total Faculty

Percentage Response

By College/School/Division

Arts and Sciences

Engineering

Business*
Education¥*
Nursing#*

Human Services*

1981

1978

1974

1981
1978

1974

1981
1981
1981

1981

COMPOSITION OF THE GROUP OF RESPONDENTS

TABLE I

1981 1978 1974
144 125 133
253 231 194
57% 54% 697
Number of % of all Number of Percentage
Responses Responses Faculty Response
71 497 142 507%
65 527% 130 50%
76 57% 127 607%
11 8% 21 53%
11 9% 11 1007
7 5% 8 88%
17 127 32 53%
14 10% 29 48%
7 5% 12 58%
14 10% 17 827

*Data not available for earlier years for these areas.

By Area:

Humanities

COMPOSITION OF THE GROUP OF RESPONDENTS IN 1981

Physical Science & Mathematics

Behavioral Science
Engineering
Computer

Business

Education

Nursing

Human Services

Misc, Unknown

Total

Frequency
31

29

11

17

14

14

10

144
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Percentage of
All Responses

21.5
20.1
7.6
4.9
2.8
11.8
9.7
4.9

9.7

100.0




I have used the computer
extensively in the past.

I plan to use the computer
extensively in my future
classroom activities.

I do not plan to use the
computer in my future
research.*

*Disagreement with this statement has been treated as a positive response.

**Not available.

1981
1978

1974

1981
1978

1974

1981

1978

TABLE II

UTILIZATION OF THE COMPUTER BY THE RESPONDENTS

% Positive Responses

% Responses

by Area

Arts & School of School of All Negligible
Sciences Business Engineering Others Extensive Moderate or No Response

42 47 100 31 17 35 48

37 *% 55 *k 18 30 53

38 *k 100 *k 11 38 51

45 70 91 47 17 35 48

54 *% 64 *k 18 50 31

74 %k 100 *% 26 54 20

58 82 91 70 51 17 32

49 %% 55 *k 34 26 41

TABLE IIA

PERCENTAGE UTILIZATION OF THE COMPUTER BY 1981 RESPONDENTS

(EXTENSIVE OR MODERATE POSITIVE RESPONSES ONLY)

Past Usage Future Classroom
By Arga: Responses Responses
Business, Economics 47 71
Physical Sciences, Mathematics 59 55
Engineering, CPSC 100 91
Behavioral Sciences 64 64
Educatian,. Et al 32 46
Humanities 19 29
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Responses
71
55
91
64
46

29

No such question was asked in 1974.



FACULTY PERCEPTIONS 1981
This can be explained, in great part, by the fact that the 1978 survey in-
cluded Computer Science with Business while the 1981 survey included
Computer Science with Engineering.

The faculty projections of future computer activities in their respec-
tive classrooms indicated that both the School of Business and the School of
Engineering will in the future make much more extensive use of the computer
in the classroom. The former will grow from 59% to 70% and the latter from
647% to 917%. When asked about the use of the computer in their future re-
search all areas reported positive responses. Over 68% of the faculty in-
dicated they expected to make extensive or moderate use of the computer in
future research as opposed to 60% in 1978. Also noted was the large decrease
in the neutral or no response category. The data generally supports the fact
that UTC is acquiring either through recruitment or "in-house" training a
computer literate faculty who generally are using the computer more and based
on these experiences, will utilize it more in the future in both their class-
room and research activities. Areas such as Engineering, Computer Science,

Behavioral Sciences, and Business are leading this growth.

General Opinions

Faculty at UTC were asked to respond also to general questions concern-
ing their perceptions regarding the computer and its effect upon society and
education. Table III shows the data related to these questions.

There has been a small decrease in the positive responses to the state-
ment that computers will improve education. Although in 1981 this proposi-

tion was agreed with either strongly or mostly by 86% of the faculty, in
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TABLE III

GENERAL OPINIONS

Percentage Positive Responses All Responses
Arts & Busi-  Engi- Agree Neutral Disagree
Sciences ness neering Others Strongly Mostly NA Mostly Strongly
1981 85 88 91 90 51 35 9 3 1
Computers will improve
university education. 1978 86 96 82 - 56 34 8 2 0
1974 59 54 100 - 35 25 41% 1 1
1981 55 59 64 44 20 33 28* 14 4
Computers create an
impersonal society.** 1978 52 55 46 - 16 37 24% 18 5
1974 43 64 57 - 22 28 25% 15 11
1981 90 82 100 96 54 38 1 6 2

Computers are beyond the
understanding of typical 1978 79 86 82 - 38 43 6 7 5
university undergraduates.**

1974 78 92 100 - 53 31 11 4 1
~1981 47 88 82 60 29 29 8 19 15
The computer is as important
a resource as the library. 1978 46 80 64 - 30 31 7 24 10
1974 28 58 71 - 20 22 15 29 15

*Large Neutral, No answer, or No Opinion response (20% or over)

**Disagreement with this statement has been treated as a positive response.
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FACULTY PERCEPTIONS 1981
1978 this issue received 907 positive responses. On the issue of computers
creating an impersonal society, 53% of the faculty disagreed. On several
such questions disagreement was taken as a positive response. Clearly the
faculty feels computers are well within the capability of understanding of
typical undergraduates, as 927 responded positively in 1981, up from 81%
in 1978. Response to whether the computer is as important a resource as
is the library is much less positive. The data analysis indicates 587 of
the faculty affirm this in 1981 as opposed to 61% in 1978. However, both
the Engineering and Business areas grew from 657 and 807 in 1978 to 82%
in 1981 respectively. Not surprisingly, Arts and Sciences disagreed with

the librarv computer issue and affirmed this issue at only a 47% rate.

Computers in the Curriculum

This section deals with faculty perceptions of the use of the computer
in specific subject matter areas. The responses to the issue of the neces-
sity for computers in instruction in Natural Sciences and other sciences,
the desirability of accessing computets in the Behavioral Sciences, the
knowledge of and practice on computers for Business Administration, and the
awareness of computing for students in the Humanities have not changed appre-
ciably over the period 1978 to 1981 (see Table IV). That computers are
necesséry for instruction in areas such as Natural Science, Engineering and
Mathematics is agreed with by 89% of the faculty with only small variance
among the areas. That instruction for students in the Behavioral Sciences
requires access to problem solving via computers is agreed with by 74% of

the faculty and is as high as 917 in the Engineering area. Eighty-nine
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Computers are necessary for
today's instruction in areas
such as natural science,
engineering, and mathematics.

Instruction for students in
the behavioral sciences
desirably requires access
to computers for problem
solving.

Business Administration

students must have know-
ledge of and practice in
the uses of the computer
in business applications.

Students from the humanities
shoulq have an awareness of
the influence of computers
to today's society.

The curriculum of UTC
should have more breadth
and depth of computer
experience available to
the students.

TABLE IV

COMPUTERS IN THE CURRICULUM

Percentage Positive Responses

All Responses

Arts & Busi- Engi- Neutral Disagree
Sciences ness neering Others Strongly Mostly NA Mostly Strongly
1981 86 88 91 93 59 30 8 3 0
1978 89 88 91 - 57 32 6 5 0
1974 88 84 100 - 56 30 9 1 4
1981 85 77 91 80 35 39 21%* 3 0
1978 68 84 46 - 43 29 25% 3 0
1974 79 74 100 - 38 41 17 5 0
1981 86 100 91 91 60 29 9 1 0
1978 85 94 91 - 58 30 10 1 1
1974 80 92 100 - 54 32 12 1 1
1981 89 65 91 93 44 44 11 1 0 Y
1978 88 88 91 - 45 43 10 1 1
1974 82 92 100 - 40 47 10 3 0
1981 44 77 64 58 16 38 38% 5 1
1978 63 63 55 - 16 46 30*% 6 2
1974 66 78 86 - 29 41 24% 5 1
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TABLE 1V A

COMPUTERS IN THE CURRICULUM*#*

Responses of the various areas concerning
the need for computers in their own curriculum.

from the 1978 -and 1981 survevs. Agree Neutral Disagree
Strongly Mostly NA Mostly Strongly
Engineering & CPSC 1981 36 27 27 9 0
1978 - - - - -
Science & Mathematics 1981 28 14 45 7 7
1978 68 24 5 3 0
Behavioral Sciences 1981 36 36 18 9 0
1978 44 44 11 0 0
Business, Economics 1981 53 29 12 0 0
1978 84 11 5 0 0
Humanities 1981 26 13 32% 13 16
1978 38 45 14 0 3

*Large Neutral, No Answer or No Opinion (20% or over)

**In 1978 CPSC was tabulated with Business and Engineering with Science.
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FACULTY PERCEPTIONS 1981
percent of the faculty believe that students in Business Administration
must have knowledge of, and practice in, computerized business applications.
A robust 887 of the faculty believe that students in the Humanities should
have awareness of computer influence on society. On the issue of whether
the UTC curriculum should have more breadth and depth of computer experi-
ences for students, affirmative responses declined from 62% in 1978 to 54%-
in 1981. Although the areas of Business and Engineering showed higher 1981
figures than the corresponding areas in 1978, Arts and Science faculty
affirmed this by only 44% in 1981, a 19% decrease over 1978. This implies
a general satisfaction with computing for this college rather than a de-
crease in interest directed towards computing. Correspondingly, in 1981 as
compared to 1978, even larger numbers of faculty from the areas of Business
and Engineering believed there should be more computing. This obviously
indicates a major need for computing in these areas and a growth of computing.

When faculty were asked about the need for academic computing in their
own departments, a high of 827 in Business felt their department should uti-
lize the computer more in the curriculum than it presently does. The lower
affirmative responses of 427 and 397 from the Sciences and Humanities re-
spectively indicate a general satisfaction with what their areas are now
doing, rather than dissatisfaction with the computer. This indicates a

trend towards maturation in terms of computer utilization in these areas.

Computing Facilities

Table V presents data on faculty perceptions of UTC computer facilities.

Many faculty in 1981, especially in the Engineering and Computer Science area,
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TABLE V

PERCEPTIONS OF COMPUTING FACILITIES

Percentage Positive Responses All Responses
Arts & Busi-  Engi- Agree Neutral Disagree
Sciences ness neering Others N Strongly Mostly NA Mostly Strongly

1981 42 53 9 49 15 28 35% 12 5
UTC maintains and provides
inadequate computer support 1978 48 - 18 - 17 29 43% -8 3
for academic instruction
and research.*#* 1974 32 - 100 - 16 23 48% 11 2

1981 56 71 36 60 19 40 25 10 5
The present computer system
and staff is conducive to 1978 54 - 55 - 17 38 34% 9 2
faculty use for academic
projects. 1974 37 - 86 - 1 15 44% 29 10
UTC should provide short 1981 85 82 82 96 44 44 9 2 1
training courses for faculty
on the computer and the 1978 88 - 73 - 47 39 13 0 1
available packages.

(W"\ 1974 93 - 71 - 54 38 8 0 1
The computer should be made 1981 45 76 73 53 19 35 37 8 1
more available to the
faculty and students. + 1978 59 - 55 - 20 38 33% 9 1

The cluster concept is the
most desirable means for 1981 44 47 82 44 15 32 46 6 1

providing terminals for stu-
dent instruction. +

The cluster concept is the most
desirable means for providing 1981 13 12 36 27 4 15 52 17 12
terminals for faculty research.+

Text processing should be
provided by UTC to its stu- 1981 44 53 73 53 22 26 35 8 8

dents and faculty even if
this requires major new
resources. +

*Large Neutral, No Answer, or No Opinion response (20% or over).
**Disagreement with this statement has been treated as a positive response,
+No such question was asked in 1974.

Cﬂ\

A-5 - 12



FACULTY PERCEPTIONS 1981
perceived computing facilities to be inadequate. Positive responses in this
technical area have declined from 100% in 1974 to 18% in 1978 and 9% in
1981. Otherwise the overall faculty responses have been positive with 39%
in 1974, 46% in 1978, and 437% in 1981 affirming UTC provides adequate
instructional and research equipment.

On the issue that the present system and staff are conducive to faculty
use, the positive responses have grown from 16% in 1974 to 55% in 1978 to
59% in 1981 . Again, as with the previous question, Engineering and Computer
Science with only 36% positive responses perceive it less positively than
do the other departments. The general dissatisfaction noted from Engineer-
ing and Computer Science is believed to be due to the lack of major compu-
ter systems that are local and the perceptions associated with computing at
a remote site.

When questioned regarding short training courses for the faculty, 88%
responded affirmatively with little variation over the respective areas.
This service is well received by the general faculty.

The question 'should the computer be made more available to the faculty
and students' was answered "yes" by 54% of the faculty in 1981, down from
58% in 1978. Very high rates of 76% and 73% were seen in the areas of Busi-
ness and Engineering, indicating a perception of greater need in these areas
than in the university as a whole.

UTC utilizes the cluster approach to provide terminals for the students
and faculty. Approving this cluster concept for student instruction was 47%

of the faculty with a group of 46% being neutral. Engineering endorsed this
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FACULTY PERCEPTIONS 1981
at a 827% rate. On the issue of desirability of computer clusters for faculty
research, only 19% endorsed this concept with the highs ranging from 367 in
Engineering to a low of 127 in Business.

Text processing is being introduced gradually in UTC on the HP3000
through the package EDIT2. About 487 of the faculty believe this facility
should be offered to faculty and students even if major new resources are
required. Areas ranged from a high of 73% positive support in Engineering
to 447 in Arts and Sciences. Certainly the UTC faculty are strongly behind
the concept of text processing for classroom materials, reports, manuscripts
and resumes.

In general, facilities are recognized as better than adequate by most
areas of the university with the exception of the School of Engineering.
General support for computing facilities and staff, instructional short
courses, and text processing was demonstrated. Faculty research is seem-
ingly not served well by the cluster concept but, in all, the computer

systems are generally conducive to faculty use.

Emphasis and Rewards

When responding to the statement '"your department should utilize compu-
ters more than it does now'", 617 responded affirmatively in 1981 as opposed
to 60% in 1978 (see Table VI). Interestingly, those strongly agreeing in-
creased from 26% in 1978 to 34% in 1981. The area perceiving this need the
most was Business with 827 positive responses and the least was 45% in the

Arts and Sciences.
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Your department should
utilize computers more
than it does now.

UTC has a reasonable emphasis
on the uses of the computer
in its educational pro-
cesses,+t+

Within its role as a primarily
undergraduate institution, UTC
places too much importance on
computing.** +

Faculty time spent on develop-

ing computer uses for the class-

room is adequately recognized
as a professional activity by”
the administration.+

TABLE VI

EMPHASIS AND REWARDS

Percentage Positive Responses

All Responses

Arts & Busi-  Engi- Agree Neutral Disagree
Sciences ness neering Others Strongly Mostly NA Mostly Strongly
1981 45 82 64 78 34 27 26% 7 6
1978 54 - 46 - 26 34 26* 13 1
1974 62 - 86 - 30 36 21% 9 4
1981 38 65 45 44 11 33 46% 9 1
1978 60 - 64 - 22 38 34% 5 2
1974 26 - 71 - 11 21 51% 16 1
1981 62 82 91 69 35 34 26* 4 1
1978 69 - 73 - 28 45 18 7 2
|
1981 18 24 18 16 5 13 42% 24 17
1978 15 - 27 - 6 12 48% 22 12

*Large Neutral, No Answer, or No Opinion response (20% or over)
**Disagreement with this statement has been treated as a positive response.
+No such question was asked in 1974.

+This question was preceded by "When compared to other primarily undergraduate institutions of its size."
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FACULTY PERCEPTIONS 1981

The statement "UTC has a reasonable increase emphasis on the use of
the computer in its educational processes", showed overall support declin-
ing from 60% in 1978 to 44% in 1981. The area of Business supported it
with 65% positive responses; at the other end was the area of the Arts and
Sciences which supported it at only 38%. This statistic is clouded by a
large 64% undecided or neutral set of responses. Perhaps this is an indi-
cation of need for more emphasis rather than a dissatisfaction with the
current emphasis as being "too much."

The statement "within its role as a primarily undergraduate institution,
UTC places too much importance on computing', is disagreed with by 91% of
the Engineering area, 82% of Business, and 62% of the Arts and Sciences.

This indicates further that faculty perceive that either the same or more
computing is required as opposed to less computing.

With regards to faculty computing activities being adequately recog-
nized as professional activity by the administration, only 18% feel posi-
tive about this issue. The strongest response is that of Business which
reports 247 positive responses. There is a large 42% neutral response
category; this indicates a general perception that instructional computing
does not count towards promotion and tenure in the same manner that scholarly

writing does.

In-depth Analysis

A second survey was sent to those who were judged to be heavy users or
who requested it. This survey asked for specific information regarding

satisfaction with the systems, their components, the staff, and their
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FACULTY PERCEPTIONS 1981
functions; it contained several open ended questions regarding future
desired computer acquisitions. Since this paper is designed for general
opinions, most issues in this second survey are not included here.

Thirty-eight of the heaviest faculty users completed the questionnaire.
Eighty-four percent were at least satisfied with our present systems. Near-
ly 53% of those responding felt that the 1981 computing environment (HP3000
and HP2000) was better than the 1978 computer system (HP2000 only). UTC
consultants satisfied 90% of the faculty in terms of availability and 89%
in terms of helpfulness. Software satisfied 63% of the faculty and dissa-
tisfied 26%. System reliability was viewed favorably by 67% and negatively
by 24% of the faculty responding. Relevance of UTC newsletters and helpful-
ness of UTC manuals were affirmed by 66% and 76% of the respondents,
respectively.

The generally positive responses to these issues indicate that the HP
3000 system has been viewed favorably by a majority of its heavy users.
Furthermore, the staff activities in terms of consulting, documentation,
and overall effectiveness are considered satisfactory or better by a large
majority of users. The Office of Academic Computing, which maintains most
of these functioms, is, therefore, by association viewed as a very positive
factor in computing in UTC. The negative responses were mostly from
Engineering and Computer Science; these were largely associated with the
requirements or needs associated with large scale systems, major software
packaggs in technical areas, and specific operating systems. Hence, Hewlett

Packard equipment and software received a general vote of confidence.
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FACULTY PERCEPTIONS 1981
Summary

Wide spread approval of UTC's instructional and research computing is
voiced by the faculty. Faculty perceptions about societal implications of
computing, the necessity for computing in various disciplines and student
capacities for learning about computing were very favorable. Nearly all
areas generally report affirmative attitudes towards computer associated
activities in the curriculum. Minimal back-lash, if any, was evident to-
wards university, area or departmental emphasis on computing. Several de-
partments, namely Engineering and Computer Science, indicated the need for
more computing that is probably of the non Hewlett-Packard nature and which
is of a medium scale rather than a mini scale. It seems reasonable that the
HP2000 and HP3000 have heightened the desire for timesharing, even on major
systems, thus negating the perceived worth of remote systems that are largely
batch entry.

Support facilities, staff and training were perceived in a positive
manner by a majority of the respondents. The HP3000, augmented by the HP
2000 and IBM 370/3031 RJE, has created a viable, stable computing environ-
ment for university academic computing. Coupled with this is the Office of
Academic Computing Services which has visibly and significantly assisted
most academic areas with their instructional and research computing.

A famous economist once stated "Nature has no force as powerful as an
idea whose time has come." Academic Computing's time has come and at UTC
the idea and its manifestations are growing with adolescent fervor and are

approaching intelligent, capable maturity.
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JOBLIB/3000

By Esa A. Harjula

ABSTRACT

The JOBLIB/3000 system is now an advanced productivity tool, combining
interactive macro processing techniques with new practical ideas for
computer aided batch job preparation work. JOBLIB/3000 provides new
approach to batch processing in on-line environment. It makes MPE

even more friendly operating system,
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DISTRIBUTED 6250 BPI TAPE

by Daniel R. O'NHeill

Qualex Technology, Inc.

INTRODUCTION

One of the most frecuently heard buzz words of the computer
industry today is that of distributed processing - making a high
level of data processing available to each user, but allowing each
user to attach to and access a large data base.

This paper deals with another aspect of distributed computer power
- that of distributing 6250 BPI tape systems between a number of
CPU's. OQualex Technology, Inc. has formally announced "SHASH"
SHARED MASS ARCHIVE STORAGE HOST at this HPGSUG user meeting and
this paper will describe system operation, system configurations,
etc. In addition, features of 6250 BPI technology will be high-
lighted.

Qualex first introduced 6250 BPI tape technology and systems to
HP end users in September of 1980. Prior to this date this fielg
proven product (first installed in 1978) was only available to
OEMs. Qualex's first tape systems provided users with a state-of-
the-art technology solution to the frustrating backup, archive and
interchange problems being experienced by the HP user. The Qualex
Group 3000 tape systems provide the following features:

* Modern tape technology design

* 125 or 75 inches per second tape speed

* 60 sec rewind time for 2400 foot reel

* Triple density 800/1600/6250 BPI or Dual density 1600/6250

BPI

* Switch selectable density

* Automatic thread/load

* Use of Easy Load cartridges
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* Extensive Diagnostic cepability both within the drive and
controller and via loadable software diagnostics
patible with Series II & III
* EBEmploys the most field proven 125 ips, small size 6250 drive

* Plug & program com

in the industry

With the March 1, 1981 announcerent by HP of the dedicated channel
7976A Tape Subsystem, for the Series 30, 33 and 44, and the HPIB
interface mocdule (STARFISH) for the HP3000 Series III, the pio-
neering efforts by Qualex to bring this state-of-the-art in tape.
technology to the Hewlett Packard community has been totally en-
dorsed. The HP product does not match the performance, economics,
configuration, serviceability and technology of the Qualex product,
but at least now, the user knows that the use of 6250 is now
acceptable in the HP world, will have two sources to choose from
and can evaluate these sources based on price/performance.

It is appropriate at this point to review the advantages of 6250
BPI tape technology to the user.

* Higher Recording Rate for Greater Data Throucghput

* Reel Storage capacity increased more than threefold

* Improved Read/write reliability with multi track error

correction

* Quicker access to data

* Smaller IBG (0.3 inch vs 0.6 inch @ 1600 BPI)

* Shorter rewind time

Besides the above benefits/features, the 6250 technology provides
additional advantages to HP users - when compared with hardware
they are currently using. These advantages are:

* Aauto thread/auto load

* High speed rewind - 500 ips

* 125 ips tape speed

* Quick rewind time - less than 1 minute

* Triple density
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* Switch selectable density
* Automatic Hub
* Vastly improved operator features

THE RIGORS OF €250 TAPE DESIGH

To meet these stringent reguirements required a new generation of
taﬁé equipment encompassing significant breakthroughs in tape
transport and capsten design as well as development of sophisti-
cated controllers to meet all the format encoding/decoding, error
correction and status requirements of the GCR code. The controller,
to do this, is basically a complex computer in itself.

6250 BPI uses a recording technique known as Group Coded Recording
(GCR). The formatter/controller "codes" bytes of user data into
five bytes of coded data to be recorded such that there will be no
more than two zero's in succession. This provides for an efficient
code for recording the data without experiencing the long strings
of ones often displayed in the 800 BPI or NRZI mode of recording.
This coding technique also provides for a self clocking recorcding
system which, when coupled with the multiple ECC characters built
into the code, allows two tracks in error to be corrected "on the
fly" (without stopping anéd re-reading).

The 6250 code is extremely powerful. An ECC character is inserted
after each seventh user byte. Two additional ECC characters are
inserted after the data portion of the block is complete. Due to
the "overhead" of group coding and ECC characters, the actual
recording density is 9042 BPI - not 6250. The user data comes to
the tape system at a 6250 rate, but this data is actually put on
tape in coded format at 9042 BPI. This high density not only
required new head and read/write circuit technology, but also new
sophistication in transport design to preclude data errors under
stringent tape motion dynamics.

At 6250 BPI, the interrecord gap is cut in half from 0.6 inch, used
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at 1600 or 800 BPI, to 0.3 inches. The actual start and stop
éistances however were reduced by two thirds. At 1600 BPI, the
normal start or stop distances is 0.190 inches whereas at 6250 the
start distance is 0.075 inches. This provides guick access to data
for the user, but represented stiff requirements for the tape drive
designers.

The Qualex product meets all the requirements of the €250 code.
Qualex chose the Series 3000 transport it uses (manufactured by
by Telex) because:
* the product is the only unit in it's size designed from the
start for 6250 operation.
* the product had extensive field use with impressive
reliability.
* the product was designed for serviceability and featured

quality components &and conservative design margins.

By way of contrast, the competitive product is actually a per-
formance strained 75 ips, 1600 BPI machine modified to operate at
6250 BPI, but unable to write the IBI/ANSI standard 0.3 inch inter-
record gaps on start/stop operation and also operates at excessively
high tape tension.

The main thrust of the first part of this paper is to point out that
meeting the challenge of 6250 BPI tape technology requires a more
conplex design with a corresponding increase in cost. This increase
in cost translates into substantial benefits to the user in terms of
a significant improvement in reliability; dramatically higher
performance; along with the added benefits of ease of operation.

The performance match between current disk drives and tape memory
has now been satisfied and in the bargain the user has gained a more
error tolerant product and the solution(s) to the previous tedious
requirements, and resultant problems, associated with operator tape
handling.
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DISTRIBUTZD 6250

The higher cost of this technology is what prompted Qualex to study
methods of maximizing return on investment (ROI) to the the user.
Qualex's current product is already lower cost and higher per-
formance than the 7976A. However, to further enhance ROI, Qualex
has designed SNASH (Shared liass Archive Storage Kost) to allow
sharing of this state-of-the-art performance and technology over
multiple CFI's,

SHASH allows the operator to switch the Qualex Group 3000 tape
system between two, three or four CPU's. As the next slides will
show, this system can be shared with various models of the HP3000
computers.,

The first slide shows a single tape system tied to a Series III CPU,
The next slide adds the Shared Mass Storage Feature option 002,

The following slide shows option 004 which allows coupling four
CPU's to the Group 3000 tape system. The CPU's can be a mix of
Series II or III's and Series 44's.

The hardware elements of SMASH are housed in the Series 3000 tape
controller/tape drive cabinet., No additional cabinet is required.

Selection of which CPU is connected to the tape system via SMASH is
done by an operator activated switch.

A review of cost savings for the user is covered in the following
charts.

As can be seen, this cost savings of the Qualex tape systems are
significant, running from $20,000 to $194,000 depending on the
configuration selected.

A significant dimension of the SMASH product for the single CPU
user, making an investment in 6250 tape today, is the opportunity
to enhance his return on investment when his site upgrades to a new
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computer and/or adds additional CPU capability to his site.

In summary, 6250 BPI technology is now a reality for HP3000
computers., The user has options to choose from with the most
current being the S!ASH cepability irtrocduced by Qualex. 6250 BPI
technology is stzte-of-the-art in tape design - brings many
benefits to the user and with the announcement of SHASH, provides
a cost effective solution to a multiple CPU site.
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Auto Thread/Autoload
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High Speed Rewind
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Improved Operator Features
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SINGLE SYSTEM on SERIES 1l

Qualex: $47,500
HP: $67,480

Savings: $19,980



02 - LV

COST COMPARISON - SINGLE CPU
SERIES 44



- LY

L2

SINGLE SYSTEM on SERIES 44

Qualex: $44,500
HP: $52,250

Savings: $7,750
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COST COMPARISON - TWO CPU’'S SERIES il

Series lll - without SMASH

Qualex: $95,000

HP7976A: $134,960

. Savings: $39,960
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Series lll - with SMASH
Qualex: $e61,614
HP7976A: $134,960

Savings: $73,346
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COST COMPARISON - TWO CPU’S SERIES 44

Qualex — with SMASH: $61,614
HP7976A: $104,500
Savings: $42,886
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Qualex — with SMASH:

HP7976A:
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(2-111, 2-44)

$75,826

$239,460

$163,634



SOFTWARE MAINTENANCE AND SUPPORT
IN THE DISTRIBUTED ENVIRONMENT

By:
Richard L. Foote
Systems Consulting Services

Distribution of processing power can pose new challenges for DP
departments and users alike. Development, installation, training and
all other aspects of DP become increasingly complex as the number of
sites increases. A variety of methods are available for meeting this
challenge. They typically involve changes in organizations, software
and procedures. Flexibility and responsiveness are key ingredients.
Traditional support techniques are reviewed and alternatives are ex-
plored. Case histories are used to illustrate ways of meeting the

distributed support challenge.
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QUERY - DIRECTIONS FOR THE 1980'S

‘ By:
Orland Larson
Product Manager, HP

The purpose of this presentation will be to announce Hewlett-Packard
plans for enhancements to QUERY. This will include a Tist and a brief

description of these new enhancements.
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DATACOM FOR FIRST TIME USERS

by

Tom Black
Marketing Manager, HP

&

Roselie Tobes
Sales Development Manager, HP

This presentation is intended for DATACOM neophytes. It
covers the fundamental concept of computer datacommunication with-
out using large munbers of "buzz words". The DATACOM products
available on the HP 3000 computer family will be reviewed, and their
overall capabilities discussed. In addition, some of the major
considerations for a successful DATACOM installation, based on HP's
extensive experience in this area, will be reviewed.

FULL TEXT WILL BE DISTRIBUTED AT THE SESSION
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EVOLUTIONARY SYSTEMS DEVELOPMENT IN A DISTRIBUTED
ENVIRONMENT
By A. Steven Wolf

Digital Communications Corporation

ABSTRACT

A philosophy and methodology of on-line systems evolutionary development
is presented for a distributed HP 3000 environment. Tools to support this
philosophy including HP products including IMAGE, V/3000, and DSG/3000

and non-HP products including Teleprocessing Monitors, Report Generators

" and data base utilities are discussed. Finally, examples of the usage

of this philosophy and associated tools in the actual development of a
marketing information system is discussed. This paper is intended for
system managers, MIS directors and programmers interested in developing
on-line systems that can be implemented without complex and time-consuming

programming which may change as the needs of the users community changes.
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APPLICATION SYSTEM OPERATION AND CONTROL

BY BARRY D. KURTZ
(DEVELOPMENT ENGINEER/MTS)

MANUFACTURING SYSTEMS OPERATION R&D

HEWLETT PACKARD COMPANY
CUPERTINO, CALIFORNIA
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. Introduction.

Application System Operation and Control is the daily
execution of, and supervision of, application system
functions. It includes initiating programs that provide
application functions to users and scheduling and monitoring
background processes performing batch processing.

Until now, application system operation and control has
required considerable user intervention. Also, since most
buisness computing machines are general-purpose in nature,
the task of initiating application programs is frequently
left to personnel who are not computer professionals. Thus
the user of an application (a clerk, receiving dock worker,
etc.) may have to learn the host computer's command language
and error codes, which are optimized for general machine use
instead of individual applications.

Recent developments in operating system software have
lessened the burden on the non-DP professional. These
‘include user-defined commands, comprehensive "help"
facilities, and so on. However, these have solved only a
part of the problem. The user of an application should
perceive the computer system as a comprehensive solution to

an application problem and not as a set of unrelated
application tools.

Hewlett Packard's Application Monitor (developed as a
component of HP's Materials Management/3000) has made a
significant contribution to the ease of control and operation
of application systems. By controlling and supervising
application system activities, the Application Monitor
greatly reduces the system management time required of the
system administrator. This allows more time for management
of external functions in the environment where the
applications are used.
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II. Application Systems.
A. Traditional Activities.
Most application systems involve the following activities:
o Initiation of on-1line applications on user terminals.

© Scheduling and monitoring of background Jjob
processing.

o Initiating recovery and cleanup jobs.

0 Supervising system operation in order to maintain
consistency in the application system environment.

Traditionally, most of these activities were executed
manually and required frequent human intervention. Control
of the application environment was totally dependant upon
the constant attention of the administrator or .operator of
the system. This practice has led to inconsistent data
processing activities, sometimes resulting in the loss of
critical management reports or accidential data file
destruction.

B. User Interface.

User Interface is a very important area of application
system management. The easier it is for a user to utilize
the functions of an application system, the more productive
each user will be.

. In many cases, when a user desires to execute a particular
application function, a program must be manually initiated
through the use of operating system command language
(whether it be an interactive process or background job).
This requires a knowledge of some command language syntax
and the capability to interpret the host computer's error
codes (which may be difficult for the non computer
professional).

The development of user-defined commands and comprehensive
"help" facilities have certainly improved the user
interface to application systems, but much more can be
accomplished to ease the burden on the non-DP professional.
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II. HP's Recent Approach to Application System Management on the
HP3000.

A. The Application Monitor.

The Application Monitor was developed as a component of
HP's Materials Management/3000 product. It is an
integral part of an application system. The monitor
controls the execution of, and provides services to,
applications running under its control. It schedules,
initiates and controls all interactive and batch job
activities in an application system. The monitor takes a
major step towards operatorless, abortless, application
systems by providing automatic application scheduling,
control, and recovery services.

B. Classes of Users.

Two main classes of users make use of the services
provided by the monitor:

o System Administrators
o End users

The system administrator is an individual who has global
responsibility for the application system. This
individual supervises all application system activities
(i.e., background job scheduling, on-line application
scheduling and control, etc.).

The end users of an application include all those who use
application programs functions (i.e., clerks, managers,
receiving dock personnel, stores or inventory personnel,
etc.). End users benefit from good application system
management, which leads to consistent data processing,
reports that are on time, and other benefits. However,
they do not usually get involved in actual operation and
control.

C. User Interface

The user interface utilized by the Application Monitor is
a friendly fill-in-the-form CRT interface. This allows
the user or manager of the system to perform
comprehensive system control without having to learn a
complex command language. Each screen presented utilizes
the CRT terminal's function keys. The functions are
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described in eight shaded boxes at the top of the screen.
Each box corresponds to a single function key (the
leftmost box corresponding to function key 1 and so on.).

A command window is also presented on monitor menu
selection screens. This area is utilized for special
system control functions that may not be executed by a
simple function key signal.

Sample user interface screens will be presented as part
of this discussion.

. Environment Definition.

The application system environment is defined through the
use of the Application Customizer (also a component of
Materials Management/3000). The customizer allows the
user to define the following information for system
operation:

o Terminal configuration
o Device configuration

o Schedule of when interactive applications are to run
and their associated CRT terminals.

0 Schedule of when batch jobs are to be initiated.

This information is stored in the customizer's
application data dictionary for later user by the
monitor. When the data in the dictionary is to be
applied to the current application system environment, a
process is executed that will copy this information

into a "prepared" run time version of the dictionary.

The customizer's data dictionary contains other
information which is application subsystem dependent
(i.e., data item definitions, screen formats, data base
formats, etc.) and will not be discussed in this paper.

. Application System Operation.

The Monitor is composed of eight seperate programs.
These programs run simultaneously and work together to
monitor and control the application system (Figure 1
depicts the application system environment.).
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Figure 1. Application System Environment.

The application system environment, showing the
relationship of the Application Monitor to other programs.
The Application Monitor initiates, monitors, and controls
run time application activities. Monitor services are
provided to application programs and users to initiate
additional processes and supervise system activity.
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The following is a brief description of the major
processes that make up the Application Monitor.

Monitor Control Process (MCP)

The Monitor Control Process is the parent of all
programs in the application system environment. Once
the application system is active, it is this program
which initiates, monitors and controls application
program activities.

The MCP utilizes a memory table to track program
activity throughout the system. This table is called
the Application Control Table (ACT). Each program in
the system has an entry in the ACT called a Process
Information Block (PIB). The information kept in each
PIB is sufficient for the MCP to monitor current status
of each program and provide any services that are
determined necessary.

System Initialization Process (SIP)

The System Initialization Process is initiated at
system startup time and executes once a day. This
program reads a prepared application data dictionary
generated by the Application Customizer. Based on the
information read from this dictionary, the SIP
initializes global tables to be used by the application
system.

System Administrator Interface (SAI)

This program is the system administrator's "window" to
the Applicavion Monitor. The SAI allows the user to
select various functions to review and control
applicatior system operation.

Figure 2 depicts the user interface for the System
Administrator Process.

Job Scheduler Process (JSP)

The Job Scheduler Process automatically schedules
background jobs that were specified to be run on the

current day. These jobs are pre-defined by the system
administrator through the customizer.
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Background Job Processor (BJP)

A background job that has been scheduled for execution
will be processed by the Background Job Processor.
This program executes background job commands and

provides comprehensive job restart/recovery capability.
System Activity Process (SAP)

This program allows the system administrator to review
and control system activities. Through the SAP user
interface, the system administrator can review the
current activity of all interactive and background jobs
and control background job processing concurrency.

Figure 3 depicts the System Activity user interface.
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Welcome

SAT MENU

System Proc?ss Show. Special .Change Start Stop:
MessagesfiScheduleflActivityllServices ENDofDAY@Termina IflTerminal

System
Messages

Process
Schedule

Show
Retivity

Special
Services

Change EOD
Start Terminal

Stop Terminal

Displays system messages and provides review/reply capability.
Displays all of the jobs scheduled to be run today. Also
provides add, change, delete capability to the schedule.

Displays the current status of the system, showing all of the
active terminal users, and report jobs executing and waiting.

Presents a menu of additional special services available to the
System Administrator.

Allows end of day to be changed on selective or ALL terminals.
Allows selective or ALL terminals to be started.

Allows selective or ALL terminals to be stopped.

Figure 2. System Administrator Interface.

The System Administrator Interface is the administrator's
"window" to the application system. The functions which
may be initiated from this screen are represented in eight
shaded boxes at the top of the screen. These functions are
initiated by depressing one of eight CRT terminal function

keys.

The first shaded box corresponds to function key 1,

the second to function key 2, and so on. This relieves the
system administrator of the need to memorize a system
command language, and allows functions to be initiated
quickly and accurately.
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~

Svstem RActivity for 068-/02-80 ACTIVITY

- Show Repprt ECancel a Set Suspend i ‘Next - List
’ All Jobs Job Limits a Job @ .:Page 0ffline EXIT

¥Report jobs are preceded by an asterisk.

Terminal ID Terminal Terminal Response Rpt step Total Activated
or screen or last cumulative elapsed trans (Day, Time)
Report Name Report step trans average minutes /step#
BOB’S TERMINAL REVIEW PART 4 3 10 MON 8:02AM
BARRY’S TERMINAL ADD WORK ORDER 6 4 8 MON 8:00RM
MARTR’S TERMINAL CHANGE PART 4 4 S MON 8:05AM
HARRY’S TERMINAL REVIEW ROUTING 2 1 4 MON 8:05AM
VINCE’S TERMINAL RADD PURCH ORDER 4 3 20 MON 8:00AM
¥*DRILY REPORT SORT INPUT 10 3 MON 7:50AM

Figure 3. System Activity Process User Interface.

The System Activity Process allows the system administrator
to review current system activity. Interactive application
transactions may be tracked and background job execution
may be controlled. In this example, BOB'S TERMINAL is
executing the REVIEW PART transaction (ten transactions
have been executed, and the terminal has been active since
8:02 AM.). A backgound job (DAILY REPORT) is running and
is presently executing the SORT INPUT step.
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Processing Schedule Maintenance (PSM)

The Processing Schedule Maintenance process allows the
system administrator to review and modify the
background job processing schedule for the current day.

Figures 4 and 5 depict the user interface for the
Processing Schedule Maintenance process.

System Messages Process (SMP)

Messages informing the system administrator of the
specifics of system activity may be reviewed with the
System Messages Process. Certain messages may require
a reply from the system administrator. The reply may
be processed utilizing the SMP user interface.

Figure 6 depicts the user interface for the System
Messages Process.
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Processing Schedule for 068-02/80 SCHEDULE
Show Mod)fy Prev Next List
ScheduleflSchedule Page Page Off1ine EXIT

Job Name Scheduled Run Time/ RAuto Job Description
Run Day or Date Shift Start

SUMMARRIZED BILL DRILY 03:00 AM N  SUMMARIZED BILL REPORT

WEEKLY INVENTORY MONDRY 09:30 AM Y  WEEKLY INVENTORY REPORT

PRINT MESSRGES DRILY 11:58 PM Y  OFFLINE DAILY MESSAGES REPORT

MONTHLY ACTIVITY 02 11:59 AM ¥  ACTIVITY REPORT (2ND DAY OF MQ)
Figure 4. Processing Schedule Maintenance User Interface

The Processing Schedule Maintenance process allows the
system administrator to review the background job schedule
for the current day. In this example, three jobs are
scheduled to be run. The first job (SUMMARIZED BILL) has
its AUTO START flag set to "N". This means that it will
require manual intervention to run. The administrator must
set the flag to "Y" in order for the job to run. The other
Jobs will run automatically when their time comes up.
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Modify Processing Schedule CHG SCHEDULE

Add Change Delete Find Show- Show Show
"A Job- A Job: A Job this job prev. jobfinext jobll First- EXIT

Job Name --Todays Run Time-- Auto Job Description for Today
Time or Shift Start
10: 3Ol ]
Job Status Current Completion
Checkpoint Code
Note: As long as this screen is displayed, no new report jobs will be

scheduled to run.

Figure 5. Processing Schedule Maintenence User Interface.

The system administrator may modify the current day's
background job schedule through the use of the Processing
Schedule Maintenance process. In this example, a job
(PART REPORTS) is being added to the schedule. If this
Job is to be run at regular intervals, the system
administrator may add it to the permanent job schedule in
the application data dictionary via the customizer. The
Job will then automatically be scheduled to run daily,
weekly, monthly, or yearly as specified.
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stem Messa

es for 0OB/02/80 MESSHAGES

Show all Shoml-'a]l Reply to Last Prev Next Lisi“. ] ) .
MessagesfiAction.  @Pending Page Page Page O0ffline EXIT

Time Msg# Message (action or reply = x)

07:10 AM 001
07:20 AM 002
07:21 AM 003
07:22 AM 004

Customization completed.

Job CHECK DB CHRINS failed - initiating recovery.
Job CHECK DB CHAINS failed - initiating recovery.
¥CHECK DB CHRINS restarted once and failed. Retry?

Figure 6. System Messages Process User Interface.

The System Messages Process allows review of system
informational messages and messages requring action from
the system administrator. 1In this example, a background

Jjob

has been restarted and failed on the restart. The

Background Job Processor is asking the system administrator
if the job should run again. The system administrator may
initiate the reply action to this messages by depressing
the appropriate CRT terminal function key which corresponds
to a shaded box at the top of the screen.
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F. System Startup

The Monitor Control Process is the initial program to be
run in the application system. The MCP is initiated via
a user defined command supplied with the installation
software. This relieves the user from having to know the
physical file name of the MCP and any parameters that
must be supplied.

The MCP launches the System Initialization Process. The
SIP reads the prepared application data dictionary
generated by the customizer. This dictionary contains
information critical to system operation and control.
Utilizing this information, the System Initialization
Process builds global tables to be used during that day's
operation of the system. When initialization is
complete, the MCP begins normal execution.

Figure 7 depicts the application system environment
during system start-up time.

G. Interactive Application Process Management

Application processes are launched according to values
initialized in the ACT. When the MCP initiates an
application program it sends the program its PIB entry
number. This PIB entry number corresponds to a physical
PIB in the ACT. By utilizing this number in Monitor
supplied intrinsics, the application may perform the
following functions:

0 Obtain information regarding which interactive
terminal to use

o Start and communicate with a concurrent process to
facilitate simultaneous processing of data

o Send a message to and start a successive process
suspending execution of the application until the
successive process completes

o Log transaction response time for review by the
system administrator

Once the application system is in operation, interactive
applications are automatically initiated according to the
schedule defined by the system administrator via the
Customizer. If the schedule defined for application
initiation is accurate, no user interaction is necessary
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to gain access to application program functions (The
appropriate application will be presented to the
appropriate set of users at the appropriate time.).

If special needs arise, the system administrator may
modify interactive application activity through the
System Administrator Interface.

Figure 8 depicts the MCP's management of interactive
applications.
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MCP

APPLICATION
CONTROL TABLE

BACKGROUND
JOB SCHEDULE

PREPARED APPLICATION
DICTIONARY

Figure 7. Application System Startup

The Monitor Control Process (MCP) is the first program to
run in the application system. Its first step is to launch
the System Initialization Process (SIP). The SIP reads a
prepared application data dictionary generated by the
Application Customizer. From this dictionary, the SIP
builds system-wide tables used in operation and control of
the application system. The two main tables generated are
the Application Control Table (ACT) and the background job
schedule. Once the tables are initialized, the MCP begins
normal operation and continues execution indefinitely.
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ACT

MCP
APPLICATIiON USER APPLICATION
A APPLICATIONS B
INTERACTIVE

USER TERMINALS

Figure 8. 1Interactive Application Management

The Monitor Control Process (MCP) reads the Application
Control Table (ACT) built by the System Initialization
Process. According to values initialized in the ACT the
MCP launches application programs for presentation of
application functions to users. The application programs
utilize monitor intrinsics to request services and allow
the system administrator to review and control application
activities.

B-3 - 19



H. Background Job management

Background jobs are scheduled for execution according to
a job list created by the system administrator via the
customizer. This list is read each day by the System
Initjialization Process to determine the jobs to be run
for the current day.

The jobs are automatically executed at the time specified
in the 1list. If a job fails, predefined recovery
procedures are executed. When intervention is necessary,
the system administrator may modify the execution
sequence of background jobs via the Processing Schedule
Maintenance process.

Figure 9 depicts Monitor's management of background jobs.
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MCP

BACKGROUND
JOB SCHEDULE

BACKGROUND JOB
COMMAND FILE

Figure 9. Background Job Management.

The Job Scheduler Process (JSP) reads the Background Job
Schedule to determine which jobs should be scheduled for
execution at the current time. All jobs that have run
times on or before the current time will be scheduled for
execution. The Background Job Processor (BJP) executes a
Job by processing that job's command file. Up to three
BJPs may run concurrently allowing concurrent execution of
up to three background jobs. Each job may have recovery
procedures and checkpoints defined. If a job fails, the
recovery procedures are automatically executed and the job
is restarted at the appropriate checkpoint or step.
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IV. Conclusion

The automation of an application system can significantly
reduce the management time which is required of the
administrator of an application system. This allows more
time for management of external functions in the environment
where the applications are used.

The Application Monitor is a major step in HP's long term
commitment to increase the ease of use of application
systems.
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MANUFACTURING CONTROL, PLANNING AND FEEDBACK
IN A DISTRIBUTED PROCESSING ENVIRONMENT

By: Mick Belcham
Martin Marietta Data Systems

For a multi-plant manufacturing company the decision to
implement a Distributed Processing environment is obviously
important. However, it only really becomes significant if the
company's management team is capable of recognizing and implemen-
ting the associated required changes in management practice and
control.

Here I am not referring as much to data processing management
as I am to the company's operations management -- those that control
what each plant manufactures and the resources required to do so --
money, people, plant, inventory, etc. To them, the decision is not
so much one of Distributed Processing, not even one of Distributed
Systems, but more importantly one of Distributed Management Control.
It is the formalizing of the levels of responsibility (and hopefully,
authority) that each autonomous production facility has in estab-
lishing what it makes and when it makes it.

Let's take as an example a company that manufactures power
tools and other related equipment.

For the sake of the example let us assume that its headquarters
and its major final assembly operations are in the Chicago vicinity
and that over the years it has grown and built other manufacturing
facilities in the Mid-west and more recently in two of the Southern
states. To date it has done little to change management policies

to reflect this multi-plant situation -- certainly nothing to
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take advantage of this "distributed manufacturing'" environment.
All it has seen has been the increased complexity of making ship-
ment schedules from the main assembly plant when much of what is
shipped is dependent upon the performance of remote fabrication
and sub-assembly plants; plants that suffer not only from being
managed independently of the main plant but also from being "buf-
fered" from the shipment schedule by inter-plant transportation
problems.

What has it tried to do? The same thing that all of us
would do if we were to go after the symptoms and not the cause.

It has attempted to tighten centralized control over the remote
plants. Just as it was getting used to the idea of '"distributed
manufacturing" -- even dreaming of installing small computers at
each plant site! -- it has had to reverse its posture and make each
plant more (rather than less) dependent upon centralized schedules.
A1l plans for remote computer sites have been forgotten, the central
computer has been upgraded and the old system (originally designed
to support a single plant environment) has been significantly
modified to fit the new ideology.

And how have things improved? . . . you guessed it. They
haven't. If anything they are worse. They can't even rely upon
the '"goodwill" of the remote‘plants any more. Everybody is
blaming everybody else. There is even talk at the main assembly

plant of purchasing some of those parts previously fabricated

at one of the plants. "How else can we meet schedules? At least

we will have a better chance of getting what we want when we want
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when we want it from an 'outside vendor'." Et cetera, et cetera,
et cetera.

What was their mistake? Blindness. Blindness to the basics
of all good management practice -- accountability and insulation.

Accountability for one's own performance, insulation against every-

body else's.

They simply went half way. Each plant was theoretically held
accountable for its inventory levels, its production efficiencies
and its ability to satisfy the main plant's requirements. The
fact was however that each of these factors was more dependent upon
the abilities of the main plant to assemble to a reasonably-stable
production schedule that it was upon the quality of management con-
trol at the remote plant itself. Accountability without insulation.

Before examining the impacts of this scenario (and many like it)
upon the requirements of a Distributed Processing environment let us
take it one step further; take it to its eventual almost suicidal
conclusion (all in the name of good traditional management practice,
mind you!).

It had to go this one further step before the company's man-
agement could be jolted into asking the question that it should have
asked all along, "How do I have to change my management philosphies
in a distributed manufacturing environment? And what should be my
information control mechanisms to support it?".

What was this one final step. Well, think about it? What
weuld you do? Your company's falling apart by all accounts. You
still make the highest quality power tools in the business, your

company name is as well known as ever in the retail market place, etc

I
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etc. However two problems are demanding more and more of your
time -- manufacturing costs are rising alarmingly and your dis-
tributors are complaining increasingly about your shipment per-
formance.

You have done all you can to upgrade your control mechanisms
-- in fact, in the last three years you've doubled the size of your
data processing department to\improve communications between the
various manufacturing facilities. And yet the same old problem
occurs time and again -- the remote plants cannot satisfy the
assembly plant's requirements. When the remote plants are asked
for their comments, the answer is always the same, '"They tell us
what they want. We assume that they are right. We begin to buy and
to make according to their requirements and priorities -- and then
they change them upon us. We have what they don't want, they want
what we don't have."

As company management you always have three options; do nothing,
do something, or do nothing and make it look like something!

Let us assume that the '"do something" option prevails, and
that you feel an element of sympathy with the position of the guys
at the remote plants. What can you do further? The answer appears
simple. Establish a new management policy -- assembly production
schedules are to be re-established monthly for the next six months,
but the schedule for the next two months is to be frozen; within
that two month's time frame nothing changes. We'll make what we
said we would make.

Now things begin to get really wild. The distributor's com-

plaints are getting worse because they cannot react to the market
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place. Your own warehouse inventories increase because they now
have to hedge against unexpected demand during those two months.
Your assembly plant is now second-guessing both the distributors and
the warehouses as to what is real demand and what is only destined
for "hedge'" inventory. Your remote fabrication and sub-assembly
plants become outwardly complacent (after all they have a stable
schedule). Inwardly however, they are bracing themselves for

the inevitable re-direction of management policy once the euphoric
honeymoon is over; once everbody recognizes that the company

which once had an indisputable reputation for service has now
become inflexible and un-reactive to the market place it serves.

Back to the management drawing board! The next étep? Who
knows? Let us hope however that at least some consideration is
given to the potential advantages of "distribution" -- a Distributed
Processing environment, using Distributed Systems under the over-
all auspices of Distributed Management Control.

The definition of this last term - Distributed Management
Control - is the crux of the whole matter. If implemented correct-
ly it becomes the backdrop for all management control mechanisms and
therefore for all related systems work, particularly in the area
of Manufacturing Control.

As an example let's look at the interface between the main
plant and the remote plants in the earlier example. In the context

of management control it went through three distinct stages:

Stage 1: Very informal, lacking in commitment

from either side, unpredictable. Each
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manager knowing what he is being held
responsible for (and pleasing the assem-

bly plant is not necessarily it!)

Stage 2: Very straight forward, anything the
assembly plant wants immediately
becomes a mandatory requirement
upon the remote plant whether it's
feasible or not. Each remote plant
becomes a 'puppet'', accountable

for what it cannot control.

Stage 3: Very structured, 'you can only have
what you thought you wanted 2 months

ago'"; total accountability.

How would it look with Distributed Management Control? In the
simplest terms it would be like a mature customer/vendor relationship;
formal when required, but flexible wherever possible. More specif-

ically it would be like a high-volume customer/vendor relationship

-- the sort typically controlled by a formal blanket purchase order
with a series of releases against it.

The most important characteristic of such a relationship is
that it can be monitored. The 'bounds of reasonableness'" are estab-
lished so that both 'sides' can see an exception as it occurs and
examine its desirability prior to its becoming critical. Each
has the '"right" to refuse or accept an exceptional situation (as
defined by their "blanket" agreement) making each accountable for

his own performance. Equally, each recognizes the desirability of
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avoiding such exceptional circumstances and (hopefully) sees improved
information and communication as the means by which this may be
achieved.

Enter the world of Distributed Sustems. To quote from the
APICS (American Production and Inventory Control Society) Diction-
ary, the term Distributed Systems '"refers to computer systems in
multiple locations throughout an organization, working in a co-
operative fashion, with the system at each location primarily serving
the needs of that location but also able to receive and supply in-
formation from other systems within the network."

In terms of the earlier discussion on Distributed Management
Control, I would like to concentrate on the implied stand-alone
characteristics of such systems in such a network. Obviously inter-
communication is important and each system has to recognize the level
of its dependence upon outside sources. However, the whole essence
of Management Control such as we have discussed in this paper is its
ability to operate in spite of everybody else. Whereas the system
should be capable of communication with others, it should not be
dependent upon it.

And this leads right into the second half of this paper --
how do today's on-line inter-active systems relate to such a
management environment.

I would like first to dispense with a semantics problem -
'""Closed Loop Systems'". It seems likely that this term is to win
the buzz-word title of all time - more people appear to have
listened, for longer, to more other people giving more different

definitions of this one term than any other since Materials
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management became a science rather than a fall guy!

I hope you will bear with my own version of it.

I see it as being comprised of three functions - evaluation,
feedback, and commitment. As such it represents a significant
step forward in materials management practice. (after all it is
not long since the only available words were plan, expedite, and
smoke screen!).

What of these three more contemporary words:

Evaluation: Gone are the days ( I hope) when
the feasibility of a given produc-
tion plan was merely a coincidental
characteristic of it! Company
managements have become increasingly
more interested in Manufacturing's view
of their proposed sales (shipment)
schedules and, as such, are expecting
more refined and provable answers.
Meanwhile manufacturing now recognizes
that the only way to avoid being ""dumped
on" is by quickly identifying problem
areas - production bottlenecks, inven-

tory restrictions, etec.

Feedback: This is the second "third" of a
closed loop system - equally important
but far less common that "evaluation'.

It is amazing how many companies that,
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Commitment:

etc.

having identified a production problem,
limit their reaction to one of '"gritting
teeth"! Why? For at least two system-
related reasons; the first being that
their systems were designed only to
identify the effect of the problem not
the cause, and the second being that even
if the cause was identified the prod-
uction schedule cannot be juggled within
the computer system to correctly reflect
what manufacturing will eventually do to
avoid it. Classic cases, always resulting

in negligible feed-back.

This third constituent of a Closed Loop
environment is always the most difficult
to obtain. However without it, the other
two are useless. It is the difference
between driving a manufacturing facility
from a 'statement of desire", and driving
it from an agreed and feasible schedule.
If a vendor cannot deliver on time, change
the purchase order date so that the system
can re-evaluate the impact. If we cannot
ship to a customer on time, again, change
the date on the order. Change anything

that conflicts with reality. Drive the
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system off what we think we can do, not
what we would have liked to have happened
if everything had gone right. If a dis-
crepancy occurs, evaluate it, feed it

back to the point at which it can be
averted, and commit to it. Buffer man-
ufacturing against desirable schedules,
give them something they can do, something

they can commit to.

That's called closing the MASTER
PRODUCTION
loop'". As can be seen from SCHEDULING

the system descriptions that

follow, the basic ''closed loop"

ENGINEERING
CONTROL

philosophies have done much

to influence the design of today's
state-of-the-art manufacturing
systems.

What are the ''components"
of such a manufacturing system?

Figure 1 - Components of a Manufacturing System.

(see Figure 1)

Engineering Control: This system should per-

form all maintenance and reporting functions con-
cerning the system's six prime data bases:

-Item Master: One record for

every part number relevent to

the plant in question. It should
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etc.

contain all descriptive and
policy information related to

that part.

-Product Structure: A series of
records for each manufactured item
describing the lower-level items
(raw material, purchased components,

etc.) from which this item is made.

-Routing: A series of records for
each manufactured item describing
operation-by-operation how this item

is to be made on the shop floor.

-Process: Descriptive information

about each '"process'" identified on the
routing data base, together with a list
of tools required to complete that ''pro-

cess'".

~-Tool: One record for each tool referred
to in the Process data base. It should
contain descriptive and policy data re-
lated to the use and maintenance of that

tool.

-Work Center: One record per production

"center'" in the shop. It should contain
scheduling and efficiency data, capacity.
details, and cost rates.
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Master Production Scheduling: This system should embody
three functions - Production Planning, Resource re-
quirements Planning, and Master Production Scheduling

function itself. Specifically:

- Production Planning: The development
of an overall statement of production
and its "explosion" to the more detailed

master scheduling level.

-Resource Requirements Planning: A
broad-brush review of the likely impacts
of a given master schedule upon critical

production resources.

-Master production scheduling: The development
of a realistic and detailed Master Schedule
based both upon the exploded Production Plan

and upon evaluation of Resource Requirements.

Inventory Control: This is the system that should

translate the master schedule into a detailed replen-
ishment plan and monitor progress and activity levels

against it. Specifically:

-Planning: The development of the
replenishment plan both for purchased

and for manufactured items.

-Releasing: The preparation of a
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etc.

replenishment order for release --
either for its placement with a vendor
or for its dispatch to the shop floor

for picking and manufacture.

-Expediting: The monitoring of the
overall status of purchase and man-

ufacturing orders.

-Recording: The recording of activity
against each purchased or manufactured
part -- issues, receipts, shipments, scrap,

etc.

—-Accounting: The development of all
associated accounting transactions and
the analysis of these and their resulting

inventory levels.

-Management: The summarization
of activities and performance of
the planning-releasing-expediting
-recording functions and their
presentation in a form which
management can interpret and

act upon.

Manufacturing Control: (or more precisely, Shop Floor
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Control) the further translation of the manufacturing
replenishment plan (as developed in inventory control)
into a detailed operation-by-operation statement of work,
and the monitoring of status and performance against it.

Specifically:

-Releasing: The identification of the
appropriate routing for each production
order, and the printing of its shop floor

packet.

-Scheduling: The development of each
production order's schedule, and the

printing of each order's dispatch lists.

-Reporting: The gathering and recording
of labor and other data from the shop

floor.

-Expediting: The reporting of each
order's status and any related exception

conditions.

-Analysis: The periodic review and
summarization of shop floor activity
and the reporting of overall and de-

tailed performance.

—-Capacity Requirements Planning: The

development of a long-term work plan for
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each work center and the comparison
of this with the expected available

capacities.

Cost Control: This component of the system should

develop the appropriate standard costs used by the
accounting function (discussed earlier under Inventory
Control) as well as monitor actual purchasing and man-

ufacturing costs against these standards. Specifically:

-Cost Generation: The build-up of
tentative and/or current and/or firm
standard costs for each part using the
system's Product Structure and Routing

data bases.

-Standard Costing: The translation of
activity against purchase and production
orders into their appropriate dollar
equivalents, and the reporting both of
performance variances and work in pro-

cess levels.

Purchase Order Control: This system should perform the

traditional Purchasing Department functions associated
with the placing of purchase orders and the mon-

itoring of vendor performance against them. Specifically:

-Placement: The printing of the
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purchase order document itself and where
relevent, the individual release schedules

for each open blanket order.

-Expedite: The tracking of each order's

status and likely "dock" dates

~Analysis: The monitoring of actual

vendor performance.

-Reconciliation: The

comparison of

Production
Planning

vendor invoices
with their asso-

ciated purchase

Master
Production
Scheduling

Resource
Requirements
. Planning
order information.

Now that we have defined

Inventory
Planning/
Release

these system '"components"

we can take another look ) p)

L X B 2 3

at '""closing the loop".

Figure 2 shows how some of

Manufacturing
Release

Inventory
Management

Punchasing
Placement

these individual components

tie together, not only

Capacity
Requirements
Planning

Manufacturing

Purchasing
Scheduling

Expediting

from the point of view

of logical information flow

"downwards', but also from

Manufacturing

Expediting

Figure 2 - Components of a
"Closed Loop System"

that of feedback (dotted

lines) "upwards'.

Manufacturing
Analysis

Precccacccccssn=
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So far we have:

-defined the concepts of Distributed

Management Control

-defined a system model suitable for such
an environment and shown how it should hang

together.

Nexc we will describe some of the required system features
in detail, but once again let us precede the discussion with
another go at semantics - this time concerning the term '"on
line interactive systems:"

The only obvious consistency between the alternative defini-
tions of this term is that none include the words ''punched card"!
Everything else is up for grabs! For the sake of the remainder
of this paper 1 feel we should standardize on one view - mine,
naturally!

Perhaps the best approach is to look at what I see it as
not being. In the first case I see it as a blantant exageration
of a system's capabilities, and in the second I see it as an
understatement (incredible as that may seem!).

First as an exageration; I do not see the term applying to:

-a system with on-line‘editing

but only batch updating capabilities.

-nor to a system limited only to on-line

inquiry.
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-nor to a combination of the two.

Equally as an understatement; I do not see the term

applying to:

-a system that, with one on-line
transaction, can evaluate a series
of different situations and options,
report back (still on line) an
optimum result, and, when requested
to do so, update a number of file

records to reflect that conclusion.

In its simplest terms, therefore, I see the term referring
to a system's ability to update files with transactions in full
on-line mode and to be able to process an inquiry against those
updated files with the immediately succeeding transaction.

What does all this mean to the specification of a good
manufacturing control system? A lot. Simply specifying it as
"on-line and interactive'" is not sufficient. A good system will
embody a large spectrum of environments - all the way from pure
batch to what I described earlier as an '"understatement'" (and
which I would like to more specifically entitle "interpretively

interactive"). Let me give you three examples. One for each of

three given environments.

(1) Pure Batch

ABC analysis and reclassification: rarely is
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(2)

(3)

a part's ABC classification used to drive
any on-line decision-making activities. Its
constant update therefore is hardly worth
the effort; certainly not worth the over-

head associated with on-line recalculation.

On-line/Interactive

Issues and Receipts: in a dynamic manufac-
turing environment the movement of inventory
is a constant activity. Many decisions are
made only on the basis of the current
availability of the part concerned. With-
out these movements being ''on-line and
interactive'" the system would be incapable

of estimating a part's current availability.

Interperetively Interactive

Production Order Release: as a new

order is forced into production to
satisfy an urgent requirement the two
most critical concerns of an inventory
planner are (1) "have I enough inventory
of each of the required components?' and
(2) "What have I just done to the shop?".
Neither are easy questions, and certainly
not easy answers. They involve research

but it is important enough to know these
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answers, that a system should handle

the entire release in interactive mode,

and report back interpretively the results.
An example of such a result would be the
system returning the message, '"The release
of the total order will cause shortages.
However halve the order quantity and we
should be OK".

As we go through the description of the system's on-line/
interactive features examples of each processing environment will
appear; each, I hope demonstrating that the type of processing used
is always a compromise between the need for constantlv upb-to-date

data, and the overhead associated with processing in full interactive

mode.
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ENGINEERING CONTROL (see Figure 3)

INQUIRIES/
UPDATE

Item Entry and Maintenance
Product Structure Entry and
Maintenance .
Routing Data Entry and Maintenance

Work Center Entry and Maintenance ENGINEERING
Tool Data Entry and Msintenance CONTROL

Process Dats Entry and Maintenance
BOM Explosions/Where Used Inquiry

INTERACTIVE
FUNCTIONS

o Policy Control
- By Commodity I
~ By Class
— By ltem REPORTS

Item List

Product Structure List
Standard Routing List

Work Center Where Usod List
Toal Where Used List
Process List/Where Usad
Single/Multi Level BOM
Explosion/Where Used

S ized BOM Explosk

0000000

DATA BASE
COMPONENTS

Item Master
Product Structure
Routing

Work Center
Tool File

Process File

Figure 3 - Engineering Control Overview

This is the system that main-
tains the six prime data bases listed
earlier - Item Master, Product Struc-
ture, Tool and

Routing, Process,

Work Center. Each should be

capable of on-line interactive
(not necessarily interpretive)
update and inquiry. An example

is shown in Figure 4 (Screen IMO0O1)
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This would be the screen through

which an Item Master record

may be added to the data base (provided it passed some basis

validity checks), changed, inquired of, or deleted (provided

also that it passed its validity checks).

Altogether there would be seven Item Master screens, some

specifically for inquiry purposes only, some for adding or changing

other data fields,

and some for a combination of the two.

However

only this screen (IMOOl) would be used for adding or deleting Item

Master records.

Another example of a
combination Add-Change-Inquire-
Delete screen is shown in Figure 5
(screen PS002). This is used for
transactions against the Product
Structure and allows specific
pafent-component links to be
updated, etc. The validity

checks are more demanding in this

case because of the natural structure

82 PRODUCT STRUCTURE FILE VED, NOV 26 11142 AN K2

ENTER FUNCTION [T____] AOD - CHANGE - DELETE - INQUIRY
COMMODITY --MATERIAL CODES--

PARENT ITEM BESCRIPTION CODE  SRC TYP RST ABC
C ] 000D
QUANTITY SCRAP FLOOR OFFSET SCHEDULER

COMPONENT ITEM PER UNIT PERCENT  STOCK  LEAD TIME NOTES
[ ] [ ] 0 O

BELIVER T0 -~ENGINEERING CHANGE—
SUBSTITUTE ITEN OPERATION NUNBER DATE
C [ — [ ] L ]

FIGURE 8

of the data base. Both Parent

and Component Item Numbers must match already existing Item Master

records.

Otherwise any attempted update will be rejected.

The

same would be true of the Substitute Item.

Another aspect of interactive processing is also demonstrated

by this screen.

"ABC'" are not in fact on the Product Structure data base.

The six data fields between "Description'" and

They

are instead held on the Item Master record for the parent item
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and are returned by the system for information purposes only at
the time of transaction entry.

Two other facets of interactive processing are also applicable
to the Product Structure - List-Type inquiries, and 'same-as-
except'" processing. Figure 6 (Screen PS001) shows an example
of each. By specifying the Inquiry function and entering a Parent
Item Number the system will ''return" a list of all associated parent-

component link records. It provides therefore the on-line equivalent

of a bill-of-material. The second [*™ PRODLCT STRUCTIRE INQUIRY  TUE. MOV 25 18433
ENTER FUNCTION ] INGUIRY OR ADD (TO CREATE KILTIPLD

feature here (same-as-except) iS an  pwer mwwes  cescriprion CORE | St T TR A

) C 11 0D 0D 0D O

FONPONEN - --

extension of this. Rather than BESTIIVIE 1Ton _ FEm N7 T & 10 R L3 MOTES WaGER . oare 10

— [ o I Y e | e v | s 1
) E————

having to specify each parent-com- T 00 O OO0 30
—

ponent link for a new product 1 IO 0 o OO0 30
———

structure, an engineer might elect ) [ | J s I | e Y o o |
1

to specify it based upon its sim- : , —0 0 1 0O o

PIGURE 8

ilarity with an already existing
bill. By using the Inquiry function,
the existing bill of material can be listed on the screen. Then
having:
-made any adds/changes/deletes to the
existing structure to make it specific to

the new

-changed the Parent Item Number to reflect

the new structure's parent, and

-changed the function from Inquiry

to add
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The new product structure can be automatically written

to the data base.

Figure 7 (screen WHOOl) shows Where-Used feature.

Entering

a specific, say, purchased part in the Component Item Number field

will cause the system to list all parent links associated with it;

or, in other words, all manufactured items that have this component

in their single-level bill of material.

an engineer to have access to
this type of information -
particularly when designing

a replacement for an existing
part. It effectively tells him
which product structure links he
should amend to reflect the re-
placement.

The four manufacturing
engineering data bases - Routing,
Process, Tool and Work Center
would also be available for on-
line update and inquiry - specif-
ically for add-change-delete inquiry
functions.

Figure 8 (screen RT00l1) shows
the equivalent Routing screen. Once
again the system '"returns'" the

heading information. The only
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SUBSTITUTE ITEM nmm.uml
L
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updateable information is from the "OPER" (Operation Number)

field and on. One point worth noting is the "Frozen Standard"

line. This would maintain the standards that existed for this

operation at the time that Accounting last "froze" their standards.

It would be maintained for as long as required to insure correct

reporting of variances.

The operation number shown
on this screen assumes a 6-character
length. This is to allow the system to
maintain both prime and alternate
routings on the data base. The first
four characters would be a normal
sequential operation. The last
two indicate the operation's prime/
alternate condition.

Figure 9 (Screen RT002) demon-
strates the equivalent list-type
inquiry.

At this point it is probably
appropriate to discuss the functional
inter-relationships between these four
data bases. Figure 10 (Manufacturing
Engineering Data Base Relationships)
depicts this. In each operation
record on the routing data base there
is reference to a work center (man-

datory) and a process (optional).
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These provide the necessary ties-in to these two other data

bases. In addition, each process data base record can contain

one or more references to the tools required for that process.

These references provide the ties-in to the tool data base,

as well as providing the necessary

where-used references.

Figures 11 through 13 (screens WC00l1, PMOOl, and TMOO1l)

show some of the data maintained in on-line mode in each of these

rtm WORK CENTER MAINTENANCE TUE, OCT 7 @48 AN K]
ENTER FUNCTION ] ADD - CHANGE » DELETE - INGUIRY
GUEUE  PROD  MAN/NACH NUMBER OF

WORK CENTER  DESCRIPTION _  HOURS  HRS/DAY RATIO  MACHINES
C—1 C O O O3

ACTUL  SETUP  MACHINE  LABOR  SCHEDWE
EFFICIENCY EFFICIENCY CAPACITY CAPACITY  CODE
- I R W— 0

weememmeeefROZEN WORK CENTER RATE§—=———n——
STW  LABR  SIV 05 VAR COS
CO Lt 1 C—

NEV WORK CENTER RATES——-———eeem——~
SET UP LABOR SIvV Cos VAR COS
C—oOCoOCC3Cc

PIGURE 31

three additional bases.

One final comment on the
Engineering Control System; should
any of these six data bases be
"distributed"? Or in other words,
is it likely that one of the

following is true:
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-the data originates in one (plant)

location and is used by another?

-the data is used by multi (plants)
locations?

Typically the only data to which this may be applicable would
be:

~the Item Master Description field
-the Product Structure.

If this is so then consideration must be given to the need
for inter-location communication of this information. There are

really two options to consider:

-frequent copies of this data being
made available (in batch mode) to each

appropriate location

-remote on-line access to another
distributed processor.
Normally the first would be the least complex from a control

point of view, but possibly the least desirable as far as a user

is concerned.
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MASTER PRODUCTION SCHEDULING (See Figure 14)

DATA BASE
COMPONENTS

o Item Master
o Requirements File

BATCH MASTER o Replenishment File
FUNCTIONS PRODUCTION o Summary Routing File
SCHEDULE o Summary Resource File

o Planning Bill of Material
0o Master Schedule Order .
Amendment
o Customer Order Amendment

Y

o MPS Summary

o MPS Details

© Summary Resources

o Resource Requirement Planning
o Summary Routing

o Planning BOM List

Figure 14 - Master Production Scheduling Overview

As can be seen from the overview this would frequently be
viewed as a batch function. This does not mean however that
nothing could interact with the Master Schedule in an on-line
mode. It is just that neither the development of forecast demands
from the Production Plan nor the re-iterative simulation
capabilities of Resource Requirements Planning are seen as
desirable/practicable on-line interactive functions.

The Master-Schedule-related functions which would be on-line

however would be included in the Inventory Control module, just
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as the same functions would be available for all "inventory'" items.

These on-line functions are:

The screens required to satisfy o

these last two

Figures 15 and 16.

The first (Figure 15) shows

Screen RPO003.

the Inquiry function
appropriate master scheduled item,

the system will return a time

items are shown in

-the addition,

ammendment or deletion

of a production order (or in the case of

an MPS item, of the Master Schedule itself).

-the development of lower level component

demands as a result of such a change.

-the entry of customer orders against the

production schedule

-the ability to inquire the status of a

production order (or schedule)

-the ability to time-phase inventory

availability, with specific reference

to monitoring the '"consumption'" of a

Master Schedule.

REPLENISHNENTS

ENTER FUNCTION (] INQUIRY

TUE, 0CT 715.51»(»7

MATERIAL PLANNER  COMNODITY

1TEN NUMBER DESCRIPTION COoE CCOE CODE

[ ] 103 0O —

ORD ~~--REQUIRED-——- Ty RECEIPT Ty

ORDER NUMBER LOT TYPE QUANTITY DATE  RECEIVED DATE 1/P LRI
[} [ s | s Y v 10 3
With the entry of ( [ I o Y v | oo s | s I+ Y
C 00 3l 1 C 303
and the [ 0 O C—l I 1 0L )

—

J00C 1

] [ 10

100 1

] [ 10¢

]

FIGURE 16
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phased list of all scheduled production for that item, and the
individual status of each production '"batch.

Figure 16 shows Screen SD0O01. The same entry is required
(Inquiry plus Item Number) but, additonally, a date range (start/
stop) can be specified. This allows the Master Scheduler to con-
centrate only upon projected activity during the time period
under consideration. The first two lines provide details from the
part's Item Master data base, one element of which is the part's
current balance on hand (if any). This is the starting point of
the time-phasing. Each projected activity (either production or
usage) is listed in due date sequence and the effect of such

activity shown under the heading AVAIL (available).

boee: SUPPLY / DEMAND  REVIEW WED, DEC 3 1B12 A H3
ENTER FUNCTION (] INQuIRY

TTEN NUMBER START  STOP PL CONM MPS FS ALLOC. ON HAND AP

)( ] ) o | A | s | o—

==~= 0 R D E R --- SAFETY STOCK FORECAST

SCRIPTION LT OCP YIELD POL ary INC POL QTY POL 1Y
e —— O B T s = Bt

PEGGING ITEM/ACTION ORDER MumpER  []_DUE TYp ST_REQ'D __OPEN _ AvAnl

FIGURE 10
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INVENTORY CONTROL (see Figure 17)

INQUIRIES/
UPDATE

DATA BASE
COMPONENTS
o All Material Movements
o Order Details Entry and

Maintenance (CO, WO, PO) Order Master

°
o Inventory Status Inquiries INVENTORY [ :m‘;ei:‘wn:m
(by Location) CONTROL ° |°P p m!
o Order Status (All Types) (MRP) : ::u “"s:'umn
o Supply/Demand Reviews o Purchase Orders
o Policy Defauits
o MRP Triggers
INTERACTIVE
FUNCTIONS )
o MRPand | Y
Policy Control
o Shortage Analysis
o Material Allocation REPORTS
o Order Entry
o Planning Materials
0 Order Releasing
o Picking/Kitting o ABC Analysis o MRP Action Lists (by Planner)
o Recsiving o Order Status o Summary MRP Report
© Rescheduling o Transaction Valuation o Releass Reports
o Valuation of Held | Y o Allocation/Shortage Reports
o Inventory Valuation and Cover © Pick Lists (by Part, by Location)
o ABC Reclassification o Material Forecast Reports
o Cycle Count o Stock Status Reports
o SS/EOQ Analysis

Figure 17 - Inventory Control Overview

As can be seen from the overview this part of the system is

highly interactive in nature. Let us review some of these functions

under the same headings as we used earlier-planning, releasing,
expediting,

recording, accounting and management.

(1) Planning: The ability of the system

to develop replenishment plans (both
purchasing and production) for each
recognized inventory item is the nucleus

of the whole system's operation. The
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technique used - MRPT is a method of
developing a time-phased picture of
each item's expected usage and suggesting
the appropriate replenishment plan to
avoid potential stock outs. This type
of review is conducted in a logical sequence
dictated by each part's position in the
product structure. The highest level
items are tackled first so that
their replenishment plans can be translated
into projected component demands prior to
that level itself being reviewed by MRP.
In the simplest terms the system recognizes
two record types - supplies and demands.
Each of these are split again:

-supplies: Production orders

Purchase orders

—-demands: customer orders

forecast orders
dependent demands

The latter two are typically created auto-
matically by the system - forecast orders
from a forecasting algorithm |, dependent
demands from the explosion of production
orders created at the next higher level in

the product structure. The other three
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would be input to the system in on-line mode:

Production orders:

through screen OP001

(see Figure 18)

Purchase orders:

through screens P0001 and

P0O003 (see later purchasing

discussion)

Customer orders:

through screens 0P001 and

OMOO1 (See Figures 18 and 19)

Two points are
worth noting regarding the
OP0O01 screen. Firstly that
the order type field dictates
whether the order being entered

is a production or a customer

order - or a combination of

both. This feature allows for
special customer orders to be
entered that are for non-
inventory items. They do

not have to match a record

on the Item Master; they are
planned for shipment directly
from work in process.

The second point re-

lates to the field '"Standard
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BOM". The entry of an "N" (No) here (whether for

a special customer order or for a non-standard
production order) allows the system, using another
Order Processing screen to present the same-as-except
option to the inventory planner. Using this feature,
a planner can either override the system-suggested
bill-of-material, or simply substitute a part, or

change a '""Quantity per".

(2) Releasing: One of the system's most powerful
"interpretively interactive" functions would
be covered by screen OP004 (See Figure 20).
This would allow a user to:
-check for potential shortages prior
to the release of an order
-force-allocate inventory to an order
~-force-de-allocate inventory from an order
-force-release an order.
- d
The Shortage function e TER FUCTION [ MLt~ SORTAGE — DeALLoe » Feerse o
C———— 7 ot mumeer J
amply shows this ability. xﬁ%minnEE% [T ] ea—
With the single en'try of CONPONENT ITEM NO. QTY REQD :gDA::IX’: RCIELABLE ORDER AFFECTED BY ALLOC

an Order Number (typically
for an existing production

order) the system:
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-ascertains the component items that

need to be available.

-checks for any potential shortage
condition that may exist on these

items.

-displays on the screen these potential

shortages.

-ascertains the date on which these
shortages should go away if all goes

according to plan.

-calculates the maximum partial quantity
(if any) that this order could be re-
leased for while still avoiding the

shortage.

(3) Expediting: the system would provide total on-

line reference capability for existing production,
purchase and customer orders (see Figures 21 and 22

~ screens RP002 and RQ002).

Reea2 REPLENISHNENTS VED, NOV 28 11043 AN HJ M REQUIRENENTS TUE, NOV 25 18:38 AN HJ
ENTER FUNCTION [____] INGUIRY ENTER FUNCTION (] INGUIRY
ORD 1 P/O BUYR VENDOR ACK ORDER
ORDER NUMBER  LOT TYPE STAT TYPE CODE  NUMBER DATE DATE GROER NUMBER LOT REGISTER TYPE STATUS GUANTITY  DATE

o0 o ( | e Y — L 1O0C3 O o0 .

ORDER  REQUIRED --LAST RECEIPT--  QTY  PROMIS ~----REQUIRED-~--- ---STOCK PULL-- DELIVER 10
ITEM NUNBER GUANTITY I/P  OATE GUANTITY DATE RECEIVED DATE 1TEN NUMBER QUANTITY  DATE  QUANTITY STATUS OPERATION REGISTER

) [ 10 [ [ | ][ ] [ ] | ] [ ] [ 10 I 3
C ] ] 0 C—( | e 1C ) L ] L J [ ] [ ] 0 33 .3
( 101 1C—C N o | — L 1 [ ] [ ] ] 0 C3 3™
( 100 I | ( ] { ] 10 O 32
— ] 01 ][ 10 ] 0 ] ( ] [ ] ] 10 33 3
C JC 10C 1L i ] 0 1] ] l ] ] [ ] [ ] 0 [ ][ )
FIOURE 31 FI0URE 32
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The first shows the status of the order

itself, the second shows the status of

the components.

(4) Recording: All receipts and issues, would

be on-line transactions

as would the inquiry
on an item's balance

on hand and its one

or more stocking

locations. The

three screens (MVOO1I,
MV002, and IMOO5) are

shown in Figures 23

through 25.

of points are worth

noting regarding

the two movement

‘Mves2 1SSUES VED, NOV 26 11048 AN K2

er FneTIoN [

8 - ISSUE BY ITEM
1 « ISSUE BY ORDER
2 = ISSUE BY REGISTER

28 - UNPLANNED 1SSUE

155UE DATE [

PIQURE 34

A number

RECEIPTS TUE, NOV 25 1816 AN 13

OROERS~~ e=-==-¥ORK ORDERS-~———
8 ~ RECEIVE/INSP 28 - WIP TO STORES

1 = INSP/REJECT 21 - RETURN BY ITEN

2 - INSP/STCRES 22 - RETURN BY ORDER

3 - RECEIVE/STORES 23 - RETURN BY REGISTER

38 - UNPLANNED RECEIPT

i

 — WNIT OF KEAS. (3
‘ RECEIPT DATE 1_;_
! ACCOUNT COCE |

oate [ JoroEr @ty [ recvG/Ins [ RCvD Joe [ ___J
scRIPTION ]

TORE LOCATION ]

PIGURB 33

EIBSS ITEN MASTER MAINTENANCE TUE, OCT 7 18:88 AN bﬁ
ENTER FuncTion [ INQUIRY

PRINE TOTAL QTY

TTEN NUMBER UGN ACCOUNT CODE  LOCATION  ON HAND

[ ] O CC J 4
------------- QUANTITY BY LOCATION = = = == == == ===
LOCATION  GUANTITY  LOCATION  GUANTITY  LOCATION  GUANTITY
C C— C .43 3 .3
o o O .33 /|3 3
O Co o .3 3 3@
C C—3 3 | 1 3 3
CC o 3 3 £3a

TICURE 28
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(5)

screens.

etc.

-unless a transaction is catagorically
stated as unplanned (functions 20 and
30) it will always be validated against
an existing supply or demand record.

If one cannot be found, or there is some
other discrepancy, the transaction is

rejected

-a completion code can be set if the
transaction is to close-short the supply

or demand record.

-if a store location is not specified

it will assume the part's prime location.

-the issue transaction can be "interpretively
interactive'". Functions 11 and 12 will
automatically create issue transactions

by "implication'".

-receipts against a purchase order can
be two-staged - firstly into inspection,

then into stores.

Accounting: Each Item Master record contains an

account code. A debit or credit transaction is

created (at full frozen standard costs) wherever

a receipt or issue (respectively) is processed.

B-4 - 37



Manufacturing Control, etc.

Mick Belcham

Page Thirty-Eight

(6)

The contra-entry is also created based upon the
transaction's own account code. This may be
specified ih the transaction itself (for instance,
for a scrap transaction) or in the original order
record against which it is being processed.

The system also keeps track of the inventory

value and analyzes this by product line, commodity

code, etc.

Management: One of the most powerful features

in an inventory control system is the ability to

drive the inventory management policies from 'default"
records. This enables the inventory planner, (as

can be seen from figure 26) to specify his safety
stock, order qudntities etc at a ''generic'" level
(possibly commodity code) and with one small change,
radically affect the individual replenishment

plans being

developed for

881 ITEN DEFAULT FILE VED. NOV 28 11,39 A K]

item withi
each ite t n ENTER FUNCTION ] ADD ~ CHANGE - DELETE - INQUIRY

that commodity code.

FOMNODITY ----=-~ ~~MATERIAL CODE--------= ACTION  PLANNER  PRODUCT

CODE  SOURCE TYPE RESTRICT ABC DATE clnjns DEFINITION
The end effect £ 1 L =

. . ~--=-QRDER-=~-= =~=--~-ORDER QUANTITY------- -SAFETY STOCK- SERVICE CARRY
obv1ously is to POLICY QUANTITY MINIKUN NAXIMUM INC FACTOR OFFSET FACTOR FACTOR FACTOR
[ ) CJC 3 [ Y N
impact the projected
FORECAST CosT -LEAD TIME-  PURCH

POLICY ALPHA 1 ALPHA 2 ALPHA 3 OROER  SETWP  MWFG PURCH DECOUPLE

inventory levels by 0 O O 0O/ oOo o 4

reflecting changes in riovR 26

management policy.
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MANUFACTURING CONTROL (See Figure 27)

INQUIRIES/
UPDATE

DATA BASE-
COMPONENTS

o Work Center Master

o Process Master
SHOP o Tool Master
FLOOR o item Master

CONTROL o Requirements

o Replenishments

o Order Master

o Scheduled Routing

o Register Master

o Work Order Status
o Tool Status

o Material Location
o Process Instructions

INTERACTIVE

FUNCTIONS Y
o Labor Reporting
o Re-routing ﬂ
o Re-scheduling
o Lead Time Compression

o Schedule Maintenance

o Work Center Schedule

o Forward Load Reports

o Pick Lists

o Scheduled Routings

o Shop Documentation

o Order Status and Analysis
o Machine Utilization

o Labor Performance

o Capacity Planning Report

Figure 27 Manufacturing Control Overview

Four of the earlier-listed functions of the Manufacturing
'Control system should be on-line and/or interactive. They are:
Order Release, Order Scheduling, Shop Floor Reporting and Order
Expediting (or Status Reporting). The other two, Analysis and
Capacity Requirements Planning, would normally be pure batch.

In interactive mode an order's release ahd the development
of its operation-by-operation schedule should be simultaneous.

This would be instigated by the OP00l screen described earlier --
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specifically by the Force Release indicator.

The end effect

would be a completely-developed back schedule of all work based

upon

-the

-the order's size

-the routing used

-the

times betweens operations

order's due-for-complete date

projected move and queue

It should be available for on-line Inquiry - see Figure 28,

screen SROO1.

1 SCHEDULED ROUTING TUE, OCT 7 18020 Aﬁ SCHEDULED ROUTING TUE, OCT 7 18:31 AN
FUNCTION ] ADD - CHANGE - DELETE - INQUIRY TER FUNCTION ] INGUIRY
ORDER NUMBER LOT DESCRIPTION DRAYING NO ACCOUNT CODE ORDER NUMBER LOT  DESCRIPTION DRAVING NO ACCOUNT COOE
700 ]( | ) 100C 1C 1C ]
QTY ORDER START DATE COMPLETE DATE  REGISTER NO PLANNER TYPE WS OROER QTY  ORDER START DATE  COMPLETE DATE PLANNER  TYPE H/S
—] — [ ] — O 0 [ ] ] ] O
OPERATION YORK  SET UP STANDARD QTY  -SCHEDULED DATES- OPERATION WORK EST COMP ~~===—= QUANT I T Y ~—emeee
OPER  DESCRIPTION _ CENTER  HOURS  HOURS  REQUIRED  START COMPLETE DESCRIPTION CENTER  DATE SCHEDULE COMPLETE SCRAP  HELD SEIY
] |
- O
] ]
— 0
— - 5
|
— — B
— — 0
PIQURE 28 FIGURE 30
_ ] LABOR REPORTING TUE, OCT 7 1842 M 1
As labor transactions are posted -
ANCTIN [
see Figure 29, screen SR007- each b-mmmum PR—
- SETUP TIME 48 - UNPLANNED LABOR
operations status should be main-
. . ] QUANTITY ELAPSED  CONPL.
tained and available for on-line OROER MMBER  LOT OPER  COMPLETE TIME  INDIC,
B | R e R — 0
inquiry see Figure 30, screen SR002. - e
CENTER NN ND MACH NO. NUMBER  REASON
] L 1 ] C—// d
YIGURR 29
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COST CONTROL (See Figures 31 and 32)

Standard Cost Generation Standard Costing

INQUIRIES/
UPDATE

INQUIRIES/
UPDATE

DATA BASE
COMPONENTS

DATA BASE

COMPONENTS
o Planned Standards

o Current Standards

o Cost Data Inquiry
o Cost Adjustments

o Item Master o Item Master
o Product Structure {On Order Clossout) o Order Master
STANDARD o Routing o Work Center
4 o Work Centor STANDARD o Production Orders
GENERATION COSTING o Employee Actuat Rates
o Labor Transactions
INTERACTIVE INTERACTIVE
FUNCTIONS \ FUNCTIONS Y
o Authorize New Frozen o Report Requests
Standards o Audit Closed Orders
o Review/Modify Planned o Inventory Adjustment
Standards REPORTS Reconciliation/Audit REPORTS
o Material Cosss Review o Labor Variance Report
o Manufacturing Costs Review o Production Order Closeout
o Cost Sheets o Purchase Material Variance m\
o Cost Comparisons o WIP Valuation -
o lInventory Revaluation o Crating Valuation
o WIP Scrap Report

Figure 31 - Cost Control Overview (1)
Figure 32 - Cost Control Overview (2)

The two overviews describe most of the
required system features. Only one screen

relates to the cost generation function and

. . . : fikgea ITEM WASTER WAINTENANCE TUE 0CT 7 858 M HJ
that is shown in Figure 33 (Screen IM003). '
ENTER FUNCTION [T ]  CHANGE - INQUIRY
The Change function allows the inter- e I e
active update of the New and Current WAIERIAL _ LABOR gﬁ&m ﬁﬁm mﬁﬁ
costs; it does not allow for that of O poy e R e
. oo =~CURRENT MATERIAL DOLLARG-==-=n=~=mm—emem

Frozen. These have either to be L ] L ’ } ) S——

e en e NEW MATERIAL DOLLARG=—====mmmmmmeemmmmmmeme

{ J L 1 [ ] [ ] L ]

FIGURE 33
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"rolled" from the Current or New costs, or to be amended in batch
mode. Three screens relate to the Standard Costing function; each
being an inquiry about an order's costs to date. they are "hier-
archical'" in design - one provides costs for the order as a whole,
another a summary of costs by operation, and the third the back-
up detail of an individual operation's costs. The second such

screen (SR004) is shown as an example in Figure 34.

Ew SCHEDULED ROUTING TUE, OCT 7 18,38 AW H2
TER FUNCTION ] INQUIRY
ORDER NUKBER  LOT DESCRIPTION DRAVING N ACCOUNT CODE
0 ali B

DRDER QTY OROER START DATE COMPLETE DATE COST-CD PAY-CO PLANNER TYPE W/S
] — — 0 o 0O O

GPERATION ¥ORK COST QUANTITY
PPER  DESCRIPTION CENTER  ACTUAL SCHEDULED  SCRAPPED  COMPLETE

FPIGURE 34
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PURCHASE ORDER CONTROL

(See Figure 35)

INQUIRIES/
UPDATE

Purchase Order
Entry and Maintenance

DATA BASE
COMPONENTS

Pending Recsipts
Debit Memo

o P.O. Status Inquiry : :::::x:‘?: ent
o P.O. Master
PURCHASING o P.O, Detail
o P.O. Reference
o Vendor Master
INTERACTIVE
FUNCTIONS "
o Vendor Selection
{for an Order)
o Placing Orders
o Rescheduling REPORTS
o Purchase Orders

Blanket Order Release Schedule
and Summary Reports

Open Purchase Orders Report
Cross Referenca Report

Projected Purchasing Variance
Forward Purchasing Cash Commitment

Figure 35 - Purchasing Systems Overview

As was stated earlier this system
component would provide help for
the purchasing department in their
placing and expediting of purchase
orders. In all 6ther respects --
purchase order printing, invoice
reconciliation, vendor analysis,
etc- the system would perform in
batch mode. Figures 36 through 38

show the screens that would be used

B-4 - 43

ENTER FUNCTION [_____] ADD - CHANGE - DELETE - INQUIRY

poea1 PURCHASE ORDER MASTER TUE. NOV 25 18:28 AN

BLANKET/ CRD PO ~--TAX STATUS- ORDER VENDOR
PURCHASE ORDER NO  LOT TYPE ST TP EX  NUMBER DATE NUMBER
(— VAT ] [ ] ]
SHIP FoB BYR PLN DOCK  REQUIRED ---DELIVER TO-—

ROUTE CD TERMS CD CD DATE DATE INSTRUCTIONS ACCOUNT
CoopCO oot | — i ]
LINE QUANTITY ITEM NUMBER DESCRIPTION PRICE UON
OC— 1 1 [ 1 30

UOM CONV

( ] 1

]

]

]

FIGURR 38
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to iniate an order (screens PO0O0O1 and POOO3) and to inquire as

to its current status (P0002 and

again P0003).

The system should allow for purchase orders to be placed

both for discoete quanties and as a series of blanket order

releases.
Poge2 PURCHASE ORDER MASTER TUE, NOV 25 1838 AN K PURCHASE ORDER NASTER TUE, OCT 7 11483 AN ﬂ
ENTER FUNCTION [____] INQUIRY ENTER FUNCTION [T ] CHANGE - INQUIRY
BLANKET/ ORD PO ORDER  ACKNOYLEDGE 1/P PRINT HOLD BLANKET/ ORD PO ORDER  DOCK REQUIRED ACKNOVLEDGE
PURCHASE ORDER N LOT TYPE STAT TP DATE  DATE  CD COE CODE COOE PURCHASE ORDER N0 LOT TYPESTTP DATE  DATE  DATE DATE €D
C————ooaoo 00O 0 O 0 C 1 | 10
1
ORDER RECEIPT IRl RIN VND DOCK  REQUIRED ORDER  AMENDED INVOICED --LAST RECEIPT—- REC
ITEN NUMBER LINE QTY QTY Q1Y or¥ DATE DATE 1TEM NUMBER LINE ary ary oty Q1Y DATE [»)]
C 100 ][ ] — ] | — 100 [ I | — |
C . ][ ][ ] B— 11 ] REQUISITION  VENDOR BUYER: PLANNER INS
NUNBER NAME  CD NOTES €0 NOTES )
[ 1 i ]( N | i 1 ) [ 11 1 OC 100 70
[ 1 [ | — | ] — ]I ] VENDOR: EVAL DELIVERIES
COMN  ORDER NUM PART NUMBER  METH WKS EARLY ¥KS LATE ON TINE TOT
C 103 [ i i | ] ] [ ] [ L 1 0O ] T O O
C [ | ][ i 1 ]
FIGURR 38
FIGURE 37
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SUMMARY

So that's it; an on-line interactive system capable of
handling a distributed environment. Obviously it has to be
far more capable than just this brief overview can depict.
However, much of the remainder of the system would almost
follow by implication from the nucleus discussed here.

Let us finally return to the more conceptual requirements

that we reviewed earlier and hopefully agreed.

(1) everything hangs upon management's ability
to implement new techniques of management

control.

(2) the new '"techniques" are nothing more than
a logical extension of some very basic man-
agement practices. The difference is that
these have to be formalized in order that

they may be '"distributed" and implemented.

(3) 1in a distributed environment the majority
of control problems arise in the interfaces

not in the manufacturing plants themselves.

(4) a good system will not only be dependent upon
but also positively encourage, Evaluation,

Feedback and Commitment.
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(3) as representatives of a service organization
within our own company it is our responsibility
to help our management'understand these aspects

of a distributed environment.
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NOTE

The screen formats reproduced in this paper represent
a selection of those available in Martin Marietta Data
System's MAS-H application system. For further information

concerning this system please contact:

Richard M. Nemesson

Director of Marketing

Martin Marietta Data Systems
6301 Ivy Lane

Suite 300

Greenbelt, Md. 20770
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TRANSACTION LOGGING AND ITS USES

By Dennis Heidner

Boeing Aerospace Company

ABSTRACT

For some time data-base users have been cancerned about the
integrity of their data-bases and methods to prevent them from
being corrupted. Arother concern is performance measurement,
When H-P introduced MIT-1313, they also introduced "Transaction
Logging"., Transacticn logging is intended to provide a means

of repairing data~bases which are either damaged or are suspected
of being so. There are houever many gdditional benefits to be
derived from transaction logging including, automatic audit trails,
historical records of the data-base users, and information on

the data-base performance,

The purpose of the paper is to discuss the basic concepts of
transaction logging, its benefits, and its drawbacks=,

Various logging schemes, such as long logical blocks, concurrent
transactions, multiple IMAGE data-bases, and user-uritten

application programs are examined. Several different data-base logging
cycles and H-P recommended recovery procedures are discussed, and

a method of recovering and synchronizing multiple data-bases is
proposed.

Finally the paper covers how the transaction log has been used

to monitor the system performance ¢as seen by the data-base user),
to validate and debug new user-written application software, and
provide an complete audit trail for future reference.
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DESIGNING FRIENDLY INTERACTIVE SYSTENS

A presentation on financial systems design
to be given at the HPGSUG North American
meeting in Orlando, Florida, in April 1981,
by Mr. Jack Damm of The Palo Alto Group.
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DESIGNING FRIENDLY INTERACTIVE SYSTEMS

By Jack Damm, Principal, The Palo Alto Group, Sunnyvale, Calif. (408) 735-8490

g’* Good afternoon. I am going to talk about financial Planning on the
HP3000 with the Dollar-Flow planning language. My discussion will focus
on three areas: 1) What financial planning is, and why there is a need for
computerized planning; 2) Design considerations for "friendly" user-

oriented applications; and 3) How the language Dollar-Flow is used for
applications like profit planning.

THE NEED FOR FINANCIAL PLANNING

First, let”s start with two questions: What is financial planning?

And why is it necessary? Financial planning is making decisions about allo-
cating the scarce resources of an organization so as to best achieve its
goals. In the private sector, this usually means how best to allocate money
and people to achieve profitability goals. 1In the public sector, it may mean
how best to allocate people and dollars to provide a desired level of service.
The main idea here is that the resource is scarce and, as a manager, hard
decisions have to be made about how to use it. More specifically, financial
planning is setting budgets, making pricing decisions, and estimating future

demand for products and services, in order to achieve profit and/or perfor-
mance goals.

Why is formal planning necessary? First, of course, because a scarce
resource (typically money) is involved. If we had enough money for everything,
then we could simply raise our salaries and retire early. Secondly, it is very

@Mdmportant to have general agreement within an organization about how goals
‘' are to be achieved. No assumptions should be made without clearly stating
and documenting them. With a good financial plan, trouble signs can be

spotted earlier and corrective action taken sooner. Businesses which fail
to plan effectively are the best illustration of the need for planning.

Let me offer one last reason why planning is important. For many
companies, planning is a necessity because of the complexity of their opera-
tions. A typical manufacturing company may purchase thousands of parts for
use in a vast array of products, and assemble them in many different locations.
They cannot wait until there is no money in the till to decide that it”s time

to raise prices. And the current rates of inflation make this an even more
important consideration.

THE TYPICAL PLANNING PROCESS

Okay, let”s assume that one accepts the need for financial planning.

So what”s the big deal? Well let”s look at the typical planning process and
I°11 show you.

First, planning involves lots of numbers. And these numbers change
often. Financial planning involves projections into the future and is
a very uncertain process. When you“re uncertain, then you have to do contin-
gency planning. Play “"what if" games. What if sales are 20Y% higher than
planned? What if the cost estimates are too optimistic? What if our product
@msales mix is different? Because of uncertainty, alternative plans are neces-
\ sary, increasing the amount of work required to plan several times over.
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And that”s not all. The attempt to reach a targeted objective such as
profit adds to the work. It may take several passes before all of the budgets
combined with the sales estimates, cost estimates, and so forth, sum up to the
desired results. The task soon becomes monumental. @%

company? Try changing every format statement in the model in an hour. And
add to that the bother of documentation.

To summarize, manually prepared plans can be flexible, but they take
a long time to do and lots of effort, especially if several passes are done.
They often lack documentation. Planning with traditional programming lan-
guages takes too long to set up, is inflexible, and requires the services of
a programmer.

PROBLEM ORIENTED LANGUAGES

Let me digress for a moment. For several decades now, computer scien-
tists have been searching for a "universal” programming language. ALGOL?
PL/I? APL? PASCAL? The search goes on. Each has its merits, each its disadvan-
tages. But these "procedure oriented” languages have one thing in common: You
have to be a programmer to use them. And it is altogether too easy to include
bugs in even the simplest of programs. As long as there is a programmer acting
as middleman between the user (or analyst) and the computer there are going to
be communication problems. Maintenance problems. Resource and priority problems.

What“s the answer? A planning oriented application language which
incorporates the good aspects of traditional programming, but eliminates the
problems. Where plans can be set up and revised easily, without having to be
a programmer. What I am describing here is one example of another class of
programming languages, "problem oriented” languages. Languages which have be
designed to provide solutions in a general way to classes of problems. Simpl. .
enough to be used by non-programmers. Easier to debug. Self-documenting. i
QUERY is an example of a problem oriented language. It provides access to
IMAGE data bases in a fashion simple enough to be used by non-programmers.
Dollar-Flow is a problem oriented language, designed as a tool for non-program-—
mers who want to set up tabular planning reports.

Financial planning is an area well suited to problem oriented languages.
There is a considerable amount of generality in what planners do, although no
two plans are the same. A financial plan typically involves mathematical
operations on rows and columns of numbers. With well defined rules for the
calculations. And the burden of planning in any other way gives the financial
planner considerable incentive to try new appproaches.

This is a good start. But we still have to get the planner onto the
terminal and communicating with the computer. How is this done? By giving him
an effective tool. One which is both friendly and enables him to get the job
done in a way that he understands.

DESIGNING FRIENDLY SYSTEMS

This leads us to the next point: What makes a system "friendly"?
How can a system be designed so the novice or non-computer type feels com-
fortable with it? I ofer here a few of my ideas and techniques for develop-
ing friendly systems. m%
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SIMPLICITY >

Keep the system simple at all cost. Do not let the intermnal struc-

ture on the computer dictate how a system looks to the user. Let him express

is ideas in his own terms. For example, the original design for the Dollar-
@h%ow language was based on a set of documentation which I prepared for a group
of accounting types. This documentation described the workings of a particular
customized model on a line by line basis. I figured: What could be a better
set of design specifications for a language than actual documentation? As you
document your model you are also writing your program! Another example.
Dollar-Flow re-orders calculation rules automatically. Thus, line 1 on a report
can reference data on line 10, which, in turn, can reference data on line 20.
Dollar-Flow automatically figures out the proper sequence for calculations

(ealenlate 20 then 10. then 1) without anv intervention bv the user.
he following is not an uncommon occurrence: You work many hours pre-

paring budgets and doing sales forecasts. With a board meeting just a few days
away, you finish your plan. The company president takes one look at the re-
sults of the combined numbers and gives it back, requesting a 15Z cut in the
budget. You prepare a revised budget, repeat all of the calculations, this time
under increasing pressure to get the job done fast. The day before the board
meeting, marketing revises the forecast. All of the budgets must be revised
again. And now it is getting late into the evening the day before the meeting.
The planning process finally ends. With a good plan? No, with exhaustion.

Does this seem like a doomsday tale? It s not. I”ve seen this happen many
times. No wonder people dread budgeting time.

Combine the sheer effort required to plan effectively with the require-
ments for a good plan: It must be TIMELY. In a dynamic, growing company, a
plan must reflect today”s expectations, not yesterday”s. It must be ERROR FREE.
Late-night, reworked plans suffer from simple calculation errors. Errors due
@WM using the wrong set of estimates, because they keep on changing. Imagine
-ae embarrassment of a summation error. And with all this, the plan must remain
FLEXIBLE. I worked on a profit plan for a company a few years ago which added
an entire product line between iterations of the plan. And finally, when you
are all done, a good plan must be WELL DOCUMENTED. What factors were used for
overhead? What was the basis for the final sales figure? How was a particular

number calculated? All too often, there is little documentation on how a plan
was actually prepared.

To summarize: A typical financial plan involves lots of numbers, which
change often. The need for many iterations makes this process time consuming
and exhausting. At the same time, the plan must be timely, error free, and
well documented. 1In short, good financial planning is not easy.

WHAT IS THE BEST WAY TO PLAN?

Given that this is the nature of planning, what is the best way to
plan? How can it be done with a minimum of difficulty? Traditionally, there
have been two ways of planning. Planning by hand (and calculator) and planning

using the computer. Let”s take a look at both of these methods and evaluate the
pluses and minuses of each.

Preparation of plans manually has several drawbacks. First, because of
the amount of data involved and the number of iterations, it is slow and time
consuming. After many iterations, accuracy becomes a problem. The wrong es-—

imates may be used, particularly if they keep changing. Calculation errors
@bgem to increase with each iteration. And documentation is usually not very
good.
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On the other hand we have financial planning on the computer using the
traditional programming languages like BASIC, FORTRAN, or COBOL. Once set up,
a model written in one of these languages will run on the computer in a matter
of minutes or seconds. Great! But here”s the catch. The model will run very
quickly once it has been set up, but it may take months to get it developed.
And you need a programmer. Let”s see what can happen. You start your plan
well in advance of the next budgeting cycle. With six months lead time you give
a precise set of specifications to an enthusiastic programmer who dutifully sets
about coding your model. At the end of the first three months, he comes back
to you with his first try. You patiently point out where the model is not
consistent with the specifications, settle on a set of revisions, and the
model is reprogrammed to your satisfaction. All set, right? No. As you begin
using the model, the company president starts to change his mind (even though
he reviewed the original specifications). Add a decimal place here, another

line item there. Why aren”t all twelve columns of data on the first page?
Frustration.

™

-

What is the moral of our story? Programming a planning application
with the traditional programming languages lacks flexibility. The programmer
needs lead time to set up the application and has difficulty in reacting to
shart term chances. Haw ahont addine another division to a multi-divisional

It is important that the application be self documenting. For example,
Dollar-Flow is a menu driven system. At each step of operation, the user knows
his alternatives. There is little need for a “"pocket guide” to the language.
This is not to say that there is no need for manuals. A good manual is impor-
tant. But it is a fact that few people actually read manuals. The less a sys=
tem forces a user to read the manual, the more usable it will be. a§

Not only should the user be told what his alternatives are, the system -
should also help him to choose the proper response. Throughout the Dollar-Flow
prompts, the most likely response is shown in brackets as the "default” res-
ponse. In some cases, he can use the default response without bothering to
even understand the question! For example, the prompt:

USE STANDARD OVERALL REPORT FORMAT (<Y>,N,W-WIDE PAGE)?

In one brief prompt, the user can see his options and pick one. A simple car-
riage return will cause the system to use the default response. And his entire
report format is set up. No PRING USING or FORMAT statements. Very simple.
And it can be changed easily. As the user becomes more familiar with the
language, he can begin to exercise more options. With an “N” response, Dollar-
Flow leads the user through a review of the many formatting altermatives.
Report formatting can even be done on a trial and error basis. Start off with
the standard format, then change the column width or number of decimal places
shown as needs require.

As I already mentioned, the design for the Dollar-Flow calculation
rules was based on a set of user oriented documentation. Ask a user to describe
how the values on the report are to be calculated in his own terms. With the
addition of a few quote marks here and there, he has already written a program
in the Dollar-Flow language. Self-documenting languages not only save the
effort required for documentation, but make debugging easier as well.

™
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One last comment about simplicity. Save the user concerns about
internal structure through structure independent (or data base) approaches
™™ data relationships. One of the beauties of QUERY is that the user doesn”t
nave to concern himself with all of the details of the data base to get a sim-
ple report. In Dollar-Flow, all reports are programs, all saved programs are
files, and all save files contain reports. To reference data on a saved
Dollar-Flow report, simply indicate the line name and the report save file
name:

MARKETING BUDGET = “BUDGET” OF “MKTG~";

There is no need for the user to know how the data is stored or even which
line on the “MKTG” report i's the “BUDGET” line which he is using.

ERROR HANDLING

Okay, so let”s say you have implemented a simple system. Does this mean
that users won“t make mistakes? Of course not. In fact, the friendlier a
system is, the greater the likelihood that the users will not be computer types.
So, keep in mind that "too err is human, to forgive is good systems design."”
O0f course, you must edit all inputs. But then use a friendly approach when
the user has made an error. Because Dollar-Flow is menu driven, simple typing
errors cause the system to repeat the prompt. Errors of a more complex nature,
such as where a report is referenced but does not exist, generate intelligible
error messages. Along with each error message give a message number. And
provide a glossary with the documentation which gives even greater detail on
the possible cause of the problem.

fh\ At the same time that it is informative, a system should help the user
to work around problems. For example, in the case of an invalid report refer-
ence in Dollar-Flow, the user can interactively specify a different report
name, or values, or zeroes. He can also indicate that computation should cease
after a scan for further errors. Again, unless a particular error is extremely
sel10uUs, wdIn [ne user ana proceea (wWlthn N1s permission). Anocner exampuie.

As far as the mathematician is concerned, division by zero gives unworkable
results. In Dollar-Flow, division by zero yields “invalid” numbers (which
print as asterisks), but doesn”t stop computation. It”s amazing how much more
satisfying a user finds a report filled with asterisks than just a list of
error messages. At least he can look at the format to see if it“s to his 1lik-
ing.

If you must tell the user that he has made an error, tell him as early
as possible. One of the most enlightened things done by the MPE operating
system is to edit the job statement when a job is being streamed from an inter-~
active session. It sure is better to find out right away than waiting for
the job to begin execution to find out that a simple error has been made on
the JOB statement. Report development in Dollar-Flow is completely interactive.
If a user is setting up a report and he enters a calculation rule with invalid
syntax, the system responds with a message immediately, and permits him to edit
his error (not unlike the BASIC interpreter). It is not necessary to go into
the computation step to find many errors.

@W“
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MAINTENANCE AND SUPPORT

Let us assume that as an enlightened designer of friendly systems you »ag
have now designed and implemented your masterpiece. Are you done? Of course .
not. This is only the first step. There are two more important aspects which
are critical for good, friendly systems: Continuing improvement and good sup-
port. Let me talk about continuing development first. No system is great on
the first try. I am a believer in the iterative approach to systems develop-
ment, if you can afford it. I am not talking about sloppy design. I am talking
about the tremendous wealth of ideas that you can get from your users, AFTER

you have implemented a system. Try to be receptive to the suggestions of your
users (even if they are infeasible). Never give a critical user the impression
that you think he has just offered a bad idea. Go out of your way to solicit
ideas from your users. If the situation merits it, get involved in several of
their applications. You can learn about ways the system is being used that you
never thought about. Ways in which its use may be awkward. Which messages are
more annoying than useful. Which features are badly needed. 1 send periodic
questionnaires to my users (some of them even respond). This helps to priori-

tize new features. And users group meetings are a great boon to information
flow.

How should this wealth of new ideas be integrated into an already deve-
loped system? Carefully. Do not rush a new version of a system out to users
just because they need a particular feature. You must let a new version of a
system be "burned in" first by a test site. Software bugs cost you credibility.
Once lost, credibility is very difficult to reestablish, so reliability is
extremely important. After all, would a user prefer a system with the bells

and whistles he wants but doesn”t work, or one which works with a few less feasg
tures? A§

Speaking of bugs and user suggestions leads me to the question of sup-
port. There is nothing more frustrating to a user than to get 95%Z of the way
to his computer solution only to be stopped by the application package he is
using. For any reason. If you can afford to do it, good support pays great
dividends. Dollar-Flow is supported in an "on-line” fashion. This means that
if a user has a problem, he picks up the telephone and calls. 1If his problem
is with an existing report, we may even log onto his system and take a look at
that report. This kind of support not only helps to find and eliminate system
problems quickly, but we also find out about areas where the documentation may
be confusing (or incorrect). Where another feature might simplify the user”’s
application. In short, on-line support can be another source of good ideas
from users.

Let me summarize these techniques for creating friendly systems. First
KEEP IT SIMPLE. Try to think like the user instead of a computer expert. Use
his terms. Assume that he won”t read the manual. Try to make it self-explana-
torv. Second. be INFORMATIVE but FORGIVING with your error handling. Edit all
inputs, but don"t bother the user with minor errors. When the application
merits, CONTINUING ENHANCEMENT will make a much more usable system. Respond to
user suggestions. But exercise good judgment in the trade-off between adding
new features and degrading SYSTEM RELIABILITY.

a
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'IT PLANNING

- e - — - — - — -

I am not going to take too much time on the last part of my talk. I
am just going to show you a few sample reports prepared using Dollar-Flow. At
@ﬁQe risk of violating my agreement not to make a sales pitch, I invite you to
. .sit the PALO ALTO GROUP“s booth during the vendor exhibits for a demon-
stration of Dollar-Flow in action.

Let me first describe the typical company profit planning cycle
and the environment in which a planning tool like Dollar-Flow is used. The
typical Dollar-Flow user is the accountant or company controller who is respon-
sible for preparing the reports. Not a programmer. Most users are working on
in-house HP3000 systems. With access to CRT"s and a system line printer nearby.
Reports are written interactively, and manual inputs are also entered via the
terminal. Usually, reports are printed on the CRT for review then saved when
the user is satisfied with the report. If hard copy is desired, the reports can
be routed to the line printer. For generating large numbers of reports, the
"batch command mode” is used, where with very little terminal input a large
number of reports can be generated.

Profit planning typically begins with a preliminary sales forecast.
Preliminary. Sales forecasts always change. And at the last minute, too.
Often the sales forecast is done on a product—-by~product basis for the first
year or so, then combined with overall dollar sales projections further in the
future. The near term unit forecasts are sometimes adjusted based on an over-
all dollar figure. The forecast is iterated several times. To make a change,
the product manager just runs Dollar-Flow, inputs whichever figures have chang-
ed, pushes a few buttons, and the new sales forecast is ready. Since many
parts of the profit plan depend on this sales forecast, the typical plan is
usually set up with reports referencing the sales forecast report. If the
fM™lgures are changed on the sales forecast, these changes will be automatically
.eflected on the other reports the next time they are run. Some manufacturing
companies even use a multi-level sales forecast step, where a build plan (or
production plan) is generated from the sales forecast.

Meanwhile, departmental budgets are prepared. Some Dollar-Flow users
centralize the budgeting function and only distribute budget worksheets to each
department or location. This is usually done if there are only one or two
budget iterations. On the other hand, some of our customers distribute the bud-
get preparation, with each location setting up its own budget in Dollar-Flow.
In this case, figures can be input to Dollar-Flow, changes can be made, and
several iterations. of the budget can be done all in a matter of minutes. And
budget consolidations are fun! With a few simple commands to Dollar-Flow, a
whole series of budgets can be consolidated into a departmental or divisional
budget. When changes are made to the low level budgets, they automatically are
reflected on the consolidated budget the next time it”“s run.

The profit/loss projection is next. Using the data from the sales fore-
cast, the build plan, and the budgets, and adding factors for items like sales
discounts and returns, a pro forma operating statement is prepared. Often, the
bottom line (profit) on this report determines what (if any) changes need to be
made to the budgets. With a flexible tool like Dollar-Flow, a financial execu-
tive can even do sensitivity analysis: What if sales are 20%Z lower then fore-

cast? What if our discount schedule is more aggressive and our volume is
larger?

Mm Some companies that rely on substantial amounts of debt to finance their
operations combine the profit/loss projection with a cash flow projection.

This is because interest paid (an item of expense on the profit/loss statement)

has an impact on the amount of money required to run the business. This deter-
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mines the level of borrowing, which, in turn, affects the amount of interest
which is paid. Dollar-Flow, and most good financial planning languages, can .
solve the "simultaneous equations” this circular logic represents, and determirﬂ%
a level of debt and debt service which are consistent with each other. This

is far more difficult when done manually.

Another procedure which is laborious when done by hand is the aging of
accounts receivable and accounts payable projections. Using Dollar-Flow, once
the rules for aging have been set up, a change in the sales forecast or the

build plan will automatically be reflected in new receipts and payables pro-
jections.

And, finally, some companies prepare pro forma balance sheets as the
last step in their profit planning cycle. This is not necessarily the way all
companies plan. Or even the way all Dollar-Flow users plan. In fact, many
Dollar-Flow users are not even responsible for profit planning. Instead, the
system is used for a wide variety of ad hoc applications involving calcula-
tions on rows and columns of numbers. It is even used as a design tool for
systems which will later be hard-coded in COBOL, FORTRAN, or BASIC.

Some of the other applicationé/of Dollar-Flow that I am aware of
include: ‘

Product pricing. Comparing alternative prices for a single product
(the plotting capability is great for comparisons). Or comparing profit per-
centage across an entire product line. Financial ratio analysis. Comparing
selected financial ratios against industry standards or company objectives.
Capital budgeting. Rates of return and discounted cash flows can be calculatedﬁ§
easily using built-in financial functions. ~

Performance reporting. Variance reports showing actual budgets or
profits versus plan. How sales are doing against target. (One Dollar-Flow user
generates 500 graphs every month showing product line sales performance for
every branch of every distributor who markets his products!)

SUMMARY

Let me leave you with a few parting thoughts. Financial planning is
not an easy process. Figures change. The whole approach to a plan may change.
And you need your results yesterday. Traditional systems design and program-
ning methods are not going to be effective in this kind of situation. Use a
better approach. With a friendly, problem oriented planning language like
Dollar-Flow, applications nightmares can become applications successes,
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Software Contracts: Preventative Maintenance
to Ensure Subsequent Quality Services

First time users of a computer system in most instances
tend to be small to medium sized organizations overwhelmed by
the complexity and choice of available options for hardware and
software acquisition. The hardware decisions are usually made
with a great deal of preparation, analysis and comparison.
However, the software issues tend to involve even more diffi-
culties. When an eventual decision has been made, the acqui-

sition typically consists of a single software vendor.

In many cases, a contract is not involved. A simple hand
shake, signifying the importance of trust and good faith, is
considered to be a professional understanding between two organ-
izations. In other instances, the buyer signs a contract
proposed by the vendor and prepared in accordance with the
vendor's best interests. Even when a contract is used, the
buyer may enter into a complex business arrangement without the
benefit of professional advice available from the organization's
legal counsel. It appears totally incongruous that an organi-
zation approaching the acquisition of a complex computer system
in a business-like manner will carefully research the purchase
of hardware but enter into a software commitment without care-
ful preparation and scrutiny. Standard advice implied in the
phrase "caveat emptor," or let the buyer beware, certainly
would appear appropriate in this type of situation. An ancillary
rule would be that unless a written contract is prepared and

signed, an informal understanding is totally worthless.
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This may sound like a rare harsh piece of advice to offer
for a professional commitment between a software vendor and a
buyer but it is the only solid insurance policy that can be
relied upon when difficult situations develop. As indicated
earlier, many small to medium sized organizations are first
time users of a computer system. As such, they lack any prev-
ious experience with a software vendor. This absence of
previous experience or a successful relationship must be off-
set with a clear cut definition of the responsibilities for
both parties in the development, implementation and maintenance
phases of a long term commitment. Hence, a contract mutually
developed and approached with the goal to be as comprehensive
as possible is the only satisfactory mechanism for ensuring
success. A perspective emphasizing the characteristics of
pre-planning, mutual understanding, clearly worded documenta-
tion, timetables for delivery and legal review represents a
business-like concern for a smooth and orderly project. This
type of "preventative maintenance" approach can only assist
in ensuring a high level of quality services following contract

initiation and at the same time minimizing potential problems.

How should this approach be initiated? What topics
represent the highest priorities for eventual agreement? At
what point does a desire to formulate a comprehensive agree-
ment become counter productive in terms of time, effort and
other limited resources? These questions are extremely
important and relevant to a contracting organization, especially

first-time users and small to medium sized firms.
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In the case of the Alexandria school system, with a
total enrollment of approximately 11,000 students, a first-
time user situation applied. The administration determined
that the organization's size was insufficient to justify an
internal software development approach with significant
resources expended for such an undertaking. Therefore a
decision was made to find the most appropriate software pack-
age that was available and to plan on customizing it to the
degree necessary. Unfortunately, such a package could not
be found. The school system decided to enter into a contract
with a new software vendor located in the same metropolitan
area and to develop a system in accordance with a set of
specifications. The contract was developed quickly but was

reviewed by school management, the vendor and legal counsel. -~

The basic components of the total system are now in place.
The vendor and the school system are continuously refining the
system as would be expected. Some work remains to be completed

but firm plans for doing so are not yet finalized.

In spite of some extensive preparation and the existence
of a contract, problems have and are continuing to occur. Many
areas that ideally should be incorporated in an agreement were
not addressed prior to contract initiation; the absence of
written understandings in these areas represents the major
explanation for many of the problems that did develop. An
example is hardware availability for deveiopment work. In the

initial several months after contract initiation, an extensive ’“%
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amount of software development work, out of necessity at the
time, was completed on the user's equipment. Most of the
activity occurred during periods when normal production work

was not involved. However, the lack of a clearly worded clause
in the contract on this matter resulted in occasional situations
where the vendor and user had to work out solutions on a case-

by-case basis.

The existence of a "right to modify" clause and an agree-
ment pertaining to "final acceptance/completion of project"
have also created some difficulties that could have been
avoided or reduced in magnitude if additional time for review
had been allowed. It is now expected that the vendor and the
school system will soon be entering into negotiations to
address the remaining provisions of the original contract that
have not been fulfilled and at the same time develop a mutually
agreeable contract for on-going maintenance support. Both
parties are interested in doing so and the end product of
these deliberations will hopefully be an agreement considered

to be satisfactory for a permanent, support relationship.

Alexandria's experience to date has reaffirmed the original
view that a contract was necessary and needed to be as specific
as possible. However, in true hindsight form, this experience
has identified a number of potentially vulnerable areas that

should have been addressed in the contract from the beginning.

Alexandria has learned from its experience but how do

B-7 - 05



other similar organizations adequately approach the task? 1Is
it absolutely necessary that this invaluable information be
obtained through experience? Certainly not! A number of
approaches are available that could be utilized.

Initially, it is suggested that a potential user carefully
consider some of the broad management-related issues that typi-
cally occur in software acquisition. An example relates to
whether or not the software vendor is new to the business or is
embarking on a new application. In such a situation, the
potential user must be careful to review such decision-influenc-
ing factors as the quality and depth of the vendor's staff as
well as the vendor's computer resources and overall financial

condition.

The following list of key factors should be considered:

1. Degree of system customization expected.

2. Software vendor's capabilities.

3. Possible effect of hardware upgrades in the future.

4. Management philosophy on single versus multiple
vendors.

5. Existing package or development contract.

6. Degree of eventual independence expected of user
in software operation.

7. Degree of specificity in development and implementa-
tion expected - documentation standards, installation

requirements, programming efficiency, and others.
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Other factors could easily be added. However, the nature
of the potential concerns should be apparent from the examples
listed. The user's reactions to these factors should indicate
the extent of emphasis to be placed on specific components of

any proposed contract.

With these factors identified, the potential user can
approach a number of available sources for additional informa-
tion and advice. Professional colleagues in a users' associa-
tion, existing agreements developed by other organizations
and a temporary consultant retained for third party objectivity
and technical assistance represent examples of existing sources.
Regardless of the approach utilized, the most important advice
to a potential user pertains to the need to allow adequate time
for pre-contract planning with the likely vendor and the user's
legal counsel. The provision of adequate time for informal
discussions, negotiations, research and review cannot be easily

substituted.

In this regard, the attached software checklist is offered
as a partial index of questions a potential user could consider
prior to contract initiation. Additional items for the check-
list could be identified but in its present form the list
represents a compilation of the most significant areas to be
addressed in an agreement. The potential user, working in
cooperation with legal counsel, is the most appropriate party
for determining the relevance of each item to the particular

organization. The list can assist in identifying those areas
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that need to be dealt with in greater detail when the contract

is finalized.

When contracting organizations begin to emphasize in
their overall project activities the need for comprehensive
pre-planning and protection through the existence of well-
prepared agreements, then the software industry will benefit
from the additional professionalism and good will created.

A "preventative maintenance" perspective, almost defensive in
nature, will assist the users in obtaining a level of service

necessary for long-term success.
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SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH
Has item been

ITEM completed?
NO. HEADING CHECKLIST ITEM YES NO

I. PLANNING:

1 Identification of Does the contract include a section
System Components describing in detail all components
expected from the software system?

2 Cost of System Does the contract specify the individual
Components prices for all components in the
software system?

3 Legal Review Has the user reviewed the proposed con-
tract with the organization's legal
counsel to ensure its best interests?

4 Consultant Review Has a data processing consultant been
retained to assist in negotiations with
the vendor or review the proposed con-
tract for possible changes?

5 Establishment of
Contract Priorities Has the user prepared for negotiations
by attaching a priority wvalue to all
required or desired contract provisions
in an effort to obtain agreement on the
most important needs?
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SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH

Has item been
ITEM

completed?
NO. HEADING CHECKLIST ITEM . YES NO
II. PERFORMANCE :
6 Assignment of Have the vendor and user listed the tasks
Responsibility to be performed by each to achieve
implementation on time?
7 Schedule of Respon- Have the vendor and user each prepared
sibility a schedule for determining the com-
pletion date for all assigned tasks to
achieve implementation on time?
8 Documentation and Does the contract require that com-
Related Standards plete documentation be provided to
the user and are minimal standards
identified for ensuring an acceptable
level of quality?
9 Installation In the case of software development,
Standards does a requirement exist to guarantee
that the software system will comply
with whatever installation standards
are acceptable to the user?
10 Reproduction of Has the user received permission to
Documentation reproduce any part of the system
documentation with a proviso that it
be used internally for operational
success?
11 Corrections and Does the contract indicate that the
Upgrades user can obtain without charge any

corrections or upgrades to the software
system that are intended to improve
its quality?
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SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH
Has item been
ITEM completed?
NO. HEADING CHECKLIST ITEM YES NO

II. PERFORMANCE (Continued):

12 Source Code Has the user obtained access to source code
Accessibility for the software system?

13 Right to Future Does the contract include the right to
Options obtain future options or changes in the

software system at the same price
offered future users?

14 Right to Modify Has the user obtained in the contract
the right to modify the software system,
with a waiver of maintenance indicated?

ITTI. INSTALLATION:

15 Test in Actual Has the user stipulated that the final
Environment purchase of the software is conditional
on its acceptable operation in the user's
actual environment?

16 Acceptance Have the user and vendor specifically
Criteria listed the acceptance criteria needed
to validate the software system?

17 Basis for Criteria Have the acceptance criteria been
Identification determined on the basis of the require-
ments and specifications section used
for initial system design? -
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SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH
Has item been

ITEM completed?
NO. HEADING CHECKLIST ITEM YES NO

III. INSTALLATION (Continued):

18 Level of Operational Has a specific requirement been formulated
Availability which states the level of operational
availability expected of the software
system over a period of time?

19 Run Time Have specific expectations been developed
Requirements that pertain to the run time requirements
of the software system when fully opera-
tional? L .
20 Hardware Have specific expectations been developed
Requirements that indicate the degree of hardware

requirements to be used by the software
system when fully operational?

21 Acceptance Period Does the contract include a requirement
that a specific acceptance period is
necessary for validating the software
system prior to final purchase?

22 Delivery Timetable Has the user specified delivery dates
with an additional reasonable period
of time indicated as a contingency for
unanticipated problems or delays?

23 Acceptance Has the user specified the acceptance

Procedures and approval mechanism to be utilized
when work products are delivered?
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SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH
Has item been

ITEM completed?
NO. HEADING CHECKLIST ITEM YES NO

III. INSTALLATIOM (Continued):

24 Software Support Are on-going support requirements after
installation carefully defined and priced?

IV. STAFF:
25 Project Staff Prior to contract approval, is the vendor
of Vendor willing to provide a synopsis of his staff
resources - in terms of size, training,
experience and ability to provide adequate
support services?
26 Full-Time Employee Does the contract state that the vendor's
Requirement project staff should be full-time employees,
not part-time "moonlighters," and that
they are bonded?
27 Agreement on Is there an agreement in the contract that
Hiring Employees the vendor and the user will refrain from
hiring away from each other -employees
currently under contract?
28 Hiring Employees Does a agreement exist that permits the
in Termination user to hire the employees of the vendor
in the event of business termination?
29 Project Staff Does the user have the option of demanding
Substitutions that substitutions be made in the vendor's

project staff if personnel or work problems
infringing on the project's success indicate
the need to do so?
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ITEM
NO.

30

31

32

33

34

' C

SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH

Has item been

, completed?
HEADING CHECKLIST ITEM YES NO

IV. STAFF (Continued):

Security In the case of software development, espe-

Requirements cially work on-site, has the vendor agreed
to comply with the user's internal security
provisions?

V. FINANCIAL CONSIDERATIONS:

Recovery of Does the contract provide protection to the

Progress Payments user in the form of recovery of progress
payments from the vendor if an acceptable
software system cannot be developed or

delivered?
Conditional Accept- Has the user related the final acceptance
ance of Hardware of the hardware to the performance of the

software system?

Guarantees on Does the contract protect the user with

Price Movement specific guarantees on increases and/or
decreases in price, with changes occurring
only when authorized by the user?

Delivery of Finished If progress payments are made over an
Product on Partial extended period of time, does the contract
Basis require an equivalent portion of finished

product on a phasing basis as a fair
exchange to the user?
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ITEM
NO.

35

36

37

38

39

40

HEADING

SOFTWARE CONTRACT REVIEW

A CHECKLIST APPROACH

CHECKLIST ITEM

V. FINANCIAL CONSIDERATIONS (Continued):

Comprehensive
Coverage on Costs

Schedule for
Progress Payments

Hold Back Payment
Provision

Term of License

Business Termination

Vendor's Financial
Condition

Does the contract identify all possible
charges related to the successful com-
pletion of the project, including per-
sonnel costs, external purchases, use of

machine time, maintenance, training installa-
tion support, documentation and similar items?

Is a specific allocation formula developed
for approaching progress payments?

Is a specific percentage of total payment
withheld by the user until project com-
pletion to ensure a successful conclusion
to the contract?

Has adequate attention been focused on
specifying the term of license and a
renewal notification procedure by the
vendor?

Has the user incorporated adequate pro-
tection in the contract in the event
that the vendor undergoes business
termination?

Is the vendor obligated to provide a copy

<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>