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PREFACE 

This publication describes the operation 
and design of recovery management support 
programs that are part of OS/VS (virtual 
storage) : 

• f.1achine-Check Handler (MCH) 

• Channel-Check Handler (CCH) 

• Dynamic Device Reconfiguration (DDR) 

These programs are designed to keep the 
system operational in the event of a pro
cessor, storage, channel, or device fail
ure. (An additional recovery management 
support program, Alternate Path Retry, is 
described in the OS/VS I/O supervisor PLM.) 

This publication is divided into three 
parts: MCH, CCH, and DDR. Each part is 
independent of the others and may be used 
as a separate manual, although the parts 
share a table of contents and an index. 
Each part of the~anual is divided into the 
following sectionS: 

Section 1: Introduction summarizes the 
functions and operations of the program. 
This section also contains definitions 
needed to understand the rest of the part. 

Section 2: Method of Operation 
describes the fUnctions of the program in 
detail and relates the functions to the 
coding. The fUnctions are described mainly 
through method of operation diagrams, which 
also refer to the coding. 

Section 3: Program organization 
describes the program from a module or rou
tine point of view. Overall flow diagrams 

show the relationship of the modules; 
module descriptions show the logic of each 
module. 

Section 4: Directory is a gUide to the 
named areas of coding. 

Section 5: Data Areas describes the 
fields of information used by the program. 

Section 6: Diagnostic Aids contains 
techniques and information to use in deter
fiining the source of problems that arise in 
the program. 

Appendix A: MiSSing Interruption Check
er contains an explanation and method of 
operation diagram showing how recovery 
management checks for missing device 
interruptions. 

This publication is intended to be used 
as a guide to the program listings. The 
intended audience is system maintenance 
personnel, including customer engineers, 
programming support representatives, and 
system programmers. 

This publication assumes an understand
ing of OS/VS, including paging and I/O 
operation. Information on these subjects 
can te found in introductory OS/VS publica
tions as well as in: 

OS/VS Supervisor Logic 

OS/VS I/O supervisor Logic 

iii 



CONTENTS 

PART 1: MACHINE-CHECK HANDLER • 

MCH SECTION 1: INTRODUCTION •• 
Purpose of MCH • • • • 
overview of MCH • • • • • • 
System/370 Recovery Features 

Automatic Recovery Features • 
Fixed storage Areas • • • • 
Control Registers • • • • • 
Recording and Quiet Modes • 

MCH Error Recovery • • • • 
Soft Interruptions • • • • • • • • • • 
Hard Interruptions •••• 
Levels of Error Recovery • • • • 

MCH SECTION 2: METHOD OF OPERATION 
The Logic of MCH • • • • • • • • 
Communications • • • • • • • • 
Preservation of the System Environment • • • • 
Analysis of the Failure 

Types of Failures • • • 

1 

3 
3 
3 
3 
3 
3 
4 
5 
5 
5 
5 
5 

• • •• 7 
7 
7 

• • • • 7 
• • •• 8 

• 10 
· 11 Program Damage Recovery • • 

Processor Failures 
Real Storage Failures • 
SPF Key Failures 

. • • • • • • • • . 11 
• • • • • • 11 

Recording and Termination • 
Error Recording • • • 
Emergency Recording • • 
Interface with the Channel-Check Handler •••• 

MCH Method of Operation Diagrams 

MCH SECTION 3: PROGRAM ORGANIZATION • • • • • 
Physical Characteristics of MCH • • • . • • • • • 

Overlay structure of MCH • • • • • • • • • • • • 

• 11 
• 13 

• • • • 13 
• 14 
• 14 
• 16 

• • 29 
• 29 
• 29 

Loading Transient Modules in a System with 192K or More Bytes 
of Real Storage • • • • • • • • • . • • . • • • • • • • • • • • · 29 
Loading Transient Modules in a System with Less Than 192K Bytes 
of Real Storage • • • • • • • 

MCH General processing 
MCH Module Descriptions • 

MCH SECTION 4: DIRECTORY 

MCH SECTION 5: DATA AREAS • 
Fixed Storage Areas Used by MCH • 
Machine-Check Interruption Code 
MCH Independent Common Area 
MCH Recovery Vector Table • 
Machine Status Block 
MCH Long Record • . . • • 
MCH Testing Vector Table 

MCH SECTION 6: DIAGNOSTIC AIDS 
Register Conventions 
Possible Problems Indicated by Message IGF910W 
MCH History Table • • 
MCH Messages and wait State Codes 

PART 2: CHANNEL-CHECK HANDLER • 

CCH SECTION 1: INTRODUCTION 
Purpose of CCH . • • • • • 

iv 

• 29 
· 29 
· 32 

• • 37 

• • 39 
• 41 
• 42 

• • 44 
• 49 
• 51 
• 52 

• • 53 

• • 54 
• • 54 
• • 54 

• 54 
• • 54 

• 57 

59 
59 

J 

, 

t 

1 
, .. 



J 

How CCH Achieves its Purpose • • • • • • • • • • • • 59 
Channels Supported by CCH and How CCH Uses the Information 
Provided by These Channels • 59 
The ERPIB • • • • • • • • • • • • • . • • • • • • • • 59 
The Channel Error Inboard Record • • • • • • • • • • • • • • 60 

I/O Supervisor and MCH Processing of Channel Errors •••• • • • 60 
I/O Supervisor Normal I/O processing • • • • • • 60 
I/O Supervisor Channel Error Processing • • • • • • 60 
How an ERP Handles a Channel Error • 60 

CCH Fixed Storage Requirements • • • • • • • • • 62 

CCH SECTION 2: METHOD OF OPERATION • • • • 64 
Functions of CCH • • • • • • 64 
CCH Error Analysis • • • • • • • • • • • • • • 64 

Passing Control to CCH from the I/O Supervisor • 65 
Returning Control to the I/O supervisor • • • • • • • • • • • • 
Interfacing with the Machine-check Handler • • • • • • • • • • 
Determining Whether the Channel Has Logged Out or Stored the 
ECSW successfully • • • • • • • • • • • • • 

• 65 
• 66 

• 67 
Why There Might Not Be an ERPIB Available • • • • • 67 
Why There Might Not Be an Inboard Record Available • 67 

CCH Method of Operation Diagrams 

CCH SECTION 3: PROGRAM ORGANIZATION. 
Organization of CCH • • • • • • • • • 
Including CCH in the System-Dynamic Loading 

• 68 

• 74 
74 

CCH Communications Scheme • • • • • 
• • 74 

• 74 
CCH Module Descriptions •• •••• • 

CCH SECTION 4: DIRECTORY 

CCH SECTION 5: DATA AREAS • 
Channel-Check Handler Parameter Table • 
Error Recovery Procedure Interface Block 
Channel Error Inboard Record • • • • 

CCH SECTION 6: DIAGNOSTIC AIDS 

PART 3: DYNAMIC DEVICE RECONFIGURATION 

DDR SECTION 1: INTRODUCTION 
Purpose of DDR 
Description of DDR 
DDR Support • • • • • 
Generating DDR 

DDR SECTION 2: METHOD OF OPERATION 
Overall Operation • • • 

DDR Verification 
DDR Control • • • 
DDR EXecution • • • 

DDR Communications Area 
Activating DDR 

ECB for DDR 
DDR Control Flow 
SVC 85 

DDR Wait Queue • • • • 
Interaction with Device Allocation 
I/O Handling -- IOS-DDR Interface • • 
Exchanging UCB Information • • • • • 
Repositioning Tapes without Standard Labels • • 
Retry Procedure by DDR After Swap • 
DDR Method of Operation Diagrams 

DDR SECTION 3: PROGRAM ORGANIZATION. 
Locating DDR • • • • 

For VS1 • 
For VS2 • • • • • 

• • 79 

• 84 

• • • • . • • • • • • 85 
• • • • • • 87 

• 88 
• • • • • • • • • 93 

• • 95 

• 97 

• • • • . 99 
• 99 

• • 99 
• • 99 

.100 

.101 
• .101 
• .101 
• .101 

.101 

.101 
• .101 
• .101 

.101 
• .102 

.102 
• .102 
• .102 

.104 
• .104 
• .105 

.106 

• •••••• 118 
.118 

• ••.•• 118 
.118 

v 



DDR Module Descriptions 

DDR SECTION 4: DIRECTORY 

DDR SECTION 5: DATA AREAS • 
DDR Communications Area (IORMSCOM) 
IOS-DDR Vector Table 

DDR SECTION 6: DIAGNOSTIC AIDS 
Register Usage 
Messages 
IGFDDRSR Processing (VS1 Only) 

APPENDIX A: MIC (MISSING INTERRUPTION 
What MIC Is 
How MIC Functions • 
MIC's Table Usage • 
Messages and Codes 
How to Vary the Time Interval 

INDEX • 

vi 

.122 

.129 

.131 
.132 
.136 

.137 

.137 

.137 

.137 • 
CHECKER) .142 

~ .142 
.142 
.142 
.142 
.142 

.145 

• 

• 



II 

• 

ILLUSTRATIONS 

Figure MCH-l. MCH overview • • • • • • • • • • • • • 
Figure MCH-2. Fixed and extended logout area sizes 
Figure MCH-3. Control register 14 • • • • • • • • • • 
Figure MCH-4. MCH responses to error-on-error conditions 
Figure MCH-5. MCH and environment before a machine-check 
interruption . • • • • • . • . . . .. • • • • • • 
Figure MCH-6. MCH after the environment has been saved following 

4 
5 
5 
8 

9 

a machine-check interruption •• • • • • • • • • • • • • • • • • •• 9 
Figure MCH-7. Fields of the machine-check interruption code and 
which fields are used by each System/370 model • • • • • 10 
Figure MCH-8. Actions taken by MCH •••••• • 12 
Figure MCH-9. MCH record format • • • • • • • • • 13 
Figure MCH-10. MCH transient module loading •••• • 30 
Figure MCH-11. General processing of a soft machine-check 
interruption • • • • • • • . • . • • • • • • • • • • • • • • • • • • 30 
Figure MCH-12. General processing of a hard machine-check 
interruption •••• . • • • • • • • • • • • 
Figure MCH-13. Locations of MCH fields • • • • 
Figure MCH-14. Register conventions • • • • 

• • • • 31 
• • 40 

54 
Figure MCH-15. The MCH history table shows the order in which MCH 
modules have been executed. . • • • • • • • • • • • • • • • 55 
Figure MCH-16. MCH messages and wait state codes • • • • • • • • 55 
Figure CCH-1. Channel logout locations and other pertinent 
locations referred to by CCH • • • • • • • .'. • • • • • • • •• 59 
Figure CCH-2. Overview of CCH-MCH-IOS processing of I/O errors •• 61 
Figure CCH-3. Standard tests made by an ERP when entered following 
a channel error . . . . . . . . . . . . . . . . . . • . . . . . . 62 
Figure CCH-4. CCH fixed storage requirements • • • • • • • • • • • 63 
Figure CCH-5. Differences in CCH execution for the various 
channels and channel checks • • • • •• • • • • • • • • • • • 65 
Figure CCH-6. How CCH knows from what I/O supervisor routine it 
was entered • • . • • • .. • • • • • • • • • • • • • • • • • • • 66 
Figure CCH-7. CCH-MCH interface in the RVT ••••.••••.•• 66 
Figure CCH-8. Overview of processing by CCH routines • • • • 75 
Figure CCH-9. Channel configuration word • • • • • • • • • 76 
Figure CCH-10. CCH dynamic loading • • • • • 77 
Figure CCH-11. CCH communications scheme following a possible 
initialization • • . • • • • • . • • • • • • • • • 
Figure CCH-12. Locations of CCH fields • • • • • • 
Figure CCH-13. Register input expected by the modules of CCH 
Figure CCH-14. CCH internal switches • • • • • • • • • • 
Figure DDR-1. How DDR SYSRES (IGFDDRSR) gains control to process 

78 
• • 86 
• • 95 
• • 96 

a SWAP request from the system for SYSRES (VS1 only) •••••••• 103 
Figure DDR-2. Effects of DDR on system pointers •••••••••• 104 
Figure DDR-3. Relationship of DDR functional areas to modules .119 
Figure DDR-4. control flow during system-initiated swap. • • .120 
Figure DDR-5. Control flow during operator-initiated swap. • .121 
Figure DDR-6. Locations of fields in IORMSCOM • • • • • • .132 
Figure DDR-7. Register input expected by the modules of DDR •• 138 
Figure DDR-8. DDR messages • . • • • • • • • • • • . • • • • .139 
Figure DDR-9. Execution sequence in IGFDDRSR for system-initiated 
swap of SYSRES ••••••••••••• • • • • • • .140 
Figure DDR-10. Execution sequence in IGFDDRSR for 
operator-initiated swap of SYSRES ••...•.•• • ••• 141 

vii 



OPERATION DIAGRAMS 

Diagram MCH-l. 
Diagram MCH-2. 
Diagram MCH-3. 
Diagram MCH-4. 
Diagram MCH-5. 
Diagram MCH-6. 
Diagram MCH-7. 
Diagram MCH-8. 
Diagram MCH-9. 
Diagram MCH-10. 
the system 
Diagram MCH-11. 
Diagram MCH-12. 
Diagram CCH-1. 
Diagram CCH-2. 
Diagram CCH-3. 
Diagram CCH-4. 
Diagram CCH-5. 
Diagram DDR-1. 
Diagram DDR-2. 
Requests 
Diagram DDR-3. 
Requests 
Diagram 
Diagram 
Diagram 
Diagram 

viii 

DDR-4. 
DDR-5. 
DDR-6. 
DDR-7. 

MCH Overview and Table of contents. • • • • 17 
Initializing MCH • • • • • • • • • • • • • • • 18 
Processing a Machine-Check Interruption • • • • 19 
Recording a Channel Error • • • •• 20 
Loading MCH Transient Modules • 21 
Processing the MODE Command •• • • • • • • • 22 
Preserving the system Environment • • • • • • • • • 23 
Analyzing the Malfunction ••• • • • • • • • 24 
Analyzing Software Darrage ••• • • • • • • 25 
Initiating Task or System Recovery or Terminating 

Building an Error Record • • • • • 
writing an Error Record ••••• 
CCH Overview and Table of Contents • 
Initializing CCH •••••• 
Analyzing the Channel Error •••••• 
Building the ERPIB • • • • • • • 
Building the Inboard Record 
DDR Overview and Table of contents • 
Verifying and Initiating System-Initiated DDR 

• • • • 26 
• • 27 

• 28 
69 

• • 70 
• 71 
• 72 

• • 73 
• •• 107 

• .108 
Verifying and Initiating Operator-Initiated DDR 

Controlling DDR Execution • • • • • • • • • 
Executing System-Initiated DON Requests 
Executing Operator-Initiated DDR Requests 
Executing DDR Requests for SYSRES ••• • • 

.109 
• • • .110 

••• 112 
• .114 
• .116 

• 

r • 

.. 



• 

• 

• 



LIST OF ABBREVIATIONS 

APR 
CCC 
CCIl 
CCW 
CDC 
CPU 
CSECT 
CUA 
CVT 
DSS 
ECC 
ECSW 
EREP 
ERP 
ERPIB 
EXCP 
HIO 
IIIPO 
HIR 
ICC 
IOB 
IOS 
IPL 
MCH 
1100 
NIP 
OBR 
OS/VS 
PQA 
PSW 
RQE 
RVT 
SEREP 
SHUT 
SIO 
S~lCII 

SPF 
SQA 
SVC 
SYSRES 
TIO 
TSO 
UCB 
WTO 

x 

Alternate Path Retry 
channel control check 
Channel-Check Handler 
channel command word 
channel data check 
central processing unit 
control section 
channel and unit address 
communications vector table 
Dynamic Support System 
error checking and correction 
extended channel status word 
IGCEREPO utility 
error recovery procedure 
error recovery procedure interface block 
execute channel program 
halt input/output 
hierarchy and input-processing-output (diagram) 
hardware instruction retry 
interface control check 
input/output block 
Input/Output Supervisor 
Initial Program Loading routine 
~achine-Check Handler 
method of operation (diagram) 
Nucleus Initialization Program 
Outboard Recorder 
Operating System/Virtual Storage 
paging queue area 
program status word 
request queue element 
recovery vector table 
System Environment Recording and Editing Proqram 
Special I:andler for Unusual Termination 
start input/output 
Soft Machine-Check Handler 
storage protect feature 
system queue area 
supervisor call 
system residence 
test input/output 
time-sharing option 
unit control block 
Write-to-Operator 

----------------

• 



I 

• 

PART 1: MACHINE-CHECK HANDLER 

• 

1 



.. 

• 

• 

• 



• 

• 

PURPOSE OF MCH 

MCH (Machine-Check Handler) minimizes 
the computing time lost due to machine mal
fUnctions. MCH does this by correcting 
certain malfunctions and by producing diag
nostic records and messages to help system 
maintenance personnel find the cause of the 
problem. 

OVERVIEW OF MCH 

A machine malfunction can originate from 
the CPU, real storage, or control storage. 
When any of these fails to work properly, 
the machine attempts to correct the mal
function (see Figure MCH-1). If the 
machine corrects the malfunction, it noti
fies MCH by a machine-check interruption. 
MCH records the fact that the machine has 
failed to operate properly (except when the 
machine is in quiet mode; see "Recording 
and Quiet Modes" in this section.) When 
the machine-check interruption occurs, the 
CPU logs out fields of information in real 
storage detailing the cause and nature of 
the error. The model-independent data is 
stored in the fixed logout area, and the 
model-dependent data is stored in the 
extended logout area. MCH uses these 
fields to analyze the error and to produce 
an error record. 

If the machine fails to correct the mal
fUnction through hardware recovery facili
ties, the machine still causes a machine
check interruption and logs out. In this 
case, however, the fixed logout contains an 
interruption code indicating an unsuccess
ful recovery attempt. MCH then analyzes 
the data and attempts to keep the system as 
fully operational as possible. The loca
tion and cause of the malfunction determine 
what action MCH takes: (1) resumes system 
operations; (2) resumes system operations 
at the expense of the task that was inter
rupted; (3) places the system in the wait 
state. MCH always records as much informa
tion about the error as possible. 

SYSTEM/370 RECOVERY FEATURES 

Because the operation of MCH depends on 
certain recovery actions taken by the 
machine and on the information given to it 
by the machine, some of the features of the 
machine are described here. For a more 
complete description, see System/370 Prin
ciples of Operation. 

MCH SECTION 1: INTRODUCTION 

Automatic Recovery Features 

System/370 has two built-in methods of 
recovering from machine malfunctions: HIR 
(hardware instruction retry) and ECC (error 
checking and correction). Whenever poss
ible, HIR and ECC recover from machine mal
functions without assistance from MCH. The 
HIR feature allows the machine to recover 
from temporary CPU failures that would 
otherwise make it necessary to reload the 
operating system or terminate the executing 
program. ECC detects and often corrects 
invalid data fetched from real and control 
storage. 

Hardware Instruction Retry 

HIR microprogram routines automatically 
retry CPU errors. These routines save 
source data before it is altered by an 
operation. When an error is detected, a 
microprogram returns the CPU to the begin
ning of the operation, or to a point where 
the operation was executing correctly, and 
the operation is repeated. After eight 
unsuccessful retries by HIR, the error is 
considered permanent. 

Error Checking and Correction 

ECC routines check the validity of data 
fetched from real and control storage. 
Data enters and leaves real or control 
storage through a storage adapter unit. 
This unit checks each doubleword for 
correct parity in each byte. If a single
bit error is detected, it is corrected. 
The corrected doubleword is then sent back 
into real or control storage and on to the 
CPU (except on the Model 145). MCH is 
notified by a machine-check interruption 
and finds the address of the error in the 
fixed logout. 

ECC does not correct multiple-bit 
errors, but notifies MCH by a machine-check 
interruption. MCH finds the address of the 
error in the fixed logout and attempts to 
recover from the error. 

Fixed Storage Areas 

There are four fixed areas of real 
storage for System/370: 

• Permanent storage assignment (decimal 
locations 0-159) 

MCH Section 1: Introduction 3 
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• I/O communications area (decimal loca
tions 160-191> 

• Fixed logout area (decimal locations 
232-511) 

• Extended logout area (begins at loca
tion 512 unless the address in control 
register 15 specifies otherwise) 

The fixed storage areas are described in 
MCH Section 5. 

Fixed Logout Area 

Data is put into the fixed logout area 
when any machine-check interruption occurs. 
This area contains data that is model inde
pendent, although not all models use every 
field. The fixed logout area contains the 
machine-check interruption code, which 
indicates the reason for the interruption; 
system status information; and the contents 
of the general-purpose, floating-point, and 
control registers at the time of the 
machine-check interruption. This data is 
processed by MCH. 

Extended Logout Area 

The extended logout area contains data 
that is model dependent. It begins at 
address 512 or at the address specified in 
control register 15. The length of the 
extended logout area is different for each 
model. If the extended logout mask bit 
(MCEL bit) in control register 14 is 
enabled, data is written into the extended 
logout area for all types of machine-check 
interruptions. This data is recorded by 
MCH in the SYS1.LOGREC data set. 

The size of the logout areas for each 
CPU model is shown in Fiqure MCH-2. 

Control Registers 

MCH uses two control registers for load
ing and storing control information. Con
trol register 14 contains mask bits that 
(1) indicate whether certain conditions can 
cause machine-check interruptions and (2) 
control conditions under which an extended 
logout can occur. control register 15 con
tains the address of the extended logout 
area. 

The control registers are referred to by 
MCH through the use of two privileged 
instructions: LOAD CONTROL and STORE CON
TROL. LOAD CONTROL is used to move infor
mation from real storage to control regis
ters; STORE CONTROL is used to move infor
mation from control registers to real 
storage. 
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r--------------T-----------T-----------T-----------T-----------r-----------T------------l 
1 1 Model 135 1 Model 145 IModel 155111 Model 158 IModel 165111 Model 168 1 
r--------------t-----------t-----------t-----------t-----------t-----------t------------~ 
I Fixed Logout 1 280 bytes I 280 bytes I 280 bytes I 280 bytes I 280 bytes 1 280 bytes 1 
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Figure MCH-2. Fixed and extended logout area sizes 

Figure MCH-3 shows control register 14. 
System/370 principles of Operation contains 
a detailed description of the use of the 
control registers and shows the masks used 
to prevent logouts and machine-check 
interruptions • 

Recording and Quiet Modes 

Hardware instruction retry and error 
checking and correction can operate in two 
modes: recording and quiet. In recording 
mode, a machine-check interruption occurs 
for each malfunction. In quiet mode, a 
machine-check interruption occurs only for 
malfunctions that were not corrected by HIR 
or ECC. Recording mode is the normal mode 
of operation for Models 155 and 16511. All 
other supported CPU models normally run in 
recording mode for HIR and quiet mode for 
ECC. Quiet mode is usually used when there 
is a large number of corrected errors. 
When in recording mode, a threshold value 
of 12 is used h¥ MCH to define the number 
of interruptions allowed for corrected 
errors. When the number of corrected 
errors exceeds this threshold, quiet mode 
is entered automatically, and no more 
interruptions occur for corrected errors. 
The operator can use the MODE command to 
switch from recording mode to quiet mode or 
from quiet mode to recording mode. The 
current mode can be determined by using the 
STATUS operand of the MODE command. 

MCH ERROR RECOVERY 

Machine-check interruptions can be clas
sified as either soft or hard. A soft 
machine-check interruption indicates to MCH 

Control Register 14 

HS - Hard Stop 
SM - Synchronous Machine-Check Extended Logout Mask 
1M - Input/Output Extended Logout Mask 
RM - Recovery Report Mask 
DM - Degradation Mask 
EM - External Damage Report Mask 

WM - Woming Mask 
AM - Asynchronous Machine-Check Logout Mask 
FM - Asynchronous Fixed Logout Mask 

Figure MCH-3. control register 14 

that the hardware has already corrected the 
error. MCH makes a record of the event and 
the circumstances under which it occurred. 
A hard machine-check interruption indicates 
to MCH that the hardware has not corrected 
the malfunction and MCH must try to recover 
from it. 

Soft Interruptions 

After the machine has recovered from a 
machine check (assuming that it is operat
ing in recording mode), a machine-check 
interruption occurs. From the machine
check interruption code, MCH determines 
that the error has been corrected, and 
therefore recovery by MCH is not necessary. 
MCH must, however, check whether a change 
to quiet mode is necessary and prepare a 
recovery report. 

Hard Interruptions 

When HIR or ECC facilities have not been 
able to correct an error, MCH tries to 
enable the system to continue processing. 
A hard machine-check interruption occurs on 
any of the following conditions: 

• System damage 

• Instruction processing damage 

• Timing facility damage 

• Buffer damage 

• High resolution timer damage (location 
80) 

• External damage (when associated with 
timing damage) 

• Power warning. 

Depending on the type of malfunction 
that caused the interruption and the status 
of the system at the time of the interrup
tion, MCH (1) resumes system operations: or 
(2) resumes system operations at the 
expense of the task that was interrupted: 
or (3) places the system in the wait state. 

Levels of Error Recovery 

Recovery from machine malfunctions can 
be divided into four categories: 

MCH Section 1: Introduction 5 



Task recovery 
System recovery 
System-supported restart 
System repair 

Task recovery is most acceptable: system 
repair is least acceptable. 

Task Recovery 

Task recovery is transparent to the 
interrupted program. This type of recovery 
can be made by either HIR or $CC, or by 
MCH. Task recovery by MCH is made by 
correcting SPF (storage protection feature) 
keys and intermittent errors in real 
storage. 

System Recovery 

System recovery is attempted when task 
recovery is impossible. System recovery is 
the continuation of system operations at 
the expense of the task (and subtasks if 
attached) in which the error appeared. The 
task containing the error is terminated 
either by abnormally ending the task or by 
marking it nondispatchable. System reco
very can take place only if the task in 
question is not required for system 
operation. 

6 

System-Supported Restart 

System-suppor~ed restart is tried after 
task and system recovery have failed or 
~hen they could not be tried. This occurs 
when a task required for system operation 
contains an error. The operator is noti
fied that the system cannot continue to 
operate and has been placed in a wait 
state. He must then reload the system. 

Note: System-supported restart is a warm
start operation; that is, the remaining 
information on the job queue is usable. 
The job queue does not have to be rebuilt. 

System Repair (Manual) 

System repair also occurs when the sys
tem has teen placed in a wait state, but it 
requires the services of maintenance per
sonnel and takes place at the discretion of 
the operator. Usually, the operator will 
have already tried to recover by system
supported restart one or more times without 
success. System repair is required, for 
example, if a hard error occurs so fre
quently that system-supported restart is 
not successful. 

• 
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This section describes the functions of 
MCH and how MCH performs these functions. 
Many references are provided to material in 
other sections of this publication and to 
the MCH program listing. Two types of 
information are presented: 

• Text that discusses the design of MCH. 

• Method of operation diagrams that show 
the functions performed by MCH in the 
order that they occur. The module name 
and label of each processing step are 
included in the implementation notes 
for each diagram. These diagrams can 
be used for quick reference when 
reviewing MeH functions. Diagram MCH-1 
shows how the method of operation dia
grams for MeH are organized. 

THE LOGIC OF MeH 

MCH has two basic paths of execution: 
one for malfunctions that have been 
corrected by HIR or ECC (soft interrup
tions), and one for malfunctions that have 
not been corrected by those facilities 
(hard interruptions). 

For uncorrected failures, MCH goes 
through four major operations: 

Preservation of the system environment 
Analysis of the malfunction 
Program damage recovery 
Recording and termination 

For malfunctions that have been corrected 
by HIR or ECC, the program damage recovery 
step is omitted. In addition to the four 
steps mentioned above, MCH controls whether 
the machine operates in recording or quiet 
Illode. 

COMMUNICATIONS 

In order to process a machine-check 
interruption, MCH must have certain data 
describing the failure. For this purpose, 
the CPU provides a logout which gives MCH 
the information needed to properly analyze 
the error and determine how to handle it. 
After the model-independent logout is pro
duced, MeH moves it into the MCH record 
buffer, where it is used by the transient 
modules of MCH to communicate with each 
other. (Since MCH uses an overlay scheme, 
it is necessary to store information in an 
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area that will not be overlaid by the next 
module brought into the transient area.) 
The MeH Nucleus also uses the common area 
to store and retrieve data about the fai
lure. The common area is described in MCH 
Section 5. 

PRESERVATION OF THE SYSTEM ENVIRONMENT 

MCH normally receives control through a 
machine-check interruption. If another 
machine-check interruption were to occur 
while MeH was being executed, control would 
be returned to the beginning of MeH. Thus 
the first machine-check interruption would 
never be processed, since the information 
about it in the logout areas would be lost. 
To minimize this possibility, MeH receives 
control with the system disabled for furth
er interruptions. Disabling, however, is 
only a temporary measure to give the MCH 
Nucleus time to make the following emergen
cy provisions: 

• It disables for machine-check interrup
tions which have already been corrected 
ty HIR or ECC, so that only serious 
errors can interrupt MCH. If the error 
being handled has not been corrected, 
there is no need to interrupt MCH to 
report a less serious error. If the 
error being handled ~ been corrected, 
there is no need for one corrected 
error to have priority over another. 

• It saves the contents of the fixed 
logout area in the MCH record buffer. 
If a hard machine-check interruption 
occurs now, the original data is not 
overlaid. Also, extended logouts are 
prevented by setting a mask in control 
register 14, so that the extended 
logout area is not overlaid. 

• It saves the machine-check old PSW • 
Then, if a second error occurs, causing 
the current PSW to replace the old PSW, 
control can be returned to the program 
that was interrupted first (provided 
that the error was corrected with the 
original system status intact). 

• It alters the address in the machine
check new PSW and the program-check new 
PSW to pOint to the MCH SHUT (Special 
Handler for Unusual Termination) rou
tine. Then, if a second error occurs, 
control is passed to the SHUT routine, 
rather than to the beginning of MCH. 
This is done because a second machine
check interruption indicates that the 
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r-----------------T-----------------------T---------------------------------------------, 
I Error Condition I Special Circumstances I MCH Response I 

~-----------------+-----------------------+---------------------------------------------~ 
I Hard on Soft I Error within MCH I Determines the severity of the error. For I 
I I I any error other than system damage, I 
I I I attempts to record the original error and I 
I I I return control to the point of interrup- I 
I I I tion. The occurrence of another hard error I 
I I I during this attempt will result in a wait I 
I I I state, with a message if possible. I 

~-----------------+-----------------------+---------------------------------------------~ 
I Hard on Hard I Recovery made from I Attempts to record the original error and I 
I I original error I returns control to the system. I 

I ~-----------------------+---------------------------------------------~ 
I I Recovery not made I Places the system in a disabled wait state I 
I I from original error I and notifies the operator. I 

~-----------------~-----------------------~--------------------------------------------~ 
I Note: MCH is not enabled for soft errors at any time during the processing of soft I 
I or hard errors. MCH is only reenabled for soft errors after the recorder gets I 
I control. I L _______________________________________________________________________________________ J 

Figure MCH-4. MCH responses to error-on-error conditions 

error occurred during MCH execution. 
MCH would go into a loop if the 
machine-check new PSW were not altered 
and the second error occurred. Also, 
when an error occurs within MeH, MCH is 
operating in a degraded state and might 
not be able to recover from the origin
al error. 

• It enables hard machine-check interrup
tions to give them priority over soft 
machine-check interruptions. 

There is always the danger of the 
machine failing immediately after MCH is 
entered, while the system is disabled for 
interruptions. If this happens, the 
machine comes to a hard stop, no instruc
tions are executed, and no interruptions 
occur. System operation can be continued 
only by means of a system reset or IPL. 
Figure MCH-4 shows MCH responses to various 
error-on-error conditions. 

MCH saves the fixed logout, extended 
logout, and the machine-check old PSW to 
protect them from a second interruption. 
Once the system has been reenabled for 
interruptions, MCH saves the permanent 
storage assignment. The four data areas 
are saved in the following locations: 
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• Fixed logout: address contained in the 
RVTINLOG field of the RVT. 

• Extended logout: address found in con
trol register is. 

• Machine-Check old PSW: MCHRPSW in the 
MCH common area. 

• Permanent storage assignment: MCHPSA 
in the MCH common area. 

Figures MCH-S and MCH-6 show the MCH 
environment before and after 
initialization. 

ANALYSIS OF THE FAILURE 

To accurately assess the extent of the 
damage at the time of the machine-check 
interruption, MCH analyzes the machine
check interruption code. MCH identifies 
the type of error, where it occurred, and 
under what special circumstances it 
occurred, if any. 

Figure MCH-7 shows the fields of the 
interruption code and which fields are used 
by each System/370 model. See MCH Section 
S for a complete description of the 
machine-check interruption code. 

Some of the major fields of the machine
check interruption code are: 

• Machine Check Subclasses: Bits 0 
through 8, the subclasses, indicate the 
machine-check condition causing the 
interruption. On each interruption, at 
least one of these bits must be set. 
If more than one error has occurred, 
several bits may be set. 

• Tense: This field indicates the timing 
of the interruption. For example, if 
bit 14 is set to 1, the machine-check 
old PSW contains the address of the 
instruction in which the error 
occurred. If bits 14 and 15 are set to 
0, the machine-check old PSW contains 
the address of an instruction beyond 
the point of error. 

• Storage Errors: This field indicates 
that the error was in real storage. 

.. 
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MACH INE-CHECK HANDLER 

I Machine-Check New PSW I 
MCH Nucleus 

t Current PSW 

I SHUT Routine 

Program about to 
be interrupted MCH Transient Area 

I Machine-Check Old PSW I MCH Common Area 

Fixed Logout 

I Control Register 15 ~ Extended Logout 

Figure MeH-5. MeH and environment before a machine-check interruption 

Program-Check New PSW 

Machine-Check New PSW 

Current PSW 

Interrupted 
Program 

Machine-Check Old PSW 

Original Fixed Logout 

Control Register 15 

MACHINE-CHECK HANDLER 

Hardware Error 
Analysis Function 

MCHRPSW 

SHUT Routine 

MCH Transient Area 

MCH Common Area 

Saved Copy of Fixed Logout 

Extended Logout 

Figure MCH-6. MCH after the environment has been saved following a machine-check 
interruption 

I 
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Model 

135 

145 

155 

158 
165 

168 

Machine-Check Interruption Code 

0-8 
14-15 
16-18 
20-25,27-31, 46, 47 
6, 9-13, 19, 26, 32-45 

Time of interruption occurrence 
Storage errors 
Validity 
Not assigned 

Note: The fields of the machine-check interruption code 
are fully explained in MCH Section 5. 

48 

Machine - Check 
Extended Logout Length 

63 

Figure MCH-7. Fields of the machine-check interruption code and which fields are used 
by each System/370 model 

• Validity: The validity bits represent 
the various fields stored during 
machine-check interruption. Any bit 
that is 0 indicates that the associated 
data (general registers, condition 
code, etc.) has been affected by the 
error. 

• Extended Logout Length: This field 
indicates the length in bytes of the 
extended logout area. 

Types of Failures 

The following types of failures can be 
identified from the machine-check interrup
tion code: 
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• System damage: An error occurred that 
could not be attributed to the instruc
tion referred to by the machine-check 
old PSW. 

• Instruction processing damage: An 
error occurred during the processing of 
the instruction indicated by the 
machine-check old PSW. The instruction 
was either unretryable or unsuccessful
ly retried, or the damage resulted from 
a multiple-bit failure in real storage 
or an SPF key error. 

• Hardware retry successful (soft error): 
The CPU instruction was successfully 
retried. 

• ECC successful (soft error): A single
bit storage error was corrected by ECC. 

• Time facility damage: An error 
occurred in the time-of-day clock, mak
ing it invalid for time stamping. 

• Timer damage: The high resolution timer 
at location 80 contains a parity error. 

• Power warning: Loss of power to the 
system may be impending. 

System Damage 

System damage occurs when the circuitry 
or the microcode in the CPU has failed. 
Multiple-bit errors in control storage are 
included in this category. By presenting 
the failure as system damage in the 
machine-check interruption code, the 
machine informs MCH that system operation 
must stop. In this case the MCH Nucleus 
places the system in the wait state. 

Instruction Processing Damage 

Any type of instruction processing 
damage has some program damage associated 
with it. Mca must therefore ultimately 
associate the error with a system or user 
task and then take whatever action is 
necessary to keep the system running. The 
first step is to determine from the inter
ruption code the type of error that 
occurred. 

There are three types of failures that 
are classified as instruction processing 
damage. Bit one, the instruction proces
sing damage bit, is set to one in all 
cases. Related bit settings indicate the 
type of instruction processing damage that 
occurred. 

• Processor damage: This condition is 
indicated when the instruction proces
sing damage bit is on and the error is 
neither a multiple-bit error nor an SPF 
key error. Since the PSW is pointing 
to the failing instruction and the 
instruction address is valid, MCH 

• 
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assumes that the CPU retried the 
instruction but was not successful. 

• Multiple-bit error in real storage: 
MeH determines whether this type of 
error is solid or intermittent by find
ing the location of the error and doing 
a series of stores and fetches using 
that location. If another machine
check interruption occurs, the error is 
solid. Otherwise it is considered 
intermittent. 

Since a valid machine-check interrup
tion must be anticipated each time data 
is fetched from or stored into the 
location, the address in the machine
check new PSW is altered to point to a 
routine that services the expected 
interruption. The result of this ana
lysis is placed in the MCH common area. 
Later, MCH uses this information to 
assess the damage to the task occupying 
that failing section of real storage. 

• SPF key error: The severity of an SPF 
key error is determined in a way simi
lar to that used for the multiple-bit 
storage error. The machine-check new 
PSW is made to point to a routine that 
will service the expected machine-check 
interruption. A succession of fetches 
and stores using all possible key pat
terns is made to determine whether the 
error is solid or intermittent. The 
result of this analysis is placed in 
the MCH common area. 

PROGRAM DAMAGE RECOVERY 

Having identified the hardware charac
teristics of the failure, MCH determines 
the effect of the failure on the operating 
system. The effect of the failure primari
ly depends on whether it occurred in the 
processor, real storage, or an SPF key. If 
there was a failure, of any type, on a 
model not supported by MCH, the path of 
execution that is taken is always the one 
described here under "Processor Failures." 

Processor Failures 

For a processor failure (or a failure in 
a model not supported by MCH) either MCH 
places the system in the wait state, or the 
ABTERM routine terminates the job-step 
task. MeH places the system in the wait 
state for one of two reasons: 

• The failure affected an indispensable 
system task. If, in the machine-check 
old PSW, the system was disabled for 
I/O interruptions while in supervisor 
state at the time of the interruption, 
MCH assumes that critical system acti-

vity was in progress and that to con
tinue system activity would only cause 
further damage to the system. 

• The status of the system at the time of 
the failure is unknown. If the wait 
TCB is active, MCH cannot analyze 
further and must assume that the inte
grity of any further processing cannot 
be maintained. 

If the task is not indispensable and the 
status of the system is known, MCH deter
mines whether the task in control alone is 
damaged, in which case the task could be 
terminated without affecting system 
operations. 

Real Storage Failures 

Just as for processor failures, if the 
storage failure appears in an indispensable 
system task or if the status of the system 
is unknown, the system must be terminated. 
The system must also be terminated if: 

• The failure was anywhere in the vs 
nucleus. 

• The failure was in the SQA (system 
queue area), PQA (paging queue area), 
or LSQA. 

If the failure was in none of these, MCH 
determines if it occurred in a pageable 
area, nonpageable area, or in a fixed page, 
and indicates in the page table that the 
page is invalid or unavailable. Later, 
when that page is referred to, a paging 
exception occurs and the paging supervisor 
brings in the back-up copy of the page. 

This procedure occurs only if MeH deter
mines that the page containing the failure 
has not been changed. If it has been 
changed, the task must be terminated by 
ABENC. If it has not been changed, the job 
is reassigned a new real page, and the 
instruction is automatically reexecuted. 
However, MCH still must determine what to 
do with the page containing the failure. 
For solid failures, MeH dequeues the real 
page from the table of available pages, 
making it permanently unavailable. For 
intermittent failures, MCH takes no further 
action. 

SPF Key Failures 

SPF keys that fail intermittently are 
reset to their original value to permit the 
system to continue operation. For solid 
errors, the same conditions that apply to 
storage errors apply to SPF key errors. 

Figure MCH-8 shows the conditions and 
corresponding actions taken by MCH. 
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I CONDITION I 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 

Type of error 
Storage x x x x x x x x x x x x x x x 
Storage Protect Key x x x x x x x x x x 

Processor x x x -
Extent 

Solid x x x x x A A x x x x x x x 

Intermittent '0 Id x x x x x x x x x x x 

Location 
Pageab Ie area x x x x x x x x x x x x x x rx-.. 
N uc leus/SQA/PQA/lSQA x x x x 

Fixed page (nonpageable) area x x x x x x xj x 

Status of PSW at MC I 
I{x\ PI A lfx\ PI PI '0. A PI PI PI Supervisor mode x 

• 
Problem program mode I \xl \.x} xl I \x} \x} \x} x \xl \x} \xl \x} x 

Wait mode 0 x \cJ x x 

I/O masking 
Enabled x 

Disabled x x 

Task nature 
Critical x x 

Non-cri t i co I x x x x 

Storage state 
Changed x x x x x x 

Unchanged x x x x 

Recursion in MCH x x 

I ACTION TAKEN I 
Make real page permanently x x x x x x x x 
unallocatable 

Invalidate Page Table Entry x x x x x x x x x x x x x 

Repair SPF key x x x x 

Set task non-dispatchable x x 

Enter disabled wait x x x x x x x x 

ABEND affected task x x x x x x x x 

ABEND current task x x x x x x x x 

Execute Emergency Recorder x x x x x x x x 

Queue record for Recorder x x x x x x x x x x x x x x x x x x x x 

Continue system operation x x x x x x x x x x x x x x x x x x x x • 
Note: When more than one condition of a type is indicated (encircled x's), the action is the same no matter which condition represents the situation. 

For example, in column 6 both solid and intermittent are indicated to show that any storage error (solid 2.I intermittent) in the Nucleus, SQAr POA, 
or LSQA results in MCH placing the system in a disabled wait state after using the Emergency Recorder. 

Figure MCH-8. Actions taken by MCH 
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RECORDING AND TERMINATION Error Recording 

The recording function of MCH has two 
parts. The first is formatting an error 
record and later writing it into the SYS1. 
LOGREC data set. The second is emergency 
recording; that is, the recording MCH does 
when it has determined that system opera
tion cannot continue. 

MCH produces two kinds of error records: 
the short record and the long record; both 
are shown in Figure MCH-9. MCH formats the 
error record before it terminates its 
operations. Writing the record into SYS1. 
LOGREC takes place after MCH terminates to 
decrease the chances of a second machine
check interruption occurring while MCH is 

MCH 
Record 
Build 
Area 

MCH 
Short 
Record 

MCH 
Long 
Record 

MCH 
long 
Record 

From 
MCHABREC 

field of MCH 
Independent 

Common Area 

ABREC 

From 
Locations 

232-511 

Fixed Logout 

MCH records are bui It here before writing them to SYS 1. LOGREC. 

I ABREC I 

From 
Locations 
512-(variable) 

Extended Logout 

fie Ids of MCH 
Independent 
Common Area 

Damage 
Assessment 
Field 

r------jl 
L ______________________ -'-_____________________ L-______ .... 

[l----l--------------]--------------------,------' I Damage I 
I ABREC Fixed Logout Extended Logout Assessment I 

Field I ---- ------------- ----------------------------

[J----I--------------,------] I ~=~ I 
I ABREC Fixed Logout ~;';~~sment I 

_________________________ • ______________ .....L ______ ---J 

When there is not an extended logout. 

A full ABREC is 70 bytes long and consists of: 

Or-------------------------------~ 
24r---~----~----------------------_; 

32r---------------------------------~ 

40~--MD~~~~~d0~~~--~ 
4S 

56 

64 
I From location 232 

From MCH Independent Common Area 

The full ABREC is included in an MCH short record, but only the first 48 bytes are included in an MCH long record because the MCIC is part of the fixed 
logout, and MCHDAMAG and MCHFSAR are part of the damage assessment field. 

Figure ~JCH-9. ~CH record format 
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being executed. Further, the system is in 
quiet mode from the time MCH exits until 
the recording occurs. 

MCH does the following to put a record 
into the SYS1.LOGREC data set: 

• Formats the complete error record. 

• Activates the system communications 
task in order for it to load the MCH 
Error Recorder. 

• Terminates itself by relinquishing con
trol to the operating system dispatcher 
or the interrupted program. 

If the dispatcher gets control it dis
patches the next ready task, which should 
be the system communications task. It 
brings in the MCH Error Recorder, which 
then writes the MeH records into the SYS1. 
LOGREC data set. 

If another hard machine-check interrup
tion occurs before the error record is 
written, the MCH Error Recorder writes the 
short record of the first interruption and 
the complete record of the second interrup
tion. If a third interruption occurs after 
the record is formatted but before it is 
written, the short record of the first and 
second interruptions and the complete reco
rd of the third interruption are recorded. 

When more than three hard machine-check 
interruptions occur before the MCH Error 
Recorder has a chance to write the records 
into SYS1.LOGREC, the record having the 
lowest priority is overlaid. The "lost 
summary· field in the record is updated to 
show the location and severity of the lost 
record. The priority of machine checks is: 

1. Hard unrecovered (task terminated) 

2. Hard recovered (task recovered) 

3. Soft 

The MCHDA~~G field of the MCH error 
record reflects the error analysis and 
action taken by MCH. The field is model 
independent, and some bits do not apply to 
every model. specifically, the buffer and 
control storage bits are not set for all 
models. 

In addition, some recovery management 
action bits in this field are not set for 
all models. The repdir bit is set if MCH 
has repaired an SPF key failure. The 
storage reconfigure bit is set if MCH has 
performed some type of real storage recon
figuration. The buffer reconfigure bit is 
set if Mel! has performed some type of buff
er reconfiguration. The setting of any of 
these bits indicates that MCH has ~erformed 
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the indicated action but does not imply 
that MCH was able to resume the task that 
was in error. For example, task or system 
termination may be necessary if the retry 
was unsuccessful, a valid return point to 
the interrupted program is not available, 
or an instruction is nonretryable. 

The recovery management information area 
of the field indicates hardware logging of 
the error. 

Finally, for certain machine-check 
interruptions, MCH makes an early deter
rrination that system termination is neces
sary and so does not perform any further 
analysis as to type of error or area of 
damage. In these cases, only the termina
tion bit and possibly a system down code in 
the recovery management information area of 
the field are set. 

Emergency Recording 

Emergency recording is necessary when 
the system cannot continue to operate, 
because of either a CCH catastrophic condi
tion or a machine-check interruption unre
coverable condition. Instead of giving 
control to the operating system to write 
the error record, since the system is known 
to be unreliable, MCH writes it. The MCH 
Emergency Recorder determines whether there 
is a CCH record to be written and if so 
writes the record. MCH then determines the 
number of records formatted in the buffer 
and whether there is room in SYS1.LOGREC to 
record them. The writinq is done by the 
Module Loader in the MCH Nucleus. When the 
error records have been placed in SYS1. 
LOGREC, control is given to the SHUT rou
tine to attempt to write a message to the 
operator informing him of the status of the 
error and to terminate the system. 

Interface with the Channel-Check Handler 
; 

Either of the following causes MCH to 
receive control from the Channel-Check 
Handler (CCH): 

• A machine-check interruption occurs 
during CCH execution. 

• CCH determines that the operating sys
tem must be terminated. 

When CCH is entered, it sets RVTWSMCC in 
RVTWSFLO of the recovery vector table. 
This indicates to MCH, when a machine-check 
interruption occurs, that CCH is the 
affected program and that the system must 
l::e terminated. 

When CCH determines that the system must 
be terminated because of a channel error, 
it: 

,. 
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1. Constructs a full channel inboard 
record and places the address of this 
record in RVTCCHRC. 

2. Sets RVTWSCIO in RVTWSFLO to indicate 
that CCH has created a record to be 
written and that the system must be 
terminated because of a channel error. 

3. Sets wait state code in MCHIBUF. 

4. Uses the address in RVTSHUT to pass 
control to SHUT. 

MCH places the system in a wait state 
• with a code passed in MCHIBUF • 

• 

MCH Section 2: Method of Operation 15 



MCH METHOD OF OPERATION DIAGRAMS 

These Method of Operation Diagrams show 
the functions of MCH and relate these func
tions to the exact modules and entry points 
in the code where they are performed. 

These particular diagrams are known as 
HIPO diagrams because they show Hierarchy 
as well as Input, Processing, and Output. 
The first diagram is a visual table of con
tents. The rest of the diagrams are 
arranged in a hierarchy according to the 
level of detail. 

Read the diagrams left to right, input
processing-output. The processing steps 
are numbered sequentially; these numbers 
also refer to the implementation notes at 
the bottom of most of the diagrams. The 
notes contain additional information about 
the processing steps. 

The arrows are used as follows: 

~ShOWS control flow to 
~ another program. 
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or from 

...... ~.~primary processing flow. Shows 
the path followed to accomplish 
the principal function of the 
body of code. 

'--__ ---,> Data transfer. Indicates that 
data is moved from one location 
to another. 

Control information transfer. 
Indicates the setting or changing ,, ____ + of switches or pOinters that will 
be used to determine the course 
of future processing. 

• 

.... ----

Pointer. Indicates that a field 
in one data area contains an 
address that points to another 
field or data area. 

Data reference. Indicates that 
the contents of a data area are 
tested or read in order to deter
mine the course of subsequent 
processing. 

.. 
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Diagram MCH -12 

Writing on 
Error Record 



~ Diagram MCH-2. Initializing MCH 

IEAANIPO 

[:] [Q Got-hers dat f dota areas. a or MCH interfaces and r'":] 
[2] Loads MCH • resIdent modules. 

0 0 Allocates spa logout buffersce for record buffers 
' and record build a/rea { 

SYSl .SVClIB 0 Builds transient mod I u e TTR list 

IGFVMCFO 

D GJ Fills in model-d ependent data. 

RVl 

GJ Initializes m h' 

I I 
1M'" '""~" ,,," i 

aC me-check new PSW 
MC New PSW 

I r----

Implementotion Notes for Diagram MCH-2 
[2] 

NIP 

Module Label 

[] NIP passes pointers to IGFVMCFO. 
IEANPRMS (VS1) 

IGFCCEND IEAVNP06 (VS2) 

0 The NIP subroutine ;s used to load modules at the end IGFVMCFO IGFVMCFO 
of the system nucleus (\IS 1 only). 

[2] MCH updates the system nucleus and pointer to IGFVMCFO INllRVT 
allocate the necessary space. MCH then fills in the 
RVT pointers. 

o MCH execut;~ BLDLs and constructs a table of TTRsi 
IGFVMCFO LOOPA 

it then puts a toble pointer in RVTTTRS. 

GJ MCH sets up MCHlOGIC with the model number index. IGFVMCFO MODOO 

G MCH turns off the wait bit and points to IGFVMCEO. IGFVMCFO MODEXIT 

For the 168, MCH New PSW contains the address of 
IGFVMCB1, which analyses MCIC and gives control 
to the MCH nucleus. 

o MCH branches to NIP with 0 return code. IGFVMCFO EXITOl 

'-' .. • \., It • \., 



~ 
II: 

en 
(!) 
() 
rt-.... 
o 
::I 
I\.) 

f s: 
& 
o 
HI 

o 
"d 
(!) 
t; 
OJ 
rt.... 
o 
::l 

I-' 
\D 

r ,. • 

Diagram MCH-3. Processing a Machine·Check Interruption 

... 

Fixed logout, extended logout 
-r: 

v 

Selected data from MCH Common Area and OS/VS 
system control blocks 

Selected error record information from MCH Common 
Area and logouts I 

v 

- - -

r 

CD Preserves the system environment. 

CD Analyzes the malfunction. 

QJ Assesses software damage. 

GJ Initiates task or system recovery or terminates system . 

IT] Builds and records an error record{s}. 

Note: Steps [2] and 0 do not apply to 

malfunctions that hove been corrected by 
HIR or ECC. 

D 
.. "' .................................. + 

I 

t r 

, 

Critical data saved in MCH internal save areas 
I 

Selected dote stored in MCH Common Area 

Selected dota stored in MCH Common Area 

or 

OS/V5 system control blocks changed 

Error records written into SYS1.LOGREC 

~---- ----- - - -- -



IV Diagram MCH-4. Recording a Channel Error 
o 

INPUT 

Branch from CCH following a channel 
check using address in RVTSHUT (see 
also CCH Diagrams) 

PROCESSING 

RVT 

RVTWSFlO 1 I - - - - - - - - - - 0 Put system in wait state indicated in MCHIBUF. 

RVTCCHAD ~ - - J 
(i "board record address) 

MCH Common Area 

MCHIBWSC 

Implementation Notes for Diagram MCH-4. 

Module Label 

o MCH collects doto after CCH has passed control via a Branch. IGFVMCEO IGFERRO 
RVTCCHAD contains the inboard record address and 
RVTWSFlO indicates to MCH that a catastrophic channel 
error has occurred. The wait state to code is held in 
MCHIBWSC. 

The MCH SHUT routine routes control to a portion of the IGFVMCEO NOCONSL 
MCH Nucleus, which places the system in the wait state. 

~ 't • '-' 

OUTPUT 

PSW 

Wait State 

« '-' 
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Diagram MCH-5. Loading MCH Transient Modules 

INPUT 

RVTTTRS 

C 
MCHNXHIS 

C 
MCHTTRIN 

TTR 

Register 1 
t 10-B-···-

Implementation Notes for Diagram MCH-5 

QJ Any transient module places the successor's index value 
;n MCHNXHIS. 

[2] MCH converts the TTR to MBBCCHHR (physicol track 
address). 

0 MCH puts the CCW chain address in the lOB, sets up 
the ECB address, and puts the SEEK MBBCCHHR in the 
lOB. 

G] MCH passes lOS the address of the lOB and ECB, and 
sets up the MCH I/o First Level Interrupt Handler. 

0 MCH converts the TTR to MBBCCHHR (physicol track 
address) • 

From MCH module 
specifying successor 

Module 

any transient module 

IGFVMCE4 

IGFVMCE4 

IGFVMCE4 

IGFVMCE4 

CD 
[2] 

[2J 

G 

r 

PROCESSING 

Schedules module to be looded. 

Converts relative address to absolute address. 

Prepares channel program and control blocks. 

Requests the I/o supervisor to load the 
specified module. 

o Gives control to the transient module. 

Label 

IGFLOAD 

NTTRCI 

NEXT 

NMODSKD9 

• r 

OUTPUT 

MCHTTRIN 

TTR of module J 
lOB 

ECB 

r=~ 
MCHICCWS 



~ Diagram MCH-6. Processing the MODE Command 

INPUT 

MODE 
STATUS 

MAIN 

RETRY 

CONTROL 

IEEXSA 

MSB 

{ QUIET 
RECORD 

{
QUIET 
RECORD 

{ QUIET 
THRESHOLD 

I 

From Command Router 

~------

MSBMODE 1 fE - - - ~ - - - - - -

Control Register 14 

- ~---

Note: • MODE command processing is performed in module 
IGF2603D. 

• MCH also performs automatic mode switching for soft 
errors. When the threshold in MSBCOUNT is reached, 
MCH disables interruptions for hardware-recovered 
molfunct;ons. (Module IGFVMCDO) 

~ , (I 

~ 

PROCESSING 

Determines which parameter was specified: STATUS, 
RETRY, MAIN, or CONTROL (STATUS;' the 
defoult) • 

For STATUS, 
• Identifies current modes. 

• Writes message. 

Foe RETRY: 
• Enobles (for RECORD) or d;sables (for QUIET) "'~:c~"""""" 

HIR interruptions. Via Store Control Register 

""" ~"""""" 
• Writes message. 

For MAIN, 
• Enables (for RECORD) or d;sobles (for QUIET) I SET MODE V;o DIAGNOSE 

ECC ;nterrupHons. ...." ... ,"""""" 

• Writes message. 

For CONTROL, 
• Enables (for THRESHOLD) or disables (for 

QUIET) threshold. 

• Writes message. 

SET MODE V;a DIAGNOSE 

~""""""" 

[2] Exits via SVC 3. 

'-' • 

OUTPUT 

Message to operator giving status. 

Enable-Control 
Register 14 

r Bit 4 set to 1 

MSB 

[MSBMODEI 

Message to operator. 

MSB 

[MSBMODEI 

Message to operator. 

MSB 

[ MSIlMODEiJ 

Message to operator. 

Disable-Control 
Register 14 

Bit 4"set to 0 I 

l., 
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Diagram Me H -7. Preserving the System Environment 

Fixed Logout 

I I 

..., 

Machine-Check Old PSW 

I I 
Permanent Storage Area 

0 

128 

-

MCH received control 
from the interruption. 

~ 

,. 

~ Implementation Notes for Diagram MCH-7 

O 
't:l 
(1) 
t; 
III 
rt .... 
o 
t:1 

IV 
W 

C-
iV.odule 

~ Control is received with I/O, machine-check, and external IGFVMCEO 
interruptions disabled and in supervisor state. Buffer disabled 
in the Models 158 and 168 . 

o Critical doto is saved. IGFVMCEO 

o Hard machine-check interruptions are enabled in the psw. IGFVMCEO 

[i] 

0 

12] 

r • • r 

Control Register 14 I 
Protects MCH environment against further interruptions 
until system status can be saved. .--.......... -... --...... -~ I Disable SOFT Interruptions I 

Fixed Log 
Save Area MCH Common Area 

D I 
MCHRPSW I 

I MCHPSA J Saves critical data. 

r---------.. 
PSW 

Reenables hard interruption. 

I I Enable HARD Interruptions 

Lobel 

IGFNOOOO 

NCHERTST 

NCHERTST 



tv Diagram MCH-8. Analyzing the Malfunction 
.&: 

INPUT 

MCH Common Area ( 

MCHLOGIC I 

Machine-Check Interruption Code 

I ~---

Implementation Notes for Diagram MCH-8 

Q The MCH Nucleus insures that the interruption code, 
PSN, and control register.; ore valid. 

[2] The machine-check interruption code is examined to 
detennine the type of failure. 

o The sE'verity of the malfunction is determined by 
identifying whether the interruption was hard or soft 
and, in the case of real storage or SPF key damage, 
whether the failure was solid or intermittent. 

~ It • 

From Diagram 
MCH-6 

,....----

I 
I 
I -----
I 
I L __ 

tvIodule 

IGFVMCEO 

IGFVMCEO 

IGFVMCDI 

--

PROCESSING 

[!] Ensures that the hardware - produced dota is val id. 
if not vol id 

[2] Identifies the type of malfunction. 

[2] Determines cause and/or severity of that malfunction. 

Malfunction 

System damage 

HARD Instruction processing damage 

Timing facility damage 

HI R or ECC corrected 

External 

Buffer 

SOFT } I I D;ag,am 
MCH-IO 

Label 

MCICCK 
MCICVALD 

ANALYSIS 
TESTSYSD 
TSTTIME 
TESTlPD 

EXERCISE 

--

~ • 

OUTPUT 

MCH Common Area 

MCHDMG5 

MCHDMGO 

MCHPDAR 

MCH Common Area 

MCHDMGl ~ 

MCH Common Area 

MCHDMGl = X'Ol' 
MCHDMGO = X'OS' 
MCHIBUF = A05 

MCHPDARI - Intermittent/Solid (SPF or storage) 
MCHDMG - Intermittent/Solid (SPf or storog_e) 

MCHDMGl - X1 10 1 = Timer 
X'20 = TOD 

MCHIBUF = Al6 

l, 
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Diagram MCH -9. Analyzing Software Damage 

INPUT 

MCH Common Area 

MCHRPSW 

(Resume PSW) 

MCH Common Area 

MCHSFAR 

CVT 

IL 
I' 

CVTNUCB r-
MCH Common Area < 

MCHPDAR2 I 

• 

SPF Key ___ *-_ 
I Chonge I 

Bit I L __________ -l 

Page Frame Table 

Page Frome Table Entry 

MCH Common Area ( 

I MCHPDARI I 

Implementation Notes for Diagram MCH-9 

~ The fields in the resume Ps-N are tested to determine 
the system status. 

[2J T he resume PSI/V is checked again. 

0 The CVTNUCB, page frame table entry, and main 
storage supervisor boondary box are checked. 

0 The problem program, supervisor state, and wait 
indicators are tested. 

0 The SPF key change bit is tested. 

GJ A flag in the page frame toble entry is checked. 

[2] MCHPDARl is tested for the type of failure. 

(' 

PROCESSING 

r--- [!] Detennines whether the system was in supervisor, 
problem program, or a wait state of the time of the 
interruption. 

I 
1 
1 ___ ..1... __ _ [2J Determines whether the interrupted task was enabled 

for I/O interruptions ot the time of the machine-check 
interruption. 

o Identifies location of failure. 

o Determines whether the interrupted tosk was critical 
to system operation. 

o Determines whether the storage location had changed. 

GJ Determines whether a machine-check had previously 
occurred in the fail ing page. 

[2J Determines recovery action. 

Module Lobel 

lGFVMCFl AOSWAIT 

IGFVMCFl AOSDIS 

IGFVMCF2 AOSNUCI 
AOSFIX 

IGFVMCF2 AOSRECUl 
AOSWAIT 

IGFVMCF2 AOSCHAN 

IGFVMCF2 STATUS 

IGFVMCF2 AOSKEY2 
XPTEKEY 
AOSSTOR2 

IJ 
IJ 
]] 

]] 

• 

OUTPUT 

MCH Common Area 

MCHPDAR2 

MCHPDAR3 

MCH Common Area 

MCHPDAR5 

MCHPDAR6 

MCH Common Area 

I MCHPGESW 

r 



IV 
a.. 

Diagram MCH-l0. Initiating Task or System Recovery or Terminating the System 

Actions token based on 
conditions in Figure MCH-B • 

II"IiU I .. iI\V,,-!:.,),JII'I1..' 

MCH Common Area 

I MCHPGESW I Q::J Dequeues real page. 

I OR 

0 Invalidates page table entry (PTE). 

OR 
F;eld in IGFVMCF2 

I KEY I CD Repairs SPf Key. 

MCH Common Area 

I I 
OR 

MCHPDARO 

MCHPDAR6 o ABENDs task. 

OR 
MCH Common Area 

I 
R SPT FIELD 

I QJ Sets task non-dispatchable. 
MCHPDARl 

OR 
MCH Common Area 

I MCHRPSW 1 
L MCHPDAR2 1 G T 

Terminates system operations. 

I MCHPDAR3 l 

lementation Notes for Diagram MCH-lO 

Madule label 

G The real page is dequeued through the DEQUEUE routine IGFVMCF2 PAGEl PTE 
(RSTDQXOO). 

[!] The "invalid" flag in the page table entry is set and the IGFVMCF2 PAGEIPTE 
SPF key is stored in the entry. 

[2J The SPF key is restored by putting the failing storage IGFVMCF2 AOSKEY 
address on a 2K boundary and executing the SSK 
instruction. 

0 The decision to ABEND the task is based on the IGFVMCF2 AOSTERMl 
conditions shown in Figure MCH-7. AOSWAIT 

Initiation of ABEND procedures. IGFVMCF4 AOSABEND 

" , •• \., 

VUliUI 

MCH Common Area 

I 
MCHPDARS 

I 
MCHPDAR7 I 

.." MCHDAMG4 
Page Table MCH Common Area 

I Page Table Entry I I MCHPDAR5 I 
I MCHDAMG4 1 

MCH Common Area 

I 
MCHDAMGO 

I MCHDAMG4 

Register 0 Register 1 

y I f TCB I Completion Code I 
MCH Common Area 

MCHPDAR5 

TCBFlGS5 

TCBNDSPl 

MCHPDARl 

MCHDAMGO 

MCHINTEl 

I 
v MCHDAMGO 

Module label 

0 The decision to set the task non-dispatchable is IGFVMCF2 STATUS 
based on the conditions shown in Figure MCH-7. 

The non-dispatch bit is set in the TCB. IGFVMCF4 AOSDISP 

0 The decision to terminate system operations is based on IGFVMCF2 AOSNUC2 
the conditions shown in Figure MCH-7. AOSRECUR 

PAGESUP 
BADTRANS 

The system is terminated by placing it in the wait state IGFVMCF4 AOSMSGl 
through an lPSW. IGFVMCEO IGFERRO 

MSGWRITE 
NOCONSl 

• \.; 
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Diagram MCH -11. Building an Error Record 

MCHABREC §'-----1 I 
. I 
1 I MCHDALEN 

...J MCHDAMAG 
0 

MC OLD PSW 

MCHRELNO 

Parameter List 

Implementation Notes for Diogram MCH-l1 

QJ The lost byte in each of the three ABREC buffers is 
tested. A zero in the high-order bit indicates that the 
buffer is available. 

~ The MCHDAMAG field, the machine-check old PSW, 
and the MCHRELNO field of the MCH Common A,eo 
are moved into the buffer. 

ill The address of the current buffer is placed in the 
MCHLONG field of the MCH Common A,eo. 

ill MCH branches to the system post routine, passing the 
address of the Communications Task reB and feB in 
the UCM. 

0 If I/O is disabled, control is passed to the dispatcher 
or the interrupted program. 

(' .. .' (' 

OJ Finds an available buffer. MCHABREC -- -

m tv\oves data into the buffer. 
I 

MCHLONG 

0 Sets up pointer to the buffer in MCHLONG. Y- I 

0 Posts communications task reB. . ... ...................... 

[]] Dispatcher 

f.Aodule Lobel 

IGFVMCE5 BUFMGMT 

IGFVMCE5 BUILDREC 

IGFVMCE5 RECFRMT 

System Post Routine IEAOPTOl 

IGFVMCEO IGFLPSWE 



I'V Diagram MCH -12. Writing an Error Record 
00 

INPUT PROCESSING 

! U 
1--------- [2J Checks for active buffer. MCHABREC 

§ 1'-1-M~-~-O~-G~-~ t--- - -- -- -+- o Checks for long record 

o I 
! 

J 
o 

MCHABREC 

MCHDALEN 

MCHBUILD 

D 
Implementation Notes for Diagram MCH-12 

[!] The MCH Error Recorder searches for an active buffer 
(from the bottom up). l=active. 

[2] When the active buffer is found, it is compared to the 
address in MCHLONG to determine if it is a long 
record. 

[2] If it is a long record, the contents are moved to the 
MCHBUILD field to be contiguous with the logouts. 

CD The domoge assessment data is mode contiguous also. 

0 MCH constructs CCWs to write to SYS 1.lOGREC. 

G An SVC 0 (EXCP) is issued to have lOS write to the 
SYSI.LOGREC data set. 

'-' t 

long record Short record 

1 1 
[2] f'.Aoves 48 bytes [2] Moves all of 

of ABREC to ABREC to 
MCHBUILD. MCHBUILD. 

I o /W)ves domage 
assessment doto 
to end of record. 

t o Bund,CCW, 

o Writes record to SYS1.LOGREC 

Module Label 

IGFVMCE2 TEST1 

IGFVMCE2 TEST2 

IGFVMCE2 BEGIN 

IGFVMCE2 MOVEDA 

IGFVMCE2 COMBUILD 

IGFVMCE2 READY 

l, 

II 

OUTPUT 

/ 
MCHBUILD 

I Fixed 

MCH 
Common 
Area 

I Logout I 
I ..J Model Dependent: r---E:::; - :) ~;!;: ~92 
I Logout I M 155 0672 

i i M"H' Damage 
Assessment 
Data 

MI65 -. 992 
MI68 0 1416 

o 
SYS1.LOGREC 

# • \., 
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PHYSICAL CHARACTERISTICS OF MCH 

Overlay Structure of MCH 

MCH has an overlay structure; some parts 
of the program, called resident modules, 
remain in real storage and other parts, 
called transient modules, are in real 
storage only when they are being used. The 
transient modules are stored in the SYS1. 
SVCLIB data set. 

Loading Transient Modules in a System with 
192K or More Bytes of Real Storage 

In a VSl system with a real storage size 
equal to or greater than 192K bytes, or in 
any VS2 system, the lK MCH transient area 
is a fixed part of the nonpageable portion 
of storage. 

When MCH is not being used, the Soft 
Machine-Check Handler (SMCH) occupies the 
transient area. SMCH is a module that 
handles the model-dependent portions of 
soft machine-check interruptions. Having 
SMCH reside in the transient area eli
minates the need to bring in modules from 
auxiliary storage when a soft machine-check 
interruption occurs. 

When a hard machine-check interruption 
occurs, and the MCH Nucleus determines that 
transient modules are needed to continue 
processing the machine-check interruption, 
the MCH Nucleus passes control to the MCH 
I/O Control module (IGFVMCE4) to bring in 
the necessary transient modules from SYS1. 
SVCLIB. The first module brought into the 
transient area then overlays SMCH. 

When a transient module finishes execu
tion, it determines which transient module 
will succeed it, and specifies the succes
sor module to the MeH I/O Control module. 
The MCH I/O Control module then transfers 
control to the I/O supervisor, which loads 
the next module into the transient area. 
After all processing has been completed, 
SMCH is loaded into the transient area. 
Except for system termination, SMCH is 
always the final successor module, since it 
must be resident when Mca is again given 
control. When the system must be ter
minated, the Emergency Recorder is the last 
module in the transient area. 

MCH SECTION 3: PROGRAM ORGANIZATION 

Loading Transient Modules in a System with 
less Than 192K Bytes of Real Storage 

In a VSl system with a real storage size 
of less than 192K bytes, the MCH transient 
area and the MCH I/O Control module reside 
on a 2K page instead of in real storage. 
SMCH is the transient area. 

When a machine-check interruption 
occurs, and the MCH Nucleus determines 
which transient modules are needed to con
tinue processing the machine-check inter
ruption, control is given to a paging 
interface module which is part of the Pag
ing supervisor. This module fixes the 2K 
page with the MCH transient area and the 
MeH I/O Control module. 

Execution continues as described above 
for a larger system, except that SMCH 
(IGFVMCDO) schedules the record build 
module (IGFVMCE5) to be loaded instead of 
branching to it. When execution is com
plete, the 2K page is freed to allow its 
use ty the system. 

To accomplish this difference in loading 
transient modules, the following changes 
appear in system structure: 

• In a system ~ 192K: IGFVMCDO contains 
SMCH and acts as the transient area. 
IGFVMCE5 is contained in the nucleus 
and contains Error Record Build. 

• In a system < 192K: IGFVMCDO is used 
as SMCH and acts as the transient area 
on a 2K page. IGFVMCE5 is loaded some
where other than resident storage by 
IGFVMCDO. IGFVMCF6 is added as a pag
ing interface (owned by the Paging 
Supervisor). 

Figure MCH-10 illustrates the transient 
loading technique. 

MCH GENERAL PROCESSING 

Figures MCH-ll and MCH-12 illustrate the 
modules used in general processing of soft 
and hard errors. 

MCH Section 3: Program Organization 29 



SYSRES 
-. 

SYS 1. SVCLlB 

I I 
I I 
r 

I I 
E5 I I 

DO 
F4 I I F4 
F3 I I F3 
F2 I I F2 

< InK Fl I I Fl 
Dl Dl 

DO I I 

J I 

" 
I 
I 

VS2 System 

2K I 
l.. IGFVMCE4 

...... ...... IGFVMCEO 
Transient 
Area 

... 
r' IGFVMCDO 

IGFVMCEO 

System Nucleus MCH Contro I Blocks 

Legend: 

System Nucleus 

Status of system after IPL 

Brought in on occurrence of error in < 192 K system' 

Transient Area loading, showing sequence of IGFVMC 
modules --

Removed by IGFVMCF6 at exit to free page 

Figure MCH-10. MCH transient module 
loading 

30 

Machine-check 
Interruption 

Continue 
System 
Operation 

Figure MCH-l1. General processing of a 
soft machine-check 
interruption 

• 
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Machine-Check 

Hardware 
Analysis 

* For VS2, add 

M 
** Model 168 only 

Figure MCH-12 . 

Continue System 
Operation 

General processing of a hard machine-check interruption 

MCH section 3: Program Organization 31 



MCH MODULE DESCRIPTIONS 

The following module descriptions summarize the functions of MCH that are done by each 
of the MCH modules. Additional information concerningMCH modules can be found in the 
method of operation diagrams and in the prologues for each module. Prologues can be 
found on the microfiche for each module. 

r---------------------------------------------------------------------------------------1 I IGFVMCDO - Soft Machine-Check Handler I 
r---------------------------------------------------------------------------------------~ 
I I 
I • Handles high speed buffer failures. I 
I I 
I • Switches mode of the processor from record to quiet when the threshold for soft I 
I errors has been reached. I 
I I 
~------------_r-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ I IGFVMCDO I IGFVMCEO I IGFVMCE5 to build the error record. I 
I I IGFVMCF4 I I L _____________ ~ ___________________ ~ ____________________________________________________ ~ 

r---------------------------------------------------------------------------------------1 I IGFVMCDl - Hardware Error Analysis I 
r---------------------------------------------------------------------------------------~ 
I I 
I • Analyzes and gathers data about the malfunction causing the interruption. I 
I I 
I • Determines the severity of real storage failures. I .'\ 
I I .."" 
I • Handles machine-check interruptions occurring as a result of storing and fetching I 
J from the damaged location. I 
I I 
I • Determines the severity of the SPF key failure (all models). J 
I I 
I • Handles machine-check interruptions resulting from key exercises. I 
I I 
~------------_r-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------i I IGFVMCDl I IGFVMCEO I IGFVMCFl to continue MCH recovery procedures. I 
I I I I 
I I I IGFVMCDO when the type of malfunction cannot be I 
I I I identified through the machine-check interruption I 
I I I code. I L _____________ ~ ___________________ ~ _____________________________________________________ J 

• 
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r---------------------------------------------------------------------------------------, 
I IGFVMCEO - Machine-Check Handler Nucleus I 
~--------------------------------------------------------------------------------------~ 
I I 
I • Inhibits interruptions. I 
I I 
I • saves critical data. I 
I I 
I • Examines hardware-produced data for cause of interruption. I 
I I 
I • Handles machine-check interruptions occurring while another machine-check interrup- I 
I tion is being processed. I 
I I 
~-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

~-------------t-------------------t-----------------------------------------------------~ 
I IGFVMCEO I Machine-check I IGFVMCDO when there is an HIR- or ECC-corrected 
I I interruption I malfunction. 
I I I 
I I I IGFVMCDl for instruction processing damage. 
r-------------t-------------------~ 

IGFERRO Machine-Check I The wait state: 
(SHUT) interruption I 

Channel-Check 
Handler 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

when a hard machine-check interruption occurs 
during the processing of a hard machine-check 
interruption and the original interruption has 
not yet been recovered from. 

when system damage has occurred. 

when the I/O module (IGFVMCE4) is unable to load 
a transient module. 

when entry was from the wait state interface. 
I (DSS, Paging Supervisor, or CCH.) 

~------------+-------------------t-----------------------------------------------------~ 
I IGFPOSTl I IGFVMCE5 I Dispatcher or interrupted program. I ~ ____________ ~ ___________________ L _____________________________________________________ J 

r---------------------------------------------------------------------------------------, 
I IGFVMCEl - Console Write I 
~--------------------------------------------------------------------------------------~ 
1 I 
I • Issues messages to the system console through an SVC 35. I 
I I 
r-------------T-------------------T-----------------------------------------------------1 
I Entry Point I Entered From I Exits To I 

~-------------t-------------------t-----------------------------------------------------~ 
I IGFVMCEl I IGFVMCE2 I communications Task Router. I 
I (IGCR207B) I I I L _____________ ~ ___________________ ~ _____________________________________________________ J 

r---------------------------------------------------------------------------------------, I IGFVMCE2 - Error Recorder I 
~---------------------------------------------------------------------------------------~ 
I I 
I • Writes MCH error records into the SYS1.LOGREC data set. I 
I I 
~-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

~------------+-------------------+-----------------------------------------------------~ 
I IGFVMCE2 I System communica- I IGFVMCEl (IGCR207B) to issue associated messages. I 
I (IGCR107B) I tions task router I I L _____________ ~ ___________________ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, 
!----------------------------~~~~:~:-=-~~:~=~::-~=:~:~=:------------------------------~ ~ 
I I 
I • Writes CCH and MCH error records into the SYS1.LOGREC data set. I 
I I 
t-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

~-------------+-------------------t---------------------------------------------------~ 
I IGFVMCE3 I IGFVMCE4 I IGFERRO (SHUT routine) I ~ ____________ ~ _________________ _L ____________________________________________________ -J 

r---------------------------------------------------------------------------------------, I IGFVMCE4 - MCH I/O Control I • 
t---------------------------------------------------~-----------------------------------~ 
I I 
I • Loads transient MCH modules. I 
I I 
I • Handles I/O operations for the Emergency Recorder (IGFVMCE3). I 
I I 
~-----------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

~-------------t-------------------+-----------------------------------------------------~ 
I NMODSCED I IGFVMCEO I Any of the following transient modules: I 
I I IGFVMCDl I IGFVMCDO I 
I I IGFVMCFl I IGFVMCDl I 
I I IGFVMCF2 I IGFVMCFl I 
I I IGFVMCF3 I IGFVMCF2 I 
I I IGFVMCF4 I IGFVMCF3 I 
I I IGFVMCE3 I IGFVMCF4 I 
I I IGFVMCE5 I IGFVMCF5 I 

t-------------+-~~~~:~~----------~ IGFVMCE3 1 ~ 
I IGFLOAD I Module Scheduler I IGFVMCEO if the loading operation is not successful.j ~ 
I I subroutine of I I 
I I IGFVMCE4 I I 
.-------------+-------------------~ I 
I IGFIORTN I I/O Initialization I I 
I I subroutine of I I 
I I IGFVMCE4 I I ~ ____________ ~ ___________________ i ____________________________________________________ -J 

r---------------------------------------------------------------------------------------, 
I IGFVMCE5 - Error Record Build I 
.---------------------------------------------------------------------------------------~ 
I I 
I • Prepares error records to be recorded in SYS1.LOGREC. I 
I I .. 
I • Posts the RMS ECB to permit the MCH Error Recorder to run under the communications I 
I task TCB. I 
I I 
I • Terminates the res ident operations of MCH. I 
I I 
~------------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exi ts To I 
~-------------+-------------------+-----------------------------------------------------~ I IGFVMCE5 I IGFVMCEO I IGFVMCEO for returning control to the system. I 
I I I I 
I I IGFVMCDO I IGFVMCE3 to put MCH record out if system cannot I 
I I I continue. I ~ ____________ ~ ___________________ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, I IGFVMCFl - System Analysis I 
~--------------------------------------------~------------------------------------------~ 
I I 
I • Determines which portion of the operating system is associated with the I 
I malfunction. I 
I I 
I • Determines whether it is feasible to attempt to repair the damage to the software. I 
I I 
~-------------T-------------------T----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~------------+-------------------t-----------------------------------------------------~ 
I IGFVMCFl I IGFVMCEO I IGFVMCF2 when it has been determined that software I 
I I I repair is possible. I 
I I IGFVMCDl I IGFVMCF4 when software repair is either not I 
I I I required or not possible. I L _____________ ~ ___________________ ~ _____________________________________________________ J 

r--------------------------------------------- ---------------.------------------------, I IGFVMCF2 - Damag Repair I 
~---------------------------------------------- ----------------------------------------~ 
I I 
I • Determines repair actions that can be taken in respect to the type of error that I 
I occurred: repairing damaged SPF key, isolating damaged real storage locations so I 
I they cannot be reused, and forcing damaged pages into new locations in real storage I 
I so they can be reexecuted successfully. I 
I I 
~-----------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ I IGFVMCF2 I IGFVMCFl I IGFVMCF4 when repair has been successful. 
I I IEAPTRV I 
I I lEAPFP2 (VS2) I 
I I IEAPRLS3 (VS2) I 
I I RSTDQXOO (VS1) I 
I IGC07902 (VS2) 
I 
I 
I 
I 
I 
I 
I 
I 
I 
~ 

IGFVMCF3 when repair attempt has been unsuccessful 
to allow the subsystem interface to attempt 
recovery. 

IEAPTRV to translate the real failing storage 
address to a virtual address. 

lEAPFP2 to find the PTE. 

lEAPRLS3 to dequeue the page from the PFT (VS2). 

RSTDQXOO to dequeue the page from the PFT (VS1). 

IGC07902 to set the job step TCB (JSTCB) and all 
I subtasks nondispatchable (VS2). L _____________ ~ ___________________ ~ ____________________________________________________ _ 

r---------------------------------------------------------------------------------------, I IGFVMCF3 - Subsystem Interface I 
~---------------------------------------------------------------------------------------~ 
I I 
I • Determines whether the active subsystem contains recovery support. I 
I I 
I • Calls the recovery module of the subsystem. I 
I I 
I • Passes data to the subsystem to permit it to carry out its recovery activities. I 
I I 
~------------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~------------+-------------------+-----------------------------------------------------~ 
I IGFVMCF3 I IGFVMCF2 I A subsystem recovery module. I 
I I Subsystem Recovery I I 
I I module I IGFVMCF4 after subsystem has attempted recovery. I 
~------------~-----------------__ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------1 I IGFVMCF4 - Terminator I 
t---------------------------------------------------------------------------------------~ 
I I 
I • Schedules termination of tasks or operating system based on conclusions of pre- I 
I viously executed modules. I 
I I 
I • Schedules appropriate message, either "task non-dispatchable" or "wait stateW I 
I message. I 
I I 
~-------------T-------------------T-----------------------------------------------------i 
I Entry Point I Entered From I Exi ts To I 
~-------------+-------------------+-----------------------------------------------------~ I IGFVMCF4 I IGFVMCFl I IGFVMCDO to initiate error recording. I 
I I IGFVMCF2 I I 
I I IGFVMCF3 I I L _____________ ~ ___________________ ~ _____________________________________________________ J • 

r---------------------------------------------------------------------------------------1 I IGC2603D - MODE corrmand Module I 
~---------------------------------------------------------------------------------------i 
I I 
I • Informs the operator of the status of the processor upon his request. I 
I I 
I • Switches the mode of the processor from record to quiet or quiet to record. I 
I I 
~------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
t-------------+-------------------+-----------------------------------------------------i 
I IGC2603D I IEE0403D (Command I supervisor (SVC 3) I 
I (IGFVMCD4 I Router) I I 
I alias} I I IGC0503D (for error messages). I L _____________ ~ ___________________ ~ _____________________________________________________ J 

• 
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The directory provides a quick reference 
from this publication to the pertinent cod
ing, or from the coding back into the pub
lication. The directory contains the fol
lowing information: 

Module and CSECT Name: The name of the 
object module and CSECT containing the cod
ing indicated by the label • 

Label: Names taken from the listing for 
entry points, significant sections of cod
ing, and data areas. 

MCH SECTION 4: DIRECTORY 

Library: The place Where the module 
resides. 

Name: The descriptive name used to refer 
to the module. 

Diagram: The method of operation diagram 
containing information about the coding 
identified by the label. 

r----------------T--------------T------------------T----------------------------T-------, 
I Module and I I I I I 
I CSECT Name I Label I Library I Name I Diagram I 
r----------------+--------------t------------------+----------------------------+-------~ 
I IGC2603D I CKSYNTAX I SYS1.SVCLIB I MODE Command Module I I 
I (IGFVMCD4 I STATRTN I SYSl. LPALIB I I I 
I alias) I MAINRTN I (VS2) I I I 
I I RETRYRTN I I I I 
~---------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCDO I MODESWCH I SYS1.SVCLIB }VS1 I Soft Machine-Check Handler I 6 I 
I I I SYSl.LINKLIB I I I 
I I I SYS1. SVCLIB}VS2 I I I 
I I I Nucleus I I I 
~----------------+--------------+------------------+----------------------------t-------~ 
I IGFVMCD1 I I SYS1.SVCLIB I Hardware Error Analysis I B I 
r----------------+--------------t------------------+----------------------------+-------~ 
I IGFVMCEO ANALYSIS Nucleus MCH Nucleus I B 
I IGFERRO I 4 
I IGFNOOOO I 7 
I MCICCK I B 
I MCICVALD I B 
I MSGWRITE I 4 
I NOCONSL I 4 
I SETCHMSG I 4 
I TESTIPD I B 
I TSTTIME I B 
I TSTTODC I B 
I TESTSYSD I 
~---------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCE1 I I SYSl. SVCLIB I Console Write I I 
I I I SYSl. LPALIB I I I 
I I I (VS2) I I I 
r----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCE2 I BEGIN I SYS1.SVCLIB I Error Recorder I 12 I 
I I COMBUILD I SYS1.LPALIB I I 12 I 
I I MOVEDA I (VS2) I I 12 I 
I I READY I I I 12 I 
I I TEST1 I I I 12 I 
I I TEST2 I I I 12 I 
r----------------+--------------t------------------+----------------------------+-------~ 
I IGFVMCE3 I ACTCHECK I SYS1.SVCLIB I Emergency Recorder I 4 I 
I I IORTN I I I 4 I L-_______________ ~ ______________ ~ __________________ ~ ____________________________ ~ _______ J 
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r----------------T--------------T------------------r----------------------------T-------, 
I Module and I I I I I 
I CSECT Name I Label I Library I Name IDiagraml 
~----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCE4 I I SYS1.LINKLIB I MCH I/O Control I 5 I 
I I I (VSl) I I I 
I I I Nucleus I I I 
I I I (VS2) I I I 
~----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCE5 I BUFMGMT I SYS1.LINKLIB}VS1 I Error Record Build I 11 I 
I I BUILDREC I SYS1.SVCLIB I I 11 I 
I I RECFRMT I SYS1.SVCLIB}VS2 I I 11 I 
I I I Nucl.eus I I I 
~----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCF1 I I SYS1.SVCLIB I system Analysis I 9 I 
~----------------+--------------t------------------+----------------------------+-------~ 
I IGFVMCF2 I IGFVMCF2 I SYS1.SVCLIB I Damage Repair I 10 I 
~----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCF3 I I SYS1.SVCLIB I Subsystem Interface I I 
r----------------+--------------+------------------+----------------------------+-------~ 
I IGFV~CF4 I I SYS1.SVCLIB I Terminator I 10 I 
~----------------+--------------+------------------+----------------------------+-------~ 
I IGFVMCF6 I I SYS1.LINKLIB I <192K interface to paging I I L ________________ ~ ______________ ~ __________________ ~ ____________________________ ~ _______ J 

... 
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MCH SECTION 5: DATA AREAS 

This section contains descriptions of the principal data areas used by 
MCH: 

• Fixed storage areas 

• Machine-check interruption code 

• MCH independent common area 

• MCH recovery vector table 

• Machine status block 

• MCH long record 

• MCH testing vector table 

The symbolic names shown in individual fields represent the displace
ment, in bytes, from the beginning of a specific data area to the field. 
Access is gained to a specific field by using an instruction in which the 
beginning address of the area (usually contained in a register) is the 
base address, and the symbolic field name represents the displacement. 
Use of the fields can be traced in the MCH listings ty first locating the 
symbolic field names in the cross-reference table at the back of the 
listings and then noting where the names are used. 

The field headings, used for other than the fixed areas, and their mean~ 
ings are: 

Displacement: The numeric address of the field relative to the beginning 
of the data area. The first number is in decimal; the second (in paren
theses) is the hexadecimal equivalent. 

Bytes and Bit Patterns: The size (number of bytes) of the field and the 
bit settings of flag fields; that is, the state of bits in a byte. When 
the column is used to show the state of bits, it is shown as follows: 

1 .•. 
•• xx 

The 8 bit positions (0-7) in a byte. 
the high-order (left-hand) four bits 
low-order four bits. 
A reference to bit o. 
Bits 6 and 7 are reserved • 

For ease of scanning, 
are separated from the 

Bit settings that are significant are shown and described. Bit settings 
that are not presently significant are described as reserved bits • 

Field Name: A name that identifies the field. 

Field Description: The use of the field. 

Figure MCH-13 is provided to assist in locating MCH fields. This 
figure contains an alphabetic list of the fields with their 
displacements. 
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r---------T------------TT----------T------------TT----------T------------TT----------T------------, 
1 Field 1 Displacement I 1 Field 1 Displacement I 1 Field 1 Displacement 1 1 Field 1 Displacement 1 
~----------+------------++----------+------------++----------+----------~-++----------+------------~ 

MCKETLO* 328 (148) MCHINTEL 104 (68) 1 MCHSKADR 604 (25C) RVTINLOG 32 (20) 1 
MCKFXLO* 48 (30) MCHINTLO 104 (68) 1 MCHSPARE 2 (2) RVTIOREG 112 (70) 1 
MCKPSW* 40 (28) MCHINT Ll 105 (69) I MCHSPRl 93 (5D) RVTIOSEP 56 (38) 1 
MCHABREC 619 (26B) MCHIOB 332 (146) 1 MCHSPR2 370 (174) RVTIOSIH 60 (3C) 1 
MCHABRNO 618 (26A) MCHIOBSK 362 (16C) 1 MCHSRCH 536 (218) RVTIOSNS 80 (50) 1 
MCHBYREM 514 (202) MCHIODCB 352 (160) 1 MCHSTATD* (end of long RVTLEVEL 100 (64) I 
MCHCCHAD 612 (264) MCHIOECB 336 (150) 1 record) RVTLOADA 28 (lC) 
MCHCCHLN 616 (268) MCHIPTR 402 (194) 1 MCHSUBA 316 (13C) RVTLNG 102 (68) 
MCHCCW 544 (220) MCHLEVEL 320 (140)1 MCHSUBAW 88 (58) pr140 (8C) 
MCHCCWRD 390 (188) MCHLOGCO 108 (6C) MCHTCBAF 80 (50) RVTMSB 64 (40) 
MCHCCWSR 374 (178) MCHLOGCl 109 (6D) MCHTCBCU 76 (4C) RVTNIPRM 24 (18) 
MCHCCWTC 382 (180) MCHLOGC2 110 (6E) MCHTFLAG 611 (263) RVTNUCAD 0 (0) 
MCHCLRLN 94 (5E) MCHLOGIC 108 (6C) MCHTIC 544 (220) RVTPAGES 84 (54) 
MCHDALEN 0 (0) MCHLONG 492 (lEC) MCHTKPCY 525 (20D) RVTPDISW 124 (7C) 
MCHDAMAG 8 (8) MCHLSTTR 518 (206) MCHTMSVE 112 (70) RVTPGESW 120 (78) 
MCHDEVCD 529 (211) MCHLWLIM 498 (lF2) MCHTRCAP 516 (204) RVTPOSTl 8 (8) 
MCHDMGO 8 (8) MCHMAINT 835 (343) MCHTTRIN 324 (144) RVTPRIMY 48 (30) 
MCHDMGl 9 (9) MCHMCSRT 612 (264) MCHUCB 328 (148) RVTRESUM 108 (6C) 
MCHDMG2 10 (A) MCHMLSAV 252 (FC) MCHUPLIM 502 (lF6) RVTSBSYS 96 (60) 
MCHDMG3 11 (B) MCHNXHIS 111 (6F) MCHWORK 496 (lFO) RVTSECND 5'2 (34) 
MCHDMG4 12 (C) MCHNXMOD 92 (5C) MCHWRNCT 527 (20F) RVTSHUT 44 (2C) 
MCHDMG5 13 (D) MC HP DAR 56 (38) MCHWRNSW 534 (216) RVTSIRBA 68 (44) 
MCHDMG6 14 (E) MCHPDARI 76 (48) MCHWRNTR 530 (212) RVTSIRBE 128 (80) 
MCHDMG7 15 (F) MCHPDARO 56 (38) MSBBUFER 16 (10) RVTSIRFQ 136 (88) 
MCHERR 400 (192) MCHPDAR1 57 (39) MSBBUFTH 20 (14) RVTSMCH 4 (4) 
MCHEXCCW 576 (240) MCHP DAR 2 58 (3A) MSBCOUNT 8 (8) RVTSVF 116 (74) 
MCHEXCSW 568 (238) MCHPDAR3 59 (3B) MSBCPUID 0 (0) RVTTP1EX 132 (84) 
MCHEXDCB 580 (244) MCHP DAR 4 60 (3C) MSBBUFD1 44 (2C) RVTTRANS 24 (18) 
MCHEXECB 600 (258) MCHPDAR5 61 (3D) MSBBUFD2 56 (38) RVTTRS 40 (28) 
MCHEXEPT 564 (234) MCHPDAR6 62 (3E) MSBBUFE1 40 (28) RVTVCOMM 12 (C) 
MCHEXIOB 560 (230) MCHPDAR7 63 (3F) MSBBUFE2 48 (30) RVTWSFLG 88 (58) 
MCHEXLEV 55 (37) MCHPGESW 92 (5C) MSBECCDS 36 (24) RVTWSFLO 88 (58) 
MCHEXSEK 592 (250) MCHPGWPC 124 (7C) MSBECCD2 72 (48) RVTWSFL1 89 (59) 
MCHFCTL 398 (190) MCHPSA 124 (7C) MSBECCEN 32 (20) RVTWSFL2 90 (5A) 
MCHFSAR 16 (10) MCHPSWAD 100 (64) MSBECCE2 64 (40) RVTWSFL3 91 (5B) 
MCHFSAV 64 (40) MCHPSWCP 98 (62) MSBLEVEL 80 (50) RVTWSMSG 16 (10) 
MCHFSEAV 68 (44) MCHPSWM 96 (60) MSBLNG 92 (5C) TVTLEVEL 28 (lC) 
MCHFSTBY 535 (217) MCHPSWSP 99 (63) MSBLOGSZ 6 (6) TVTMCN 8 (8) 
MCHHDREC 496 (lFO) MCHPSWWM 97 (61) MSBMODE 24 (18) TVTPCN 4 (4) 
MCHHISTY 24 (18) MCHRCTL 399 (191) MSBMODEL 4 (4) TVTRPSW 24 (18) 
MCHIBLNG 408 (19A) MCHRECST 507 (lFB) MSBMODE1 24 (18) TVTRTN 16 (10) 
MCHIBTXT 410 (19C) MCHRELNO 106 (6A) MSBSERNO 1 (1) TVTSIM 0 (0) 
MCHIBUF 406 (198) MCHRES 401 (193) MSBSPARE 84 (54) TVTSOLID 0 (0) 
MCHIBWSC 406 (198) MCHRPSW 96 (60) MSBTHRLD 12 (C) TVTSPARE 29 (lD) 
MCHICBSP 356 (164) MCHSBSF1 85 (55) RVTBUILD 36 (24) TVTTEST 0 (0) 
MCHICCWS 344 (158) MCHSBSF2 86 (56) RVTBUFAD 92 (5C) TVTWAIT 12 (C) 
MCHIOCSW 340 (154) MCHSBSF3 87 (57) RVTCCHRC 20 (14) TVTWPSW 20 (14) 
MCHINT 398 (190) MCHSBSID 1 84 (54) 1 

~----------~------------~ __________ L ____________ L~ __________ ~ ____________ ~L __________ ~ ____________ ~ 

1 Note: Field names with an * are in the MCH Long Record. Otherwise, all field names beginning 1 
1 with MCH are in the MCH Independent Common Area, all field names beginning with MSB are in the 1 
1 Machine Status Block, all field names beginning with RVT are in the Recovery Vector Table, and 1 
I all field names beginning with TVT are in the Testing Vector Table. 1 L __________________________________________________________________________________________________ J 

Figure MCH-l3. Locations of MCH fields 
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FIXED STORAGE AREAS USED BY MCH 

Length in 
Location Bltes Field DescriQtion 

0 (0) 8 IPL PSW 
8 (8) 8 IPL CCW 1 

16 (10) 8 IPL CCW 2. 
24 (18) 8 External old PSW. 
32 ( 20) 8 SVC old PSW. 
40 (28) 8 Program-check old PSW. 
48 (30) 8 Machine-check old PSW. 
56 (38) 8 I/O old PSW. 
64 ( 40) 8 Channel status word 
72 (48) 4 Channel address word 
76 (4C) 4 Reserved. .. 80 (50) 4 Interval timer. 
84 (54) 4 Reserved. 
88 (58) 8 External new PSW. 
96 (60) 8 SVC new PSW. 

104 (68) 8 Program-check new PSW. 
112 (70) 8 Machine-check new PSW. 
120 (78) 8 I/O new PSW. 
128 ( 80) 5 Reserved. 
133 ( 85) 1 External ILC. 
134 ( 86) 2 External interrupt code. 
136 (88) 1 Reserved. 
137 (89) 1 SVC ILC. 
138 (8A) 2 SVC in terrupt code. 
140 (8C) 1 Reserved. 
141 (8D) 1 Program-check ILC. 
142 ( 8E) 2 Program-check interrupt code. 
144 (90) 1 Reserved. 
145 (91) 3 Translation exception address. 
148 (94) 1 Monitor class number. 
149 (95) 1 PER (Program Event Recording) code. 
150 (96) 3 Reserved. 
153 ( 99) 3 PER (Program Event Recording) address. 
156 ( 9C) 1 Reserved. 
157 (90) 3 Monitor code. 
160 (M) 8 Reserved. 
168 (A8) 4 Channel 10. 
172 (AC) 4 I/O extended logout pointer. 
176 (BO) 4 Limited channel logout (ECSW). 
180 ( B4) 4 Reserved. 
184 (B8) 4 I/O address. 
188 (BC) 44 Reserved. 
232 (E8) 8 Machine-check interrupt code. 
240 (FO) 8 Reserved. 
248 (F8) 4 Failing storage address. 
252 (FC) 4 Region code. 
256 (100) 96 Reserved. • 352 (160) 32 Floating-point register save area. 
384 (180) 64 General purpose register save area. 
448 (lCO) 64 Control register save area. 
512 (200) Variable CPU extended logout area. 
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MACHINE-CHECK INTERRUPTION CODE 

The machine-check interruption code is two full words long (64 bits), 
and it includes information about the type and severity of the error, the 
validity of the various fields that are stored, and the validity and 
length of the extended logout. 

Bit 
o-(SD) 

1 (PO) 

2 (SR) 

3 (TD) 

4 (CD) 

5 (ED) 

6 

7 (DG) 

8 (W) 

9-13 

14 (B) 

15 (D) 

16 (SE) 

17 (SC) 

18 (KE) 

Meaning 
System Damage: Set whenever interruptions may have been lost 
or damage has occurred that cannot be isolated to one or more 
of the less severe machine-check damage types, either internal 
or external. 

Instruction Processing Damage: Set when the extent of the 
damage is limited to an executed instruction or its associated 
operands. 

System Recovery: Errors were detected but have been success
fully recovered without loss of system integrity. 

Timer Damage: Damage has occurred to either the timer or to 
location 80. 

Time-of-Day Clock Damage: Damage has occurred to the time-of
day clock. 

External Damage: A channel, channel controller, switching 
unit or other unit external to the CPU or to a storage unit 
has been damaged during operations not directly associated 
with the CPU. ED is used to report damage of this type only 
when the more conventional reporting procedures, such as I/O 
interruption, are unavailable or are impractical. 

Reserved. 

Degradation: Continuous degradation of system performance, 
more ser10US than normal system recovery has occurred. Degra
dation may be reported when system recovery conditions exceed 
a hardware pre-established threshold or when.unit deletion has 
occurred. 

warning: Damage is impending to some part of the system; for 
example, loss of power or loss of cooling. 

Reserved. 

Backup: The machine state at the point of interruption has 
been restored to a hardware checkpoint state prior to the 
occurrence of error; that is, the psw, registers, and storage 
reflect a valid state either at the beginning of the instruc
tion in error or some prior instruction. If the backup bit is 
0, a valid instruction address pOints to an instruction beyond 
the error. 

Delayed: Some or all of the information stored as a result of 
this interruption was delayed in being reported because the 
interruption type was masked off for the duration of one or 
more instructions. 

Storage Error Uncorrected: A reference to storage resulted in 
the detection of damaged data that could not be corrected. 

Storage Error Corrected: A reference to storage resulted in 
the detection of an error that was subsequently corrected. 

Key in Storage Error Uncorrected: A key in storage contains 
invalid CBC. 
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Bit 
19 

20 (WP) 

21 (MS) 

22 (PM) 

23 (IA) 

24 (FA) 

25 mc) 

26 

27 (FP) 

28 (GR) 

29 (CR) 

30 (LG) 

31 (ST) 

32-45 

46 (CT) 

47 (CC) 

48-63 

Meaning 
Reserved. 

PSW Validity: Bits 12-15 of the machine-check old PSW are 
valid. 

PSW Masks and Key Validity: All PSW bits other than interrup
tion code, ILC, AMWP, lA, CC, and program mask of the machine
check old PSW are valid. 

Program Mask and Condition Code Validity: The program mask 
and condition code in the machine-check old PSW are valid • 

Instruction Address Validity: The instruction address in the 
machine-check old PSW accurately reflects the point in the 
instruction sequence at which the interruption occurred. Note 
that the instruction location at interruption and the instruc
tion location at the time of the error may not be the same. 
If backup has been indicated, a valid instruction address will 
point to the instruction in error or prior to the error. If 
backup is not indicated, a valid instruction address will 
point to an instruction following the error. 

Failing-Storage Address Valid: The failing-storage address in 
the failing save area is valid. 

Region Code Valid: A valid region code has been stored. 

Reserved. 

Floating-Point Registers Valid: the contents stored in the 
floating-point register save area are the same as the contents 
of the registers at the point of interruption. 

General Registers Valid: The contents stored in the general 
register save area are the same as the contents of the regis
ters at the point of interruption. 

Control Register Validity: The contents stored in the control 
register save area accurately reflect the condition of the 
control registers at the ti~e of interruption. 

Log Valid: The CPU extended log information was correctly 
stored. 

Storage Logical Validity: The contents .of those storage loca
tions that are modified by execution were restored to their 
contents at the point of interruption. 

Reserved. 

CPU Timer Valid: The CPU timer is not in error and the con
tents stored in the CPU timer save area (location 216) reflect 
the correct state of the CPU timer at the time the interrup
tion occurred. 

Clock Compartor Valid: The clock comparator is not in error 
and the contents stored in the clock comparator. save area 
(location 224) reflect the correct state of the clock 
comparator. 

CPU Extended Log Length: This field indicates the length in 
bytes of the information stored in the extended log area, 
starting at the location specified by the CPU extended log 
pointer in control register 15. On a machine-check interrup
tion when no logout occurs, this field is set to O. 
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MCH INDEPENDENT COMMON AREA 

The MCH independent common area occupies 1,024 bytes in the MCH resi
dent area. It is used by the MCH modules to communicate with each other 
and to store data to be included in the error records that are written 
into the SYS1.LOGREC data set. 

Displacement 
o (0) 
2 (2) 
8 (8) 
8 (8) 

9 (9) 

10 (A) 
11 (B) 

12 (C) 

13 CD) 

14 (E) 

15 (F) 
16 (10) 

20 (14) 
24 (18) 

54 (36) 

55 (37) 

56 (38) 

Bytes and 
Bit Patterns 

2 

1 ... 
• 1 •• 
.. 1. 
· •. 1 

1 ... 
. 1 •. 
•• 1. 
••• 1 

1 ... 
. 1 •• 
• .1. 

6 
8 
1 

1 ... 
. 1 .. 
• .xx 
1 

1 •.. 
. 1 .. 
• .1. 
· •. 1 
1 
1 

. 1 .. 
••• x x.xx 

1 ... 
• 1 .. 
• .1. 
· .. 1 

.1 .. 

• .1. 

• .. 1 

1 

xxxx 
1 

x ••• xxxx 
1 
1 
4 

4 
32 

1 

1 

8 

Field Name 
MCHDALEN 
MCHSPARE 
MCHDAMAG 
MCHDMGO 

MCHDMGl 

MCHDMG2 
MCHDMG3 

MCHDMG4 

MCHDMG5 

MCHDMG6 
MCHDMG7 
MCHFSAR 

MCHHISTY 

MCHNXHIS 

MCHEXLEV 

MCHPDAR 

Field Description 
Length of damage assessment field. 
Reserved. 
Damage assessment data. 
System status: 
Hardware recovery. 
Software recovery • 
Task aborted • 
Task nondispatchable. 
Operating system termination. 
Quiet mode in effect • 
Reserved. 
Damage area: 
Real storage~ 
Buffer • 
Control storage • 
Interval timer • 
Processor. 
Channel error • 
Time-of-day clock. 
System damage. 
Reserved. 
Error type: 
Intermittent. 
Solid • 
Data • 
Protect. 
Reserved • 
RMS action data: 
Loop time out. 
Repair • 
Storage reconfigure. 
Buffer reconfigure. 
Reserved. 
RMS information status: 
Invalid machine-check inter
rupt code. 
Invalid failing storage 
address. 
Program check in MCH. 
Reserved. 
Reserved. 
Res erved. 
Real address location of the 
failure. 
Reserved. 
Table of which MCH modules 
have executed and in what 
sequence. 
First byte following the MCH 
history table, containing the 
ID of the module last loaded. 
Second byte following the MCH 
history table, containing the 
change level of the last 
loaded module. 
Program damage assessment and 
repair data. 

• 



"" 

Displacement 
56 (38) 

57 (9) 

58 OA) 

59 DB) 

60 DC) 
61 OD) 

62 (3E) 

63 (3F) 

64 (40) 

Bytes and 
Bit Patterns 

1 
1 ... 
. 1 .. 
· .1. 

· .. 1 

1 ... 
.1 .• 

· .1. 
• •• 1 

1 ... 
. 1 •. 
•• 1. 
· .. 1 

1 ... 
• 1 •• 
· .1. 
· .. 1 

1 ... 
• 1 •• 
•• 1. 
••• 1 

1 ... 

. 1 .. 
· .1. 
· .. 1 

1 ••• 
. 1 .. 
• .1. 
• •• 1 

1 ..• 

• xxx 
1 

xxxx 
1 

1 .•. 
. 1 .. 
•. xx 
1 

1 ... 
. 1 .• 
• • 1. 
... 1 
1 
1 

1 ••• 
. 1 .. 
•. xx 
1 

1 .•. 
• 1 •• 
· .1. 
· .. 1 
1 

1 ... 
• 1 •• 
• .1. 
· .. 1 
4 

Field Name 
MCHPDARO 

MCHPDAR1 

MCHPDAR2 

MCHPDAR3 

MCHPDAR4 
MCHPDAR5 

MCHPDAR6 

MCHPDAR7 

MCHFSAV 

Field Description 
PDAR action: 
Termination of current task. 
Retry possible • 
Bypass (affected task) 
terminator. 
Repair unsuccessful. 
Indeterminate instruction 
counter. 
Reserved • 
Failure type: 
Solid storage data error. 
Intermittent storage data 
error. 
Solid SPF key error. 
Intermittent SPF key error. 
Reserved. 
Task in control when error 
occurred: 
wait pseudo task. 
Paging supervisor task • 
Master scheduler task • 
System task. 
Protlem program task. 
Current PSW disabled for I/O • 
Reserved • 
Location of failure: 
Nucleus. 
SQA area. 
LSQA area. 
PQA (VS1 Only). 
Pageable area. 
Fixed page area • 
V=R address area. 
Critical area • 
Reserved. 
Requested operator awareness 
message: 
supervisor damage. 
Task abnormal termination • 
Damaged page now unavailable . 
Damaged page now deleted • 
Task nondispatchable. 
Software recovery • 
Reserved • 
Footprints: 
Change bit on in storage pro
tect key of the affected page. 
Key in external page table • 
Page recursion. 
page fix active on low end. 
Translate error. 
No page exists • 
Relocate off. 
Low end interface active. 
Footprints - interfaces: 
ABTERM interface. 
Translate interface • 
Find page interface. 
Page dequeue interface. 
Page enqueue interface. 
Status function interface • 
V=R release interface active. 
Post interface active. 
Beginning failing location's 
virtual address. 
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Bytes and 
OisElacement Bit Patterns Field Name Field OescriEtion 

68 (44) 4 MCHFSEAV Ending failing location's vir-
tual address. 

72 (48) 4 MCHPOARI Instruction address at 
failure. 

76 (4C) 4 MCHTCBCU TCB pOinter of interrupted task. 
80 (50) 4 MCHTCBAF Pointer to TCB of the affected 

task. 
84 (54) 1 MCHSBSIO 10 of subsystem (TSO=Hex '91'). 
85 (55) 1 MCHSBSF1 Flags used by the subsystem: 

1 ••• Subsystem module was in con- , 
trol at the time of the 
interruption. 

• • 1. Subsystem 10 flag • 
. x.x xxxx Reserved • 

86 (56) 1 MCHSBSF2 Flags used by the subsystem: 
1 •.. A solid storage failure exists. 
• xxx xxxx Reserved • 

87 (57) 1 MCHSBSF3 Flags used by the subsystem: 
1 ... No action required by MCH. 
.1 .. Subsystem has handled current 

task. 
.. 1. Subsystem has handled the 

affected task. 
••• x xxxx Reserved. 

88 (58) 1 MCHSUBAW 
1 ••• TSO flag. 
• xxx xxxx Reserved • 

89 (59) 3 Reserved. 
92 (5C) 1 MCHPGESW Contains switches for paging 

supervisor: 

1111 0000 Set page not 
available. 

0000 1111 Key failure. 

0000 0000 Set page invalid. 

1111 1111 Translation needed. 
93 (50) 3 MCHSPR1 Reserved. 
92 (5E) 2 MCHCLRLN Length cleared by IGFVMCEO 

upon initial entry (MCH FLIH). 
96 (60) 8 MCHRPSW Machine-check resume PSW. 
96 (60) 1 MCHPSWM PSW masks: 

.1 .. (PER) program event recording 
mask. 

. 1 .. Translate mask • 
• • 1. I/O mask • 
... 1 External interruption mask • 

x.xx x ... Reserved. 
97 (61) 1 MCHPSWWM 

.1 .. Machine-check interruption 
enal::led. 

• • 1. Wait mask • 
••• 1 Prol::lem program state. 

xxxx x ••• Reserved. 
98 (62) 1 MCHPSWCP Condition code and program 

mask. 
99 (63) 1 MCHPSWSP Segment protection. 

100 (64) 4 MCHPSWAO Address field (second word of 
PSW) • 

104 (68) 2 MCHINTEL Field of indicators used by 
SHUT routine in the MCH 
Nucleus. 
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Bytes and 

~ 
DisQlacement Bit Patterns Field Name Field DescriQtion 

104 (68) 1 MCHINTLO 
1 ... Multiple machine-check 

recursion. 
• .1. Put system down with scheduled 

message. 
• •• 1 Error record written 

successfully. 
• 1 •• I/O interface active • 
. . 1. System damage detected • .. .x •• x •• x Reserved • 

105 (69) 1 MCHINTL1 Reserved for SHUT routine 
informa tion. 

106 (6A) 1 MCHRELNO Release number. 
107 (6B) 1 MCHTMEVL Time value for I/O Loop. 
108 (6C) 3 MCHLOGIC 
108 (6C) 1 MCHLOGCO 

• •• 1 Model 135 indicator. 
11.. Model 145 indicator. 
1 ••• Model 15511/158 indicator. 
1 ••• Model 16511/168 indicator. 

Unknown processor model code. 
xxx. . . xx Reserved • 

109 (6D) 1 MCHLOGC1 Reserved. 
110 ( 6E) 1 MCHLOGC2 
111 (6F) 1 MCHNXMOD Index value for TTR of next 

module to be loaded into tran-
sient area. IGFRVT-RVTTRS 
contains pointers to TTRS. 

112 (70) 12 MCHTMSVE Save area for timing. 
124 (7C) 128 MCHPSA Permanent storage assignment. 
252 (FC) 64 MCHMLSAV Register save area for 

transient 
modules. 

316 (13C) 4 MCHSUBA Subsystems running under the 
operating system. 

320 (140) 4 MCHLEVEL Level of macro source. 
324 (144) 4 MCHTTRIN Input TTR of specified tran-

sient module. 
328 (148) 4 MCHUCB Address of UCB for I/O 

opera tions. 
332 (14C) 4 MCHIOB First byte flags of I/O block. 
336 (150) 4 MCHIOECB Pointer to RMSECB. 
340 (154 ) 8 MCHIOCSW Last seven bytes = CSW. 
344 (158) 4 MCHICCWS Pointer to channel program. 
352 (160) 4 MCHIODCB Address of DCB. 
356 (164) 8 MCHICBSP Unused field in lOB. 
362 (16C) 8 MCHIOBSK SEEK field (equal to MBBCCHHR 

of module to be loaded). 
370 (174) 4 MCHSPR2 Spare. 

... 374 (178) 8 MCHCCWSR Search CCW. 
382 (180) 8 MCHCCWTC TIC CCW. 
390 (188) 8 MCHCCWRD Read Ccw. 
398 (190) 8 MCHINT Fields used by Error Recorder 

and Console Write routines. 
398 (190) 1 MCHFCTL Functional control byte. 

11 •• 
1 ••• Invoke Error Recorder. 
• 1 •• Invoke Console Write routine • 
• .1. Emergency Recorder is running. 
• •. x xxxx Reserved. 

399 <191> 1 MCHRCTL Record control byte. 
1 ••• CCH record to be written. 
• 1 •• No room for long record • 
• .xx xxxx Reserved. 
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Displacement 
400 (192) 

401 (193) 
402 (194) 
406 (198) 
406 (98) 

408 (19A) 
410 (19C) 
492 (lEC) 
496 UFO) 

496 (lFO) 

498 (lF2) 

502 (lF6) 

506 (lFA) 
507 (lFB) 

514 (202) 

516 (204) 

518 (206) 

525 (20D) 
527 (20F) 

529 (211) 
530 (212) 

534 (216) 

535 (217) 
536 (218) 
544 (220) 
552 (228) 
560 (230) 
564 (234) 
568 (238) 
576 (240) 
580 (244) 
584 (248) 
592 (250) 
600 (258) 
604 (25C) 
611 (263) 
612 (264) 

612 (264) 
616 (268) 
618 (26A) 
619 (26B) 
835 (343) 

Bytes and 
Bit Patterns 

1 
1 •.. 
. 1 .. 
. . 1. 
. . . 1 

1 ... 
• xxx 
1 
4 

84 
2 

2 
80 

4 
122 

1 ... 

2 

4 

4 

1 
7 

2 

2 

7 

2 
2 

1 
4 

1 

• xxx xxxx 
1 
8 
8 
8 
4 
4 
8 
4 
4 
8 
8 
4 
7 
1 
4 

4 
2 
1 

216 
53 

Field Name 
MCHERR 

MCHRES 
MCHIPTR 
MCHIBUF 
MCHIBWSC 

MCHIBLNG 
MCHIBTXT 
MCHLONG 
MCHWORK 

MCHHDREC 

MCHLWLIM 

MCHUPLIM 

MCHRECST 

MCHBYREM 

MCHTRCAP 

MCHLSTTR 

MCHTKPCY 
MCHWRNCT 

MCHDEVCD 
MCHWRNTR 

MCHWRNSW 

MCHFSTBY 
MCHSRCH 
MCHTIC 
MCHCCW 
MCHEXIOB 
MCHEXEPT 
MCHEXCSW 
MCHEXCCW 
MCHEXDCB 

MCHEXSEK 
MCHEXECB 
MCHSKADR 
MCHTFLAG 
MCHMCSRT 

MCHCCHAD 
MCHCCHLN 
MCHABRNO 
MCHABREC 
MCHMAINT 

Field Description 
Error control byte. 
LOGREC FULL message needed • 
I/O error message needed. 
Format error message needed • 
MCHIBUF overlaid • 
LOGREC NEARLY FULL message. 
Reserved • 
Reserved. 
Pointer to message buffer. 
MCH message buffer. 
Wait state code - first byte 
of MCHIBUF. Use of MCHIBUF 
for wait state messages only. 
Length of text. 
Text of message. 
Pointer to long record. 
Work area for error recording 
modules. 
First field of MCHWORK used as 
identifier of LOGREC header. 
Starting CCHH of the extent of 
LOGREC. 
Ending CCHH of the extent of 
LOGREC. 
Reserved. 
BBCCHHR of start of recording 
area. 
Number of bytes remaining on 
track. 
Number of bytes which can be 
written. 
BBCCHHR of last record written 
on a track. 
Tracks per cylinder. 
Number of bytes remaining on 
early warning message track 
when LOGREC is 90% full. 
Device type code. 
CCHH of track representing 
LOGREC 90% FULL. 

LOGREC 90% FULL message issued. 
Reserved • 
Valid LOGREC header record. 
CCW used for searches. 
ccw used to continue searches. 
CCW for READ or WRITE. 
lOB used by Error Recorder. 
Pointer to ECB. 
CSW field. 
Pointer to CCW. 
Pointer to DCB. 
Reserved. 
MBBCCHHR for SEEK command 
ECB for Error Recorder. 
BBCCHHR for SEEK. 
Swi tch for EOF WRITE. 
Return address for MCS 
systems. 
Address of CCH record. 
Length of CCH record. 
Numcer of ABREC buffers. 
Abbreviated record buffer. 
Reserved. 

,. 
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MCH RECOVERY VECTOR TABLE 

The RVT (recovery vector table) is an MCH data area containing 
addresses and flags used during MCH processing. The address of the RVT 
is in the CVT (communications vector table) at the symbolic location 
CVTRMS. 

Dis placement 
o (0) 
4 (4) 
8 (8) 

12 (C) 
16 (10) 

20 (14) 
24 (18) 

24 (18) 
28 (lC) 
32 (20) 

36 (24) 

40 (28) 

44 (2C) 

48 (30) 

52 (34) 

56 (38) 

60 (3C) 

64 (40) 

68 (44) 
72 (48) 
80 (50) 
84 (54) 

88 (58) 
88 (58) 

89 (59) 

Bytes and 
Bit Patterns 

4 

1 ..• 
. 1 .. 

4 
4 
4 
4 

4 
4 

4 
4 
4 

4 

4 

4 

4 

4 

4 

4 

4 

4 
8 
4 
4 

4 
1 

•• xx xxxx 
1 

1 .•. 
.1 •• 

•• 1. 

• • • x xxxx 

Field Name 
RVTNUCAD 
RVTSMCH 
RVTPOSTl 
RVTVCOMM 
RVTWSMSG 

RVTCCHRC 
RVTNIPRM 

RVTTRANS 
RVTLOADA 
RVTINLOG 

RVTBUILD 

RVTTTRS 

RVTSHUT 

RVTPRIMY 

RVTSECND 

RVTIOSEP 

RVTIOSIH 

RVTMSB 

RVTSIRBA 

RVTIOSNS 
RVTPAGES 

RVTWSFLG 
RVTWSFLO 

RVTWSFLl 

Field Description 
Pointer to MCH Nucleus. 
Pointer to Soft MCH. 
Pointer to MCH Post routine. 
Pointer to MCH common area. 
Pointer to MCH Nucleus wait 
state entry. 
Pointer to CCH inboard record. 
Fields passed to NIP for sys
tems with less than 192K 
bytes. 
Pointer to MCH transient area. 
Pointer to Module Loader. 
Pointer to model-dependent 
logout area. RVTINLOG is 
initialized by NIP. 
Pointer to record buffer build 
area. This field is initia
lized by NIP. 
Pointer to MCH TTR table. 
This field is initialized by 
NIP. 
Pointer to MCH SHUT routine in 
MCH Nucleus. 
Pointer to primary logout 
area. This field is initia
lized by NIP. 
Pointer to secondary logout 
area. This field is initia
lized by NIP and used only for 
the Model 16511 and 168. 
Pointer to lOS entry point for 
MCH/IOS interface. 
Pointer to lOS First-Level 
Interrupt Handler. 
Pointer to machine status 
block (MSB). 
Address of SIRB. 
Reserved. 
Pointer to lOS nest switch. 
Address of low end system 
(less than 192K) page-in 
module. 
Wait state interface flags. 
First byte of RVTWSFLG - CCH 
wait state interface flag: 
Machine-check in CCH. 
Unrecoverable channel error • 
Reserved • 
System wait state interface 
flag. 
Paging supervisor request. 
Dynamic support system request 
with no message. 
Dynamic support system request 
with message. 
Reserved • 

MCH Section 5: Data Areas 49 



Bytes and 
Dis Elacement Bit Patterns Field Name Field DescriEtion 

J 90 (SA) 1 RVTWSFL2 MCH wait state interface flag. 
1 ... MCH in process. 
.xxx xxxx Reserved. 

91 (SB) 1 RVTWSFL3 Reserved wait state interface 
flag. 

92 (SC) RVTBUFAD Pointer to wait state message 
buffer. 

96 (60) 4 RVTSBSYS Subsystem interface flags. 
100 (64) 4 RVTTVT Address of test vector table. 
104 (6S) 4 RVTLEVEL Latest level of source macro. 
lOS (6C) 4 RVTLNG Length of RVT. 

lOS (6C) 4 RVTRESUM Address of resume PSW. 
112 (70) 4 RVTIOREG Address of I/O FLIH register 

save area. 
116 (74) 4 RVTSVF Type-1 SVC switch. 
120 (7S) 4 RVTPGESW lOS page exception switch. 
124 (7C) 4 RVTPDISW Pseudo disable switch. 

VSl 12S (SO) 4 RVTSIRBE SIR branch entry address. 
only 132 (S4) 4 RVTTP1EX Type-1 exit entry point. 

136 (SS) 4 RVTSIRFQ Long TCB queue. 
140 (SC) 4 RVTLNG Length of RVT. 
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MACHINE STATUS BLOCK 
< 

The machine status block contains hardware counters and values that 
are needed to keep track of the status of the processor. 

Displacement 
o (O) 

1 (l) 

4 (4) 
6 (6) 
8 (8) 

12 (C) 
16 (10) 
20 (14) 

24 (18) 

24 (18) 

25 (19) 
32 (20) 
40 (28) 
48 DO} 
56 (38) 
64 (40) 
12 (48) 
80 (50) 
88 (58) 
96 (60) 

100 (64) 
108 (6D) 

Bytes and 
Bit Patterns 

1 

1 ... 

. 1 .• 
• • 1. 
. .. 1 

3 
2 
2 
4 
4 
4 
4 

4 

1 

1 •.. 

.1 •• 

• • xx 
3 
8* 
8* 
8* 
8* 
8 
8 
8 
8 
4 

8 
2 

Field Narre 
MSBCPUID 

MSBSERNO 
MSBMODEL 
MSBLOGSZ 
MSBCOUNT 
MSBTHRLD 
MSBBUFER 
MSBBUFTH 

MSBMODE 

MSBMODE1 

MSBECCEN 
MSBECCDS 
MSBBUFE1 
MSBBUFDl 
MSBBUFE2 
MSBBUFD2 
MSBECCE2 
MSBECCD2 
MSBLEVEL 

MSBSPARE 
MSBLNG 

Field Description 
Target of STORE CPU ID 
instruction. 
CPU serial number. 
Model number. 
Size of the extended logout. 
Soft error counter. 
Soft error threshold value. 
Buffer failure counter. 
Buffer failure threshold 
counter. 
Quiet/record mode control 
flags. 

Record mode for instruction 
retry. 
Buffer enabled • 
Quiet mode for main storage • 
Threshold mode for control 
storage. 
Diagnose instruction for plac
ing main storage in record 
mode not issued. 
Error frequency limit overflow 
condition. 
Reserved • 
Reserved. 
Enable the Model 158 ECC. 
Disable the Model 158 ECC. 
Enable the Model 158 buffer. 
Disable the Model 158 buffer. 
Enable the Model 168 buffer. 
Disable the Model 168 buffer. 
Enable the Model 168 ECC. 
Disable the Model 168 ECC. 
change level of IGFMSB macro 
instruction. 
Reserved. 
Length of MSB. 

*These fields are 4 bytes long followed by 4 blank bytes for doubleword 
alignment. 
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MCH LONG RECORD 

See Figure MCH-9 for an explanation of the various MCH records. 

Displacement 
o (0) 
o (0) 

1 (1) 

2 (2) 

2 (2) 

3 (3) 

4 (4) 
6 (6) 

7 (7) 

8 (8) 
16 (10) 
16 (10) 
17 (11) 
20 (14) 
22 (16) 

24 (18) 
32 (20) 
40 (28) 
48 (30) 

328 (148) 
Variable 

Bytes and 
Bit Patterns 

24 

111. 

· .. 1 

1 ..• 
• 1 .. 

· .xx 

1 ... 
• 1 .. 
· .1. 
• .. 1 

1111 

1 

1 

xxxx 
6 
1 

1 .•. 

. 1 .. 

. . 1. 

. . . 1 

1 

1 •.• 
• 1 .. 
•• 1. 
••• 1 
2 
1 

1111 

1 
8 
8 
1 
3 
2 
2 

8 
8 
8 

280 
Variable 

80 

Field Name 
Header 
Record type 

Operating 
system 

switches 

Program ID 
Job ID 
MCKPSW 
MCKFXLO 
MCKETLO 
MCHSTATD 

Field Description 

Record ID. 
X'10' = MCH record. 
System ID: 
OOO-OS. 
001-DOS. 
010-0S/VS. 
011-CP67. 
Release level. 
Reserved. 

Record independent 
information. 
Multiple record. 
System/370 machine • 
Time macro instruction used 
(HHMMSS). 
Multiprocessing • 
BC mode version 2 • 
EC mode • 
Reserved. 
Record dependent information. 
Short form of record. 
Record incomplete • 
MCH terminate system. 
First record of two record 
recording. 
Channel record included. 
Portion of data overlaid • 
External machine check • 
Model 67, Mod 2 • 
Reserved. 
Record count: 
Sequence number of physical 
record. 
Total number of physical reco
rds in this logical record. 
Reserved. 
Date and time. 
CPU ID. 
Reserved. 
CPU serial number. 
CPU model number. 
Maximum machine-check extended 
logout. 
Program ID. 
Job ID. 
Machine-check old PSW 
Fixed logout. 
Extended logout. 
Damage assessment. 

t 
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MCH TESTING VECTOR TABLE 

The TVT (testing vector table) is used in MCH for testing only. It 
indicates whether simulation of machine conditions that cannot be artif
ically created on a real machine are allowed. It also indicates when MeH 
testing of the simulation mode is allowed. The address of the TVT is in 
the RVT (recovery vector table) at the symtolic location RVTTVT. 

Bytes and 
DisI2lacement Bit Patterns Field Name Field DescriI2tion 

0 (0) 4 TVTTEST TVT flag word. 
1 ... TVTSOLID Solid MCI simulation active. 
• 1 •• TVTSIM MCI full simulation active • 

4 (4) 4 TVTPCN Address of MCH program check 
wait state new PSW. 

8 (8) 4 TVTMCN Address of MCH MCI wait state 
new PSW. 

12 (C> 4 TVTWAIT Address of wait state PSW 
instruction. 

16 (10) 4 TVTRTN Address of return PSW 
instruction. 

20 (14) 4 TVTWPSW Address of wait state PSW. 
24 (18) 4 TVTRPSW Address of return PSW. 
28 (lC) •• 1. TVTLEVL TVT level indication. 
29 (1D) 3 TVTSPARE Reserved. 
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MCH SECTION 6: DIAGNOSTIC AIDS 

This section is intended to aid in 
locating errors in MCH. Discussions on 
register conventions, problems that may 
exist when the IGF910W message appears, the 
MCH history table, and messages and wait 
state codes are included. 

REGISTER CONVENTIONS 

Figure MeH-14 shows how MCH uses its 
registers. Three modules are exceptions to 
these conventions: the Error Recorder, 
Console WRITE, and the MODE Command 
modules. They follow the conventions of 
the operating system. 

POSSIBLE PROBLEMS INDICATED BY MESSAGE 
IGF910W 

When the IGF910W message appears, the 
following can be done to isolate the cause 
of the error: 

1. Verify the interruption code. If the 
interruption code is invalid, the 
error was caused by a hardware 
malfunction. 

2. Check whether the fixed logout repre
sents the same machine check as the 
extended logout. 

3. Check the storage dump to see if a 
program check occurred. If so, and if 
the instruction address portion of the 
program-check new PSW is the same as 
the instruction address portion of the 
machine-check new PSW, the probable 
cause of the error is a program check 
in MCH. The history table in the MCH 
independent common area can then be 
checked to determine in which MCH 
module the program check occurred. 
The contents of the registers at the 
time the program check occurred can be 
found at location X'268' for VS1, and 
X'260' for VS2. 

MeH HISTORY TABLE 

The MCH history table (MCHHISTY in the 
MeH independent common area) can be used to 
determine which modules have been executed 
since the time of the machine-check inter
ruption and the sequence in which they were 
executed. The modules are identified by 
their lOS and level numbers. 

When MCH is initially entered, the Nuc
leus puts its own ID and level numer in 
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r----------r------------------------------, 
I Register I Used by MCH as I 

~----------+------------------------------~ 
I 0-8 I Work registers I 

~----------+------------------------------~ 
I 9 I Address of the RVT I 

~----------+------------------------------~ 
I 10 I Pointer to the communica- I 

I I tions vector table I 
~----------+------------------------------~ I 11 I Pointer to the MeH common I 
I I area I 

~----------+------------------------------~ 
I 12 I Nucleus base register I 

~----------+------------------------------~ 
I 13 I Address of the save area in I 
I I the I/O interface I 
~----------+------------------------------~ 
I 14 I Return address into the I/O I 
I I interface from transient I 
I I modules I 

~----------+------------------------------~ 
I 15 I Transient module basel 
I I register I L __________ ~ _____________________________ _J 

Figure MCH-14. Register conventions 

the two bytes following the table (MCHNXHIS 
and MCHEXLEV). When a successor module is 
specified, the I/O interface module moves 
this data into the last two bytes of the 
table, bytes 29 and 30. The ID of the suc
cessor module is put into MCHNXHIS and a 
hexadecimal 'FF' is put into MCHEXLEV. 
After the module is successfully loaded, 
the successor module places its level numb
er into MCHEXLEV. This process is con
tinued. As each module is loaded, all the 
previous IDs and level numbers are moved 
two bytes (toward a lower address). The 
I/O interface module always places the ID 
of the successor module into MCHNXHIS and 
the successor module always overlays the 
'FF' of MCHEXLEV with its own level number. 
Figure MCH-15 shows the use of the MeH his
tory table. 

MCH MESSAGES AND WAIT STATE CODES 

Figure MCH-16 lists the messages that 
are produced by MCH and the modules that 
request each message. The code, where 
shown, is the wait state code informing the 
operator of an error condition that caused 
the system to be placed in the wait state. 
The message will be lost if an I/O error 
occurs while writing to the console or if 
the control blocks for a graphic console 
have been paged out. 

.. 
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r---------------------------------------------------------------------------------------, 
21 22 23 24 25 26 27 28 29 30 31 32 

~----T----T----T----T----T----T----T----T----T----T----T----' 
I EO I 01 I E4 I 01 I 01 I 01 I Fl I 01 I DO I 01 I E3 I FF I 

r--------~ 
I 
\--------~ ~----4----4----4----4----4----i----4----i----i----4---_i ____ J 

~--------------------------~ -----------------------------~/~ ~ - V 
MCHHISTY MCHNXHIS MCHEXLEV 

(30 bytes) (1 byte) (1 byte) 

As this table shows, the following modules have executed in the following sequence: 

1. MCH Nucleus - IGFVMCEO I 
2. MeH I/O Control - IGFVMCE4 I 
3. Hardware Error Analysis - IGFVMCDl I 
4. System Analysis - IGFVMCD1 I 
5. Soft Machine-Check Handler - IGFVMeDO I 
6. Emergency Recorder - IGFVMCE3 (not yet loaded) I _______________________________________________________________________________________ J 

Figure MCH-1S. The MCR history table shows the order in which MCH modules have been 
executed. 

r-------------------------------------T-----T---------------~--------------------------, 
I Message I Code I Requested By I Cause of Wait State Code I 
t-------------------------------------+-----+----------------+--------------------------~ 
I IGF900W SUPERVISOR DAMAGE, I AOS I IGFVMCEO I MCI in supervisor I 
I [RUN SEREP,l RESTART I AOS I IGFVMCF4 I MCI in supervisor I 
I SYSTEM I I I I 
~-------------------------------------+-----+----------------+--------------------------~ 
I IGF910W SYSTEM INTEGRITY LOST, I A01 I IGFVMCEO I Hard on hard error I 
I [RUN SEREP,l RESTART I A03 I IGFVMCEO I Program check in MCH I 
I SYSTEM I All I IGFVMCEO I Erroneous MCIC I 
~-------------------------------------+-----+----------------+--------------------------~ 
I IGF9201 TASK jobname - ABNORMAL I I IGFVMCF4 I I 
I TERMINATION SCHEDULED I I I I 
t-------------------------------------+-----+----------------+-------------------------~ 
I IGF924E TASK jobname - SET I I IGFVMCF4 I I 
I NON-DISPATCHABLE I I I I 

~-------------------------------------+-----+----------------+-------------------------~ 
I IGF930W CATASTROPHIC I/O I A04 I IGFVMCEO I I/O error in MeH I 
I FAILURE, [RUN SEREP,] I OAOCI IGFVMCF6 I Unable to page module in,1 
I I I I VSl system is less then I 
I I I I 192K bytes. I 

~-------------------------------------+-----+----------------+--------------------------~ 
I IGF9401 TSO [USER 1 ABNORMAL I I IKJVAMOO I I 
I [SUBSYSTEM] I I (TSO Subsystem) I I 
I TERMINATION SCHEDULED I I I I 

~-------------------------------------+-----+----------------+--------------------------~ 
I IGF9441 SUCCESSFUL RECOVERY BY I I IGFVMCE5 I I 
I [HARDWARE] I I I I 
I [SOFTWARE] I I I I 
~-------------------------------------+-----+----------------+-----------------~--------~ 
I IGF950W TIMING FACILITY FAILURE, I A16 I IGFVMCEO I Time of day clock, clock I 
I [RUN SEREP,] RESTART I I I comparator, or CPU timer I 
I SYSTEM I A17 I IGFVMCEO I Interval timer error I 

~-------------------------------------+-----+----------------+--------------------------~ 
I IGF9521 BUFFER BLOCKS DELETED I I IGFVMCDO I I L _____________________________________ 4 _____ 4 ________________ 4 __________________________ J 

Figure MCH-16 (Part 1 of 2). MCH messages and wait state codes 
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r-------------------------------------T-----T----------------T--------------------------, 
I Message I Code I Requested by I Cause of Wait State Code I 
~------------------------------------+-----+----------------+--------------------------~ 
I IGF953I STATUS: I I IGFVfvlCD4 I I 
I INSTRUCTION RETRY- [QUIET] I I (IGF2603D) I I 
I [RECORD]. I I I I 
I MAIN STORAGE- [QUIET] I I I I 
I [RECORD]. I I I I 
I CONTROL STORAGE- [QUIET] I I I I 
I [THRESHOLD]. I I I I 
I BUFFER- [BLOCKS DELETED] I I I I 
~------------------------------------+-----+----------------+--------------------------~ 
I IGF954E SYS1.LOGREC DATA SET I I IGFVMCE2 I I " I [FORMAT ERROR] I I I I 
I [RECORDING FAILURE] I I I I 
I [NEARLY FULL] I I I I 
I [IS FULL ] I I I I '" 
~-------------------------------------+-----+----------------+--------------------------~ 
I IGF955I [CONTROL STORAGE ] I I IGFVMCDO I I 
I (INSTRUCTION RETRY] I I IGC2603D I I 
I [MAIN STORAGE] I I (IGFVMCD4) I I 
I NOW IN I I I I 
I [QUIET/THRESHOLD ] I I I I 
I [QUIET /RECORD] I I I I 
I MODE I I I I 

~-------------------------------------+-----+----------------+--------------------------~ 
I IGF961I DAMAGED PAGE NOW I I IGFVMCF4 I I 
I [UNAVAILABLE] I I I I 
I [DELETED] I I I I 

~-------------------------------------+-----+----------------+--------------------------~ 
I I OAOAI IGFVCCHC I catastrophic CCH error. I L _____________________________________ ~ _____ ~ ________________ ~ __________________________ J 

Figure MCH-16 (Part 2 of 2). MCH messages and wait state codes 
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PURPOSE OF CCH 

CCH (Channel-Check Handler) aids the I/O 
supervisor in recovering from channel 
errors and informs the operator or system 
maintenance personnel of the occurrence of 
channel errors. 

CCH provides the device-dependent ERPs 
(error recovery procedures) of the I/O 
supervisor with the information needed to 
set up for retrying a channel operation 
that has failed; without the information 
provided by CCH, the ERPs would have to 
consider most channel errors as system ter
mination conditions. 

CCB provides the operator or system 
maintenance personnel with inforKation 
about channel errors that enables them to 
keep statistics about the channel or helps 
them to bring about recovery from system 
termination conditions. 

HOW CCH ACHIEVES ITS PURPOSE 

CCH receives control from the I/O super
visor when a channel data check, channel 
control check, or interface control check 
occurs. CCB produces an ERPIB (error reco
very procedure interface block) for the ERP 
and a record to be written in the SYS1. 
LOGREC data set for the operator or system 
maintenance personnel. A copy of the reco
rd may be obtained by using the IFCEREPO 
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utility program. A message describing the 
channel error is issued each time a record 
is written into SYS1.LOGREC. 

Channels Supported by CCHand How CCH Uses 
the Information Provided by These Channels 

CCH supports the 2860, 2870, 2880, 135, 
145, and 15511 channels. The 2860, 2870, 
and 2880 stand-alone channels can be 
attached to System/370 Model 16511. Each 
cf these channels produces a logout at a 
specific location in main storage (see 
Figure CCH-l) when a channel error occurs. 
This logout contains information about the 
cause of the channel error and the condi
tions under which it occurred. CCH ana
lyzes the log outs of these channels and 
places the results of its analysis into the 
last three bytes of the ERPIB. 

System/370 Models 135, 145, 15511, and 
158 have integrated channels. The circui
try analyzes channel errors and presents 
the results of its analysis in the ECSW 
(extended channel status word). The ECSW 
contains the same information that CCH pro
duces for the stand-alone channels. For 
the integrated channels, CCH moves the last 
three bytes of the ECSW into the last three 
bytes of the ERP1B. 

The ERPIB 

Besides the analysis of the logout or 
the copy of the ECSW, the ERPIB contains 

r---------T-------------------T-------------------~--------T---------T-----------------, 
1 1 Logs Out at 1 1 1 I I 
1 .... --------T---------~ 1 I I I 
1 , ILocation 1 'I I I 
, , I Pointed , Logs Out for, 'I , 
, Channel ,Location , to by , __ Bytes , CSW at I ECSW at I Unit Address at I 
.... --------+---------+---------+--------------------+--------+---------+-----------------i 
I 2860 I 304, , 24 I 64, I I 
.... --------+---------+---------+--------------------+--------+---------+-----------------i 
, 2870 , 304 I I 24 I 64 I' I 
.---------+---------+---------+--------------------+--------+---------+----------------~ 
1 2880 1 1 172 1 112 I 64 1 I I 
.... --------+---------+---------+--------------------+--------+---------+-----------------~ 
I 135 1 256 I 172 I 24 I 64 1 176 I 184 I 
.---------+---------+---------+--------------------+--------+---------+-----------------~ 
I 145 I I 172 1 96 1 64 1 176 I 184 I 
I 1 1 I maximum I I I I 
.---------+---------~---------~--------------------+--------+---------+----------------~ 
115511/ I 15511/158 channels do not logout 1 64 I 176 I 184 I 
1 158 I I I I I 
.... --------~----------------------------------------~--------~---------~-----------------~ 
I Note: All locations are decimal. I L _______________________________________________________________________________________ J 

Figure CCH-1. Channel logout locations and other fertinEnt locations referred to by CCH 
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program flags and the address of the unit 
control block. The ERPIB is illustrated in 
CCH Section 5. 

The Channel Error Inboard Record 

The inboard record contains a copy of 
the last half of the ERPIB, information 
about the status of the system at the time 
of the channel error, and a copy of the 
channel logout. The inboard record is 
illustrated in CCH Section 5. 

I/O SUPERVISOR AND MCH PROCESSING OF 
CHANNEL ERRORS 

CCH performs no error recovery; it does 
not retry any operations, make any changes 
to the system, or even write its own reco
rds or message. Recovery from channel 
errors is performed by the routines of the 
I/O supervisor. Termination of the system 
because of channel errors is performed by 
the routines of the Machine-Check Handler. 

Figure CCH-2 is a simplified illustra
tion of the flow of control between the 
Channel-Check Handler, the Machine-Check 
Handler, and certain I/O supervisor rou
tines. The following discussion provides 
some background on the routines that work 
with CCH. They include I/O supervisor rou
tines that handle normal I/O operations and 
channel errors, and the ERPs that process 
channel errors and use the information CCH 
provides in the ERPIB. 

I/O Supervisor Normal I/O Processing 

When an application or a system program 
requests an I/O operation, the I/O supervi
sor executes a Start I/O instruction which 
causes a chain of channel commands to be 
executed. After execution of all the com
mands, an I/O interruption occurs. If the 
I/O supervisor determines that there were 
no errors, it notifies the requester that 
the I/O was successful. The I/O supervisor 
then passes control to the Dispatcher. 

I/O Supervisor Channel Error processing 

As illustrated in Figure CCH-2, if a 
channel error occurs during execution of a 
command, or on the interruption following 
command execution, normal processing is 
suspended while the error is handled. The 
I/O supervisor passes control to CCH to 
analyze the error and to construct an 
ERPIB. The I/O supervisor then schedules 
an ERP. 

The ERP determines whether the operation 
can be retried. If it cannot (because it 
is unretryable or because it has already 
been retried the specified number of 
tirr,es), the ERP passes control to the WTO 
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(Write-to-operator) routine, which issues a 
message declaring a permanent error. The 
WTO routine then passes control to the Sta
tistics Update routine. 

If the operation can be retried, the 
error recovery procedure prepares for the 
retry and returns control to the I/O super
visor, which retries the operation. After 
the retry, the ERP again gains control. If 
the retry was successful, the ERP passes 
control to the Statistics Update routine. 
If the retry was unsuccessful, but the 
operation can be retried again, the ERP 
returns control to the I/O supervisor. The 
Statistics Update routine updates the sta
tistics table for the device and passes 
control to the Outboard Recorder. 

The first load of the Outboard Recorder 
checks whether it was entered because of a 
permanent error. If so, it formats an out
board record to record the error as per
«anent. It updates the statistics for 
SYS1.LOGREC data set by adding the counts 
recorded in the statistics table to the 
statistical values already in SYS1.LOGREC. 
It passes control to the second load of the 
Outboard Recorder. 

The second load of the Outboard Recorder 
writes any outboard records and updates the 
statistics in SYS1.LOGREC. It then deter
mines whether it was entered because of a 
channel error. If so, it writes into 
SYS1.LOGREC all inboard records produced by 
CCH and again updates statistics on 
SYS1.LOGREC. The Outboard Recorder then 
issues message IFB002I to inform the opera
tor that a channel error has occurred, and 
clears the inboard record area. When 
finished (or if there were no channel 
inboard records to be written), the Out
board Recorder gives up control via SVC 3 
(EXIT). 

How an ERP Handles a Channel Error 

If the ERP determines that it was 
entered because of a channel error, it 
searches for the ERPIB that CCH constructed 
for that error. It searches the ERPIB 
table for a UCB address that matches the 
UCB address in the RQE (request element). 
(The UCB address is in the second, third, 
and fourth bytes of the ERPIB.) If a 
matching UCB address is not found, the 
error must be treated as permanent, because 
the ERP cannot set up for the retry without 
an ERPIB (except for channel data checks, 
for which the ERP does not require such 
information to set up for a retry). If the 
ERPIB is found, the ERP makes certain 
tests, evaluates the termination and 
sequence codes in the ERPIB, and verifies 
the channel status word. These steps are 
illustrated in Figure CCH-3. 

• 

• 
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Figure CCH- 2. Overview of CCH-MCH-IOS processing of I/O errors 
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Test Termination 
and Sequence 
Codes 

Up Error Counter 
by 1. 
Zero ERPIB. 

No 

Set X'44' 
ECB Code 

Post 
Permanent 
Error 

Figure CCH-3. Standard tests made by an 
ERP when entered following 
a channel error 

It is important to remember that CCH is 
channel dependent, whereas the ERPs are 
device dependent. CCH may analyze the 
error, determine that the channel error can 
be recovered fro'm, and pass its information 
to the ERP in the ERPIB. When the ERP 
examines the information in the ERPIB, 
however, taking into consideration the 
device that is involved in the error, it 
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may determine that a retry cannot be 
attempted. Or, after several retries, the 
ERP may determine that the required number 
of retries for that device has been made 
without success and indicate that a per
manent error exists. (CCH may have deter
rrined already that retry is impossible; it 
would have (1) not put the ERPIB in the 
ERPIB table or (2) set the "no retry" bit 
in the ERPIB.) 

Each ERP has three exits: 

• For errors that are permanent, it 
passes control to the Write-to-Operator 
routine to indicate to the operator 
that a permanent error has occurred. 

• For errors for which operations must be 
retried or for which repositioning is 
necessary, it causes SVC 15 (ERREXCP) 
and SVC 3 (EXIT) to be issued. 

• For errors that have been corrected, it 
passes control to the statistics Update 
routine. 

Before the ERP passes control, it clears 
the ERPIB to O's, regardless of the result 
of the retry attempt. This frees the ERPIB 
and prevents the possibility of two ident
ical UCB addresses existing in the ERPIB 
tal:le. 

CCH FIXED STORAGE REQUIREMENTS 

Following nucleus initialization, the 
CCH modules reside in the nucleus. The 
amount of storage required by CCH depends 
on the type of channel that is included in 
the system. Figure CCH-4 illustrates the 
amount of storage needed for the possible 
channel configurations. 

• 
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r--------------------------T------------------------------------------------------------, 
I Channels I Number of Bytes Needed to Support Each Channel I 
t--------------------------t------------------------------------------------------------~ 
I I CCH Central Module + Analysis + Logout + Inboard I 
I I (IGFVCCHC) Routine Area Record Area I 
~--------------------------t----------------------T----------T--------T-----------------~ 
I 135 I 2100 I 105 I 24 I 351 I 
t--------------------------t----------------------t----------t--------t-----------------~ 
I 145 I 2100 I 164 I 96 I 567 I 
~--------------------------t----------------------t----------t--------t-----------------~ 
I 155II and 158 I 2100 I 62 I 0 I 279 I 
t--------T-----------------t----------------------t----------t--------t-----------------~ 
I I 2860 I I 1026 I I I 
I MOdel{ ~-----------------~ r----------~ 24 I 339 I 

! l~~~If t-~~~~-----------_1 2100 t--~~~~----t--~~;---t---603-----------1 L ________ ~ _________________ ~ ______________________ ~ __________ ~ ________ ~ ________________ _J 

Therefore: 
r-,------------------------------------------T-------------------------------------------, 
I If the system includes: I The total bytes needed for CCH are: I 
t-------------------------------------------t-------------------------------------------~ 
I 135 channels I 2100+105+24+351 = 2580 I 
~-------------------------------------------t-------------------------------------------~ 
I 145 channels I 2100+164+96+567 = 2927 I 
r-------------------------------------------t-------------------------------------------~ 
I 15511/158 channels I 2100+62+0+279 = 2441 I 
~-------------------------------------------t----------~--------------------------------~ I 2860 or 2870 channel I 2100+1026+24+339 = 3489 I 
r-------------------------------------------t-------------------------------------------~ 
I 2860 and 2870 channels I 2100+2(1026)+24+339 = 4515 I 
~-------------------------------------------t-------------------------------------------~ 
I 2880 channel I 2100+1026+112+603 = 3841 I 
r-------------------------------------------t------------------------------------~------~ 
I 2860 & 2880 channels I I 
I or I 2100+2(1026)+24+112+603 = 4891 I 
I 2870 & 2880 channels I I 
~-------------------------------------------t-------------------------------------------~ 
I 2860 & 2870 & 2880 channels I 2100+3(1026)+24+112+603 = 5917 I 
t-------------------------------------------~-------------------------------------------~ 
I • Only 24 bytes of logout area are needed for use by the 2860 and/or the 2870. I 
I I 
I • Only 339 bytes of inboard record area are needed for use by the 2860 and/or the I 
I 2870. I 
I I 
I • If the 2880 channel is in a system with a 2860 or 2870 or both, only 603 bytes of I 
I inboard record area are needed, but the 2880 needs its own 112 bytes of logout area I 
I in addition to the 24 bytes for the 2860 and/or 2870. I L _______________________________________________________________________________________ J 

Figure CCH-4. CCH fixed storage requirements 
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CCH SECTION 2: METHOD OF OPERATION 

This section describes the functions of 
CCH and how CCH performs these functions. 
Many references are provided to material in 
other sections of this publication and to 
the CCH program listing. Two types of 
information are presented: 

• Text that discusses the design of CCH. 

• Method of operation diagrams that show 
the functions performed by CCH in the 
order that they occur. The module name 
and label of each processing step are 
included in the implementation notes 
for each diagram. These diagrams can 
be used for quick reference when 
reviewing CCH functions. Diagram CCH-1 
shows how the method of operation dia
grams for CCH are organized. 

FUNCTIONS OF CCH 

The Channel-Check Handler has two pri
mary functions: analyzing the channel fai
lUre and recording the results of this ana
lysis for use by an ERP and the operator or 
system maintenance personnel. 

CCH first analyzes the status of the 
channel, as shown in Diagram CCH-3. Using 
the information in the channel logout or 
the extended channel status word, and con
Sidering the type of channel error and 
which I/O supervisor routine was executing 
when the channel error occurred. CCH must 
determine whether the channel error is 
recoverable. If CCH determines that the 
channel error is recoverable, it returns 
control to the I/O supervisor at the 
correct displacement to allow the I/O 
supervisor to schedule an ERP. If CCH 
determines that the channel error is not 
recoverable, but that operations may con
tinue (for example, when a channel error 
occurs in the Sense routine), it returns 
control to the I/O supervisor at the Rno 
retryR displacement or with the "no retryR 
indicator set in the ERPIB. If the error 
is asynchronous and cannot be associated 
with a specific task, CCH returns control 
to the I/O supervisor at the "alternate 
return" displacement, so that the I/O 
supervisor can restart the channel, essen
tially ignoring the error. 

If CCH determines that a system termina
tion condition exists, it ensures that an 
inboard record is complete and then passes 
control to the Machine-Check Handler to 
write the record and to place the system in 
a disabled wait state. 
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Also, in the process of analyzing the 
channel error, CCH must decide whether to 
flace the ERPIB in the ERPIB table for the 
ERP to use in setting up for retrying the 
operation. CCH does not place the ERPIB in 
this table if the channel error is a system 
termination condition or if the ERP can set 
up for retrying the operation without an 
ERPIB. 

CCH passes the results of its analysis 
to the I/O supervisor in the ERPIB: the 
results of the analysis determine the point 
in the I/O supervisor to which control is 
returned. The I/O supervisor can then 
decide whether to schedule an ERP. The 
ERP, using the information in the ERPIB, 
makes the final decision as to whether the 
device is in a recoverable position. Dia
gram CCH-4 shows the steps for constructing 
an ERPIB. 

Whatever the results of its analysis, 
CCH always attempts to provide the operator 
or maintenance personnel with a record of 
the channel error. Diagram CCH-5 shows the 
steps for constructing a channel error 
inboard record. 

CCH ERROR ANALYSIS 

The first step in analyzing the channel 
error is to determine what bit was set in 
the channel status word -- bit 44 (channel 
data check), bit 45 (channel control 
check), or bit 46 (interface control 
check). Using this information, CCH checks 
for a system termination condition by 
determining if (1) the channel is supported 
by CCH, (2) the logout or ECSW was stored 
completely, and (3) the UCB address is 
valid, as well as by using the inforIl'.ation 
in the logout or the ECSW. Figure CCH-5 
illustrates the differences in CCH execu
tion for the various channels and channel 
checks. 

CCH always builds a work ERPIB. The 
ERPIB table has space for five ERPIBs. The 
work ERPIB is intended to be placed in the 
ERPIB table for use by an ERP and in the 
inboard record for use by the operator or 
system maintenance personnel. In some 
cases, however (system termination condi
tions, nonretryable conditions, or when the 
error recovery procedure does not need an 
ERPIB to set up retrying the operation), 
the ERPIB is not placed in the ERPIB table, 
but is built only for inclusion in the 
inboard record. 

• 
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r---------------------------------T-----------T-----------T-----------T-----------T-----------T-----------, 
I I 2860 I 2870 I 2880 I 135 I 145 I 15511/158 I 
I r---T---T---t---T---T---t---T---T---t---T---T---t---T---T---t---T---T---~ 
I Actions Taken by CCH or Channel ICDCICCCIICCICDCICCCIICCICDCICCCIICCICDCICCCIICCICDCICCCIICCICDCICCCIICCI 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---+---t---t---t---~ 
I Channel logs out. I I x I x I I x I x I x I x I x I I x I x I I x I x I I I I 
~--------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---~ 
I CCH analyzes the logout. I I x I x I I x I x I I x I x I I I I I I I I I I 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---~ 
I CCH moves the ECSW. I I I I I I I I I I I x I x I I x I x I I x I x I 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---~ 
I CCH constructs a work ERPIB. I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---~ 
I CCH places the ERPIB in a list I I x I x I I x I x I I x I x I I x I x I I x I x I I x I x I 
I for the ERP (unless a system I I I I I I I I I I I I I I I I I I I 
I termination condition exists or I I I I I I I I I I I I I I I I I I I 
I the ERP does not need an ERPIB I I I I I I I I I I I I I I I I I I I 
I to set up for retrying the I I I I I I I I I I I I I I I I I I I 
I operation). I I I I I I I I I I I I I I I I I I I 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---t---~ 
I CCH creates the ERPIB to be I x I I I x I I I x I I I x I I I x I I I x I I I 
I placed in the inboard record I I I I I I I I I I I I I I . I I I I I 
I only. I I I I I I I I I I I I I I I I I I I 
r---------------------------------t---t---t---t---t---t---t---t---t---t---t---t---t---+---t---t---t---t---~ 
I CCH attempts to construct an I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I x I 
I inboard record. I I I I I I I I I I I I I I I I I I I 
r---------------------------------t---t---t---t---+---t---t---t---t---t---t---t---t---+---t---+---t---t--~ 
I CCH places the logout in the I I x I x I I x I x I x I x I x I I x I x I I x I x I I I I 
I inboard record. I I I I I I I I I I I I I I I I I I I 
~--------------------------------~---~---~---~---~---~---~---~---~---~---~---~---~---~---~---~---~---~---~ 
I CDC (channel data check) is indicated by bit 44 of the channel status word. I 
I CCC (channel control check) is indicated by bit 45 of the channel status word. I 
I ICC (interface control check) is indicated by bit 46 of the channel status word. I L _________________________________________________________________________________________________________ J 

Figure CCH-5. Differences in CCH execution for the various channels and channel checks 

CCH also always attempts to build an 
inboard record. The inboard record area 
has room for three inboard records. Under 
certain conditions, however, space for an 
inboard record is not available. When 
space for one is available (or when CCH 
clears a space for use because the channel 
error is a system termination condition and 
the Machine-Check Handler must have a reco
rd to write into SYS1.LOGREC), CCH copies 
into it the channel logout (for those chan
nels that log out), the last four bytes of 
the ERPIB, and other information of inter
est to the operator or system maintenance 
personnel. 

Passing Control to CCH from the I/O 
SUpervisor 

CCH receives control from the I/O super
visor through the System Environment Reco
rding Interface routine (SERR04). The 
channel error could have been intercepted 
at anyone of seven points within five rou
tines of the I/O supervisor. To allow CCH 
to determine where the channel error was 
intercepted, the executing routine of the 
I/O supervisor places a value into a field 
labled CATAPP before an interception point 
is reached. If no channel error occurs, 
the value is overlaid by the value of the 
next routine that gains control; if a chan
nel error does occur, the proper value is 

in the byte when CCH gains control. This 
procedure is illustrated in Figure CCH-6. 

Returning Control to the I/O Supervisor 

The UCB Search routine of IGFVCCHC 
returns control to a point in the I/O 
supervisor. The appropriate CCH 
interception-dependent routine, upon 
receiving control from the ERPIBSET routine 
of IGFVCCHC, has set a displacement in 
register 12; the displacement depends on 
the information collected by the CCH ERPIB
SET routine and the appropriate analysis 
routine. The UCB Search routine adds this 
displacement to the I/O supervisor base 
return address in register 14 before 
returning control to the I/O supervisor. 
The return displacements are as follows: 

Name Value 
CCHRTHIO --0-

CCHRTSIO 0 

CCHRTINT 4 

CCHRTSNN 12 

CCHINT2 16 

Return for 
Halt I/O 

Start I/O or Test I/O 

Interruption 

Sense, no retry 

CCH received control on an 
asynchronous interruption 
for which no UCB or RQE 
could be found (the inter
rupt may have been for an 
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Instructions are at strategic positions in the five routines shown 

below to cause values ta be placed into the CCH entry indicator ••••••••• t~ 
byte (CATAPP). These values are repeatedly overlaid as the , 
various routines are executed. 

If there is a channel data check, a channel control check, or an 
interface control check, one of the I/O supervisor routines will 
invoke CCH via SERR04. 

Start I/O Routine for Direct Access Devices 

After TIO---MVI CATAPP,CATTIOSK r--411 
After SIO--MVI CATAPP,CATSSK r- 0 II 

r--Po-s-t-S-ta-rt-I/-O-Ro-u-t-in-e----------, ~ CCH Entry Indicator Byte 

L-A_f_te_r_S_I_O::_-_-_-_M_V_I _C_A_TA_PP...;.,_C_A_TS_I_O __ ...J- 16 =:::>f CA TAPP 
The value in CATAPP 
indicates the routine that 
intercepted the channel 
check. CCH automatically 
invokes the right CCH 
interception-dependent 
routine by using that volue 
as an index to a list of 
branch instructions. 

L-A_I/_f~_er_In_I:_:~_rru_r:..:.:_ito_n_:_uv_p_~rv_c_:_:~_PP..:,_C_A_T_IN_T_---'HO JIm 'L. _____ ~------' 
Sense Subroutine B *+4 (INDEX) 

After TIO--MVI CATAPP ,CA TTlOSN r-12 -After SIO--MVI CATAPP,CATSNS r- 8 0 B CCHSSK 

MVI CATAPP,CATREC r-28 4 B CCHTIOSK - Appropriate 

8 B CCHSNS - CCH 

12 B CCHTIOSN - Intercept i on-

Halt I/O Subroutine 16 B CCHSIO - Dependent 
20 B CCHINT - Routine 

24 B CCHHIO -After HIO--MVI CATAPP,CATHIO r-- 24 

Figure CCH-6. How CCH knows from what I/O supervisor routine it was entered 

address that does not 
exist). This return 
allows the I/O supervisor 
to restart the channel 
without passing control to 
an ERP; the interruption 
is essentially ignored. 

Interfacing with the Machine-Check Handler 

As soon as CCH is entered following a 
chanel error, it sets bit 0 of byte 0 of 
the RVTWSFLG field in the RVT (recovery 
vector table) to 1 to identify itself to 
the Machine-Check Handler should a machine 
check occur during CCH exeuction. The UCB 
Search routine of IGFVCCHC resets the bit 
to 0 just before it releases control. 

If the UCB Search routine of IGFVCCHC 
finds that CCH has determined the channel 
error to be a system termination condition, 
it sets bit 1 of byte 0 of RVTWSFLG to 1 to 
indicate the situation to the Machine-Check 
Handler, and sets bit 0 of byte 0 to O. 
The UCB Search routine then places a X'OF' 
in the machine-check new PSW (location 115) 
for SEREP and branches to the Machine-Check 
Handler using the address in RVTSHUT. It 
places the system in a disabled wait state. 

66 

The address of the inboard record is con
tained in RVTCCHRC. Figure CCH-7 illus
trates the CCH-MCH interface in the RVT. 

Recovery Vector Table (RVT) 

Pointer to CCH inboard 
record when CCH passes 
contro I to MCH. 

CCH has determined that the error 
is a system termination condition. 
MCH places the system in a disabled 
wait state. 

A machine check occurred 
while CCH wos being executed. 

Figure CCH-7. CCH-MCH interface in the 
RVT 

• 

.. 



• 
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Determining Whether the Channel Has Logged 
Out or Stored the ECSW Successfully 

The CCH initialization module (IGFVCCIN) 
sets the logout area to all l's at nucleus 
initialization. When entered. the appro
priate CCH analysis module checks the 
logout area. If any· word of the logout 
area contains all l's the channel has not 
logged out successfully. After analyzing 
the logout. the CCH analysis module 
restores the logout area to all l's so that 
the test can be repeated if another channel 
error occurs. 

Similarly. the CCH initialization module 
sets the first byte of the ECSW area to all 
l's. When entered, the CCH analysis module 
checks the first bit of the ECSW; if it is 
1, the ECSW has not been stored successful
ly. After moving the ECSW to the ERPIB. 
the CCH analysis module restores the first 
byte to all l's so that the test can be 
repeated. 

Why There Might Not Be an ERPIB Available 

Channel errors could be occurring faster 
than error recovery procedures can be sche
duled; therefore, all five ERPIBs could be 
in use. If all five ERPIBs are in use, CCH 
searches the error logical channel queue 
for a UCB address in one of its RQEs that 
matches the UCB address in one of the 
ERPIBs. If CCH does not find matching UCB 
addresses, CCH frees one of the five ERPIBs 
by clearing it to O's. Each of the five 
ERPIBs is thus compared and freed if poss
ible until all ERPIBs that can be freed are 

freed. Finally, CCH searches the ERPIB 
table for the last available ERPIB to use. 

There is also the possibility that there 
is no ERPIB available because the ERP neg
lected to clear the ERPIB when it was 
finished processing the error; this should 
never occur. 

Why There Might Not Be an Inboard Record 
Available 

When the Data Collection routine of 
IGFVCCHC finds that all three inboard reco
rds are full. it sets the "no record avail
ableR switch to indicate that an inboard 
record will not be produced for this error. 
Only if the "system terminationR switch is 
set does the Data Collection routine clear 
one of the inboard records and use it. 

This situation (of all records being 
full) occurs when CCH is entered four or 
reore times for what is essentially the same 
channel error. For an operation that must 
be retried a maximum of ten times by an 
ERP, for example, CCH can be entered 11 
times for the same kind of channel error on 
the same failing operation. Each time, a 
new ERPIB is created. used, and cleared. 
However, since inboard records are pending 
until all retries of the operation have 
been made. and since there are only three 
inboard records available to CCH for reco
rding anyone error, only the first three 
channel errors (the first error and errors 
on the first two retries) are recorded as 
inboard records. 
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CCH METHOD OF OPERATION DIAGRAMS 

These Method of Operation Diagrams show 
the functions of CCH and relate these func
tions to the exact modules and entry points 
in the code where .they are performed. 

These particular diagrams are known as 
HIPO.diagrams because they show Hierarchy 
as well as Input. Processing. and Output. 
The first diagram is a visual table of con
tents. The rest of the diagrams are 
arranged in a hierarchy according to the 
level of detail. 

Read the diagrams left to right. input
processing-output. The processing steps 
are numbered sequentially; these numbers 
also refer to the implementation notes at 
the bottom of most of the diagrams. The 
notes contain additional information about 
the processing steps. 

The arrows are used as follows: 

~ShOWS control flow to or from 
~ another program. 
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......... ~primary processing flow. Shows 
the path followed to accomplish 
the principal function of the 
body of code. 

L..-__ ---..,> Data transfer. Indicates that 
data is moved from one location 
to another. 

.. ----+ Control information transfer. 
Indicates the setting or changing 
of switches or pointers that will 
be used to determine the course 
of future processing. 

------~.~ Pointer. Indicates that a field 
in one data area contains an 
address that points to another 
field or data area. 

~---- Data reference. Indicates that 
the contents of a data area are 
tested or read in order to deter
mine the course of subsequent 
processing. 

.. 

• 
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Diagram CCH-l. CCH Overview and Table of Contents 

Diagram CCH-2 

Initializing CCH 

From 
lOS 

r 

~~iD~io~gr~o~m~C~C~H~-3~ ________________ ~ 

Analyzing the 
Channel Error 

~ 

To lOS 
orMCH 

Diagram CCH-4 

Building the ERPIB 

• 

Providing results of the 

analysis to error recovery 
procedures and the 
operator or system 
maintenance personnel. 

.. 

Diagram CCH-5 

Building the 
Inboard Record 

r 
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Diagram CCH-2. Initializing CCH 

INPUT 

t~j 
SYS1.LlNKLIB 

Register 1 

I I 

-.... 

II 
NIP Parameter List I I U 'I I I Ii-J 

I 

m 
Implementation Notes for Diagram CCH-2 

8 IGFVNIP is a recovery management support macro 
instruction used by NIP to initialize CCH and MCH. 

G 
CD IGFVCCIN first indicates the channel analysis 

routines needed in MASTRBYT, then transfers the 
information to the NI P parameter list. 

'--' " # 

PROCESSING 

lGFVNIP macro instruction 

~ loads IGFVCCIN, passing address of a parameter 
list in register 1. 

IGFVCCIN 

o 

CD 

o 

Issues STORE CHANNEL ID and STORE CPU ID 
instructions and fills in the channel configuration 
word to reflect channels actually in the system. 

Stores code for each analysis module needed in 
the parameter list. 

Fills in logout size, inboard record size, and 
total space needed in the parameter list. 

IGFVNIP macro instruction 

o Sets up logout areas. 

IJ CD 
[] 

Sets up inboard records area. 

0" ., '""." ~O," ,~,m" ;0 ~ ~,-.. , IJ : ~ 
list into the nucleus. 

Establishes linkages to the analysis modules by IJ 
filling in slots in the CCH analysis routine address 

o 
table. -,--

I'v\odule label 

0 
IGFVCCIN STOREID 

IGFVCCIN CHANSUPT 

0 
0 

OUTPUT 

-
Resident 
Nucleus 

IGFVCCIN 

CVT LOGREC DCB Parameter Table 

+0 I Parameter Table ri 
+1161------i 

Channel Configuration Word 

o 
3, 

Register 1 

I I 
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+16 rl c-----.,.---; t Channel 
Configuration 
Word 

I 

I NIP Parameter List 

See Figure CCH-ll. CCH 
Communications Scheme 

I 

Module 

IGFVCCIN 

I I 
J 

Label 

GETRESIZ 

See oS/VS IPL and NIP Logic PLM for further discussion 

[2] of IGFVNIP. 

~ 

'-' .. • '-' 
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+116 

CCH Analysis Routine 
Address T obi e 

r-
I 
I 1,-
III 
II I 

See Figure CCH-l. logout Locations ~ -- - - - I : 

UCBNVBIT~ ;sse' ~--------- J 1 

Wo,k ERPIB ~ - - - - - - - - - - - - - -' I 
1 I I 

PROCESSING 

• DO ANY OF THESE SYSTEM TERMINATION 
CONDITIONS EXIST? 

G Channel not supported. 

~ Channel logout not complete (2860, 2870, 2880) 

ECSW not successfully stored (145, 155). 

-[2] 
-0 

YES 

o 
-0 

UCB/;nvol;d. 

Termination code 3 (system reset). 

Ensures that an inboard record is filled. 

Passes control to Machine-Check Handler to write ~ 
inboard record, issue message, and place system 
in disabled wait state. 

SYSTERM ~ ;, sel. ~ - - - - - - - - - - -1 NO 

SYSTERM~ ;sno'se' ~ ---- - [2] Passes control to I/o supervisor at correct 
displacement as set hy on interception-dependent 
routine. Reg;,'e, 12 ) 

Id;splacemen. I 
R . I J = correct displ acement 
eglster... + 

I Bose Add'e" I 
CSW ~----------

1 1 
CATAP 

1..-----. 

CCHNOLST~ ;,not,el. ~----- --

CCHNOLST~ ;s,el. ~ - - - - - -

See Figure CCH-l. Logout Locations~ - - - - --

• DO ANY OF THESE CONDITIONS EXIST, WHICH 
WOULD ALLOW THE ERPIB TO BE PLACED ONLY IN 
THE INBOARD RECORD? 

-0 The ERPIB is not required for retry of the operation: 
• Channel dato check. 
• Halt I/O interception. 
• 2880 has recovered from on error by i tse I f. 

G Any system termination condition exists (see above). 

NO 

- ~ Places the work ERPIB in the ERPIB table for use by :::t 
an error recovery procedure in setting up for retry 
and in the inboard record. 

YES 

- G Places the work ERPIB in the inboard record only. 

• WHAT TERMINATION AND SEQUENCE CODES SHOULD 
BE SET IN THE ERPIB? 

- ~ Analyzes the channel logout. 

Implementation Notes for Diagram CCH-3 

Module 

[2J If there is no entry in the channel analysis routine IGFVCCHC (ERPIBSET) 
address table for the analysis routine to support the 
channel, then the channel is not supported. 

[2] See discussion on determining whether the channel Correct analysis routine 
has logged out or stored the ECSW successfully. 

[2J There wi II be zeros in register 7 if 105 found no IGFVCCHC (ERPIBSET) 
valid UCB. 

0 IGFVCCHC (ERPIBSET) 

CD If the inboard record has not been built, the 
"CCHNORE"", will b;-;et, so a recursion is 

IGFVCCHC (UCB Sea,ch) 

made thcough IGFVCCHC w;.h the ·'SYSTERM" 

" set. 

Note: All switches or flags (,.) are located in the CCH internal switches, which follow 
the work ERPIB in the coding of IGFVCCHC. See Figure CCH-14. 

Label 

CONSO 0 
[2] See discussion on returning control to the I/O 

Supervisor. 
CCH029A 
CCHLOGOK 

NORMCONT 

NORMCONT El 
El 
@J Also part of the function of building the ERPIB. 

• .. 

OUTPUT 

Set, SYSTERM" on. 
CCHNOLST 1'" on. 

RVTCCHRC 

[t Inboa,d Reco,d J 

Set, CCHNOLST" on 

r 

Inboard 
Record Area 

ERPIB Table • Inboard Record Area 

§8 
Maduie Label 

IGFVCCHC (UCB Search) CCHQUIT 

IGFVCCHC (UCB Sea,ch) CCHGETRG 

IGFVCCHC (ERPIBSET) CCHIOI 
CCHI02 

IGFVCCHC (ERPIBSET) CCHIOI 
CCHI02 

I 



...J Diagram CCH-4. Building the ERPIB 
tv 

Register IBREG 

• ERPIS 

. ter to it. d establishes a pain ~ iloble ERPIB on Finds on ovo 

§ 
CATAP 

. h I/o supervisor • e work ERPIS on wh~~ed. [2] Indicot~s Int:: channel error occu instruction 
I 
Register 7 

UCB Address 0 Stores the . he work ERPIS. UCB address In f' 

Work ERPIB 

See CCH Section 
5: Data Areas 

• the work ERP]S. Sets validity bits In 

ond d onalysis 
ce codes bose on . tion and seque~ 2870 2880). Sets term Ina I logout (286 I I 

of the chonne 

OR I t 
ECSW to the as bytes of the { CD Moves the last ~hreeork ERPIS. 

I t locations. 

three bytes of t~ w 

H-l: Channel ogou 

--

See Figure CC 

Implementation Notes for Diagram CCH-4 

Module lobe I 

~ Five in table. Each is cleared by an ERP. See IGFVCCHC (ERPIS Entry CCHOOO 
discussion of why an ERP]S might not be available. Find) 
CCH always scans the ERPIS table from the bottom 
to the top, so the fifth ERPIB will be filled for the 
first error and the fourth ERPIB will be filled for 
the second error and so on. 

0 See Figure CCH-6. IGFVCCHC (Correct 
CO",N' } interception-dependent CCHTIOSN 

routine) CCHSIO One 
CCHSSK of 
CCHTIOSK these 
CCHINT 
CCHHIO o This is the UCB address from the I/o Supervisor IGFVCCHC (ERPIBSET) CON80 

0 IGFVCCHC (ERPIBSET) CCHCNTU 

0 Correct analysis routine CCH02860 

CCH02870 
CCHLOGOK o CCH always sets byte 0 of the ECSW to X'FF' after the Correct analysis routine CCHI45 

ECSW has been copied to the work ERPIB. CCHOOA48 

l, • , l, • \, 
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Diagram CCH-5. Building the Inboard Record 

~GJ 
-- . 

CVT LOGREC DCB CCH Parameter Table 
Finds an available inboard record; if the "SYSTERM" +0 

~t Parameter Table ~ ~ is set and no record is available, CCH dears 
+4 I one to make it available. +116 t LOGREC DCB I t Inboard 

Record Area n I 
I 
I 

Inboard Record Area 

~--~ Room 

I 
for I 

3 records I 
I 

SYSTERM ~ ~ - - - - - - - - - - - - - - -
___ J [2] Fills the inboard record with general information. 

IJ 
See Figure CCH-l. Channel logout locations. CD Moves the appropriate logout to the inboard record. 

IJ~ 0 Sets the count field in the inboard record. ]]--Y 
Work ERPIB 

GJ I I Moves the last 4 bytes of the completed work ERPIB 
to the inboard record. 

TI CC\V o Moves the failing CCW to the inboard record. I I IJ (-8 from the command 

address in the CSW) 

CVT UCBs [2J Completes the inboard record by filling in up to 

""'" I n I 

eight addresses of active units on the failing channel. 

-

Implementation Notes for Diagram CCH-S 

Module Label 

GJ Recursion. IGFVCCHC (Data Collect) CCHOO7 0 o CCH gets the iobname from the nOT if it exists and is IGFVCCHC (Data Collect) CCHSETFL 
fixed in resident storage; otherwise, CCH gets the 
iobname from the CSCB if it exists and is Fixed. If 
CCH cannot get the jobname from the TIOT or the 
CSCB, it leaves the field fjlled with zeros. 

o If the CCW is not in real storage, a paging exception 
may result. CCH checks if the CCW is in the non-
pageable area; if not, CCH calls IEAPTRV in the 
IEANUCOl load module to XLATE the real CCW address 
to a virtual CCW address and tests the -;:;turn code to see 
if the address is vol id. 

[2J CCH always sets the logout to ones after it has copied Correct analysis routine CCHRETRN 

I 

the logout into the inboard record. TESTRESW 
MOVELOG 
MOVE 

GJ Correct analysis routine 

I 

or IGFVCCHC on channel 
data checks for all but 
the 2880 channel. 

0 

r 

Register 13 

f-
I 

t Inboard record 

I 

I Inboard Record 

See CCH Section 
5: Doto Areas 

--- ------ --

Module Label 

IGFVCCHC (ERPIBSET) CCH102 

IGFVCCHC (ERPIBSET) CCHMOVE 

IGfVCCHC (UCB Search) UCBSCH 



CCH SECTION 3: PROGRAM ORGANIZATION 

ORGANIZATION OF CCH 

CCH consists of one initialization 
module (IGFVCCIN), one central processing 
module (IGFVCCHC), and six channel error 
analysis modules (IGFVCC60, IGFVCC70, 
IGFVCC80, IGFVCC35, IGFVCC45, IGFVCC55). 

The initialization module is brought 
into the system by nucleus initialization 
and is deleted after initialization; its 
function is to aid NIP in initializing CCH 
by indicating what CCH channel error analy
sis routines are to be brought into the 
nucleus and what logout areas are to be set 
up. The central module includes (1) rou
tines that locate and fill part of the 
ERPIB and the inboard record as they ana
lyze the channel error, (2) interfaces with 
the I/O supervisor and the Machine-Check 
Handler, and (3) data areas. The analysis 
modules analyze the channel logout or move 
the ECSW to complete the ERPIB and also 
move the logout to the inboard record. 

The execution of IGFVCCHC, following 
some initial functions, begins at one of 
four interception-dependent routines. The 
interception-dependent routine passes con
trol to and receives control back from the 
ERPIBSET routine. The ERPIBSET routine in 
turn passes control to and receives control 
back from an analysis module. Finally, the 
interception-dependent routine, having 
reviewed the information collected by the 
ERPIBSET routine and the analysis module, 
passes control to the UCB Search routine. 
The UCB Search routine checks flags set by 
the other CCH routines to decide whether to 
return control to the I/O supervisor (and 
at what displacement, using a value set by 
the interception-dependent routine) or to 
pass control to the Machine-Check Handler. 

Figure CCH-8 illustrates the processing 
done by each of the CCH routines to accomp
lish the functions shown in the method of 
operation diagrams. 

INCLUDING CCH IN THE SYSTEM-DYNAMIC LOADING 

CCH uses a technique called dynamic 
loading to save space in the nucleus. 
Dynamic loading involves bringing into the 

74 

nucleus only what is needed for any single 
system configuration. 

During system generation, IGFVCCHC is 
placed in the resident nucleus, and IGFVC
CIN and all six analysis modules are placed 
on SYS1.LINKLIB. During nucleus initiali
zation, NIP, using the IGFVNIP macro 
instruction, brings IGFVCCIN into the resi
dent nucleus. IGFVCCIN determines which 
analysis modules are needed for the system 
configuration by issuing the STORE CHANNEL 
ID and STORE CPU ID instructions. The 
channel configuration word is filled in to 
show which channels are presently in the 
system; it is illustrated in Figure CCd-9. 
IGFVNIP then brings the indicated analysis 
modules into the resident nucleus. Final
ly, IGFVNIP deletes IGFVCCIN from the resi
dent nucleus. 

This loading technique is illustrated in 
Figure CCH-10. For a more detailed discus
sion of CCH initialization, see OS/VS IPL 
and NIP LOgic. 

CCH COMMUNICATIONS SCHEME 

In order to establish pointers to the 
analysis routines, the ERPIB table, and the 
inboard record area, a CCH communications 
area is produced before and during CCH 
initialization. During system generation, 
the address of the first word of the 
SYS1.LOGREC data control block is placed in 
the communications vector table at displa
cement 116. The first word of the 
SYS1.LOGREC DCB contains the address of a 
five-word parameter table, which is the CCH 
portion of the I/O recovery management sup
port communications area (IORMSCOM). 

The areas referred to in the parameter 
table all reside in the resident nucleus 
before CCH is initialized. During nucleus 
initialization, the inboard record area and 
the analysis modules are appended to the 
nucleus by the IGFVNIP macro instruction, 
and their addresses are saved in the CCH 
communications scheme. 

The CCH communications scheme is illus
trated in Figure CCH-11. 

J 
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If a channel doto check, channel control check, 
or interface control check is detected by the I/o 

1 •••••••••••• IIIt~ supervisor, the Channel-Check Handler is invoked 
~ via SERR04. CCH attempts to complete an ERPIS 
~ and an inboard record about the channel error. 

CCH Entry Indicator Byte 
CATAPP 

The value in the indicator byte 
establishes which I/O supervisor 
routine intercepted the channel 
error. The value is placed in 
CATAPP by the I/o supervisor 
routine that was being executed 
when the fai lure occurres (see 
Figure CCH-6). 

CD 
Indicates the presence of 

CCH 

CD 

invokes the right 
subroutine by using 
the value in the 
indicator byte as an 
index to a list of 
bronch instructions. 

* + 4 (index) 

CCHSSK 

CCHTIOSK 

CCHSNS 

12 CCHTIOSN 

r 

8 

Sense Interception 
Routine ® 

o 

Fills in on ERPIB with 
general information. 

• • 

CD 

ERPIBSET branches to the appropriate channel-dependent 
analysis routine for analysis of the logout or moving of 
the ECSW to complete the ERPIB. The analysis routine 
also moves the logout to the inboard record and clears 
the logout area. The analysis routine then posses control 
back to ERPIBSET. 

0) 
Checks for a system 
termination condition. 
Stores the ERPIB in the 
inboard record and in 
the ERPIB table (unless 
record-only is indicated) 
for the error recovery 
procedure to use in 
retrying the operation. 

@ 
@ 

(' 

16 CCHSIO 

20 CCHINT 

~==::-;===::::---i~;';~ ••••• -I~ Completes the inboard record 
Inter.rupt Interception When the interception- by filling in up .to eig~t I II I/o Supervisor 

........ ~ Routine dependent routine addresses of active units on • 
receives control bock the failing channel. 

Figure CCH-8. 

24 CCHHIO Halt 1/0 Interception 
Routine 

from ERPIBSET it passes If system termination is 
control to UCB Search. necessary, insures that an 

The appropriate interception-dependent 
routine first sets the appropriate bit in 
the ERPIB to show where the channel 
error occurred. It then branches to 
ERPIBSET to fill ;n the ERPIB. 

inboard record has been 
completed before giving 
control to MCH to place 
the system in a wait state. 

Overview of processing by CCH routines 

Search passes control bock to 
the I/o supervisor for the Outboard 
Recorder routine to write the inboard 
record on SYSl . LOGREe and to 
issue operator awareness message 
IFB0021. The I/o supervisor can 
then schedule an error recovery 



r---------------------------------------------------------------------------------------, 
I 
I CCH Parameter Table 

r---------------------------, 
I I 
I I 
I ~r---~ 

+16tf~h~~~~1-~~~fi;~~~~i~~-;~;dl L ___________________________ J 

r---T---T---T---T---T---T---T---T---T---~---T---~---T---T---T---' 

I I I I I I I I I I I I I I I I I 
I I I I I I I I I I I I I I I I I 

~~I I I I I I I I I I I I I I I I I L ___ L-__ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ ~ ___ J 

o 4 8 12 16 20 24 28 32 36 40 44 48 52 26 60 

The channel configuration word is 64 bits long. Each half-byte represents one 
channel. Each channel is represented by a four-tit hexadecimal digit as follows: 

Four Bit Hex Count 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
A 
B-E 
F 

Channel Assignment 
No channel attached 
Integrated multiplexer channel 
Integrated selector channel 
Integrated block multiplexer channel 
Reserved 
2860 selector channel 
2870 multiplexer channel 
2880 block multiplexer channel 
2880 selector channel 
Reserved 
Integrated file adapter 
Reserved 
Unrecognized channel attached 

Figure CCH-9. Channel configuration word 
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Nucleus 

A t End of System Generation 

IGFVCCHC 

IGFVCCIN 

IGFVCC60 

IGFVCClO 

IGFVCC80 

IGFVCC45 

IGFVCC55 

.AOSCE 

At Nucleus Initilization 

NIP loads IGFVCCIN 

(~;========:>during nucleus initialization. 
NIP deletes IGFVCCIN 

IGFVCCHC 

Nucleus 

Figure CCH-10 . 

during initial program 
loading after IGFVCCIN has 

IGFVCCIN completed its functions. 

Analysis 
Routine(s) 

SYS 1. LlNKLIB 

The IGFVNIP macro of NIP 
(using information passed to 
it by IGFVCCIN) brings in 
whatever channe I error 
analysis routine(s) are 
required for the channels 
indicated by the STORE 
CPU ID and STORE 
CHANNEL ID instructions. 

CCH dynamic loading 
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00 

'11 

CVT 

Note: This communications scheme is the one that would 
exist following initialization of a system with 2860, 
2870, and 2880 channels attached. 

172',---;-------------, 

First 5 Wo,ds of 10RMSCOM 

t Inboard Record Area 

CCH Analysis Routine 
Address Table 

t Channel Configuration Word 

Logout Area (if needed) 

Inboard Record Area 
(Room for 3 Records) 

2870 Analysis Routine 

2860 Analysis Routine 

---, 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
I 

2880 Analysis Routine I 
I 
I 

____________________________ ----L- ___________________ -.J 

Nucleus 

Figure CCH-l1. CCH communications scheme following a possible initialization 

~ # • ~ ,. 

Addition to Nucleus Made by 
CCH Initialization 
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CCH MODULE DESCRIPTIONS 

The following module descriptions summarize the functions of each CCH module. Addi
tional information about CCH modules can be found in the method of operation diagrams and 
in the prologues for each module. Prologues can be found on the microfiche. 

r---------------------------------------------------------------------------------------, 
I IGFVCCIN - CCH Initialization I 
~---------------------------------------------------------------------------------------~ 
I I 
I • Determines which analysis modules are needed for the channels in the system. I 
I I 
I • Informs IGFVNIP which analysis modules are needed (for IGFVNIP to bring into the I 
I nucleus). I 
I I 
I • Informs IGFVNIP how much real storage is needed for the inboard records and I 
I logouts, and indicates the sizes of the logouts and the size of one inboard I 
I record. I 
I I 
~----------------------------T----------------------------T-----------------------------~ 
I Entry Point I Entered From I Exi ts To I 
~----------------------------+----------------------------+-----------------------------~ I IGFVCCIN I IGFVNIP I IGFVNIP with the parameter I 
I I I list filled. I L-___________________________ ~ ____________________________ ~ _____________________________ J 

r---------------------------------------------------------------------------------------, 
I IGFVCCHC - CCH Central Processing I 
~---------------------------------------------------------------------------------------~ 

• Sets a bit to signify that CCH had control in case a system termination condition 
exists. 

• Checks for a valid UCB address. 

ERPIB Entry Find routine 

• Determines the address of an available ERPIB. 

Data Collection routine 

• Determines the address of an available inboard record. 

• Places general information in the inboard record. 

Branch Table routine 

• Branches to the correct interception-dependent routine using the value set by the 
I/O supervisor in CATAP. 

I 
I 
I 
I 
I 
I 
I 
I 
I 

I 
I 

Interception-Dependent routines I 
I 

Start I/O and Test I/O I 
I 

• Sets the SIO or TIO bit in the work ERPIB. I 
I 

• Passes control to the ERPIBSET routine to complete the ERPIB. I 
I 

• Sets the SIO or TIO displacement for return to the I/O supervisor. I 
I 

• Passes control to the UCB Search routine. I _______________________________________________________________________________________ J 
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r---------------------------------------------------------------------------------------, I IGFVCCHC - CCH Central Processing (Cont'd) I 
.---------------------------------------------------------------------------------------~ 

I 
Interception-Dependent routines (Cont' d) I 

I 
Sense I 

I 
• Sets the SIO or TIO bit in the work ERPIB. I 

• Indicates that the ERPIB is for the inboard record only. 

• Passes control to the ERPIBSFI' routine to complete the ERPIB. 

• Sets the nno retry" displacement for return to the I/O supervisor and the nno 
retry" bit in the ERPIB. 

• Passes control to the UCB Search routine. 

Interruption 

• Sets the interruption bit in the work ERPIB. 

• Passes control to the ERPIBSET routine to complete the ERPIB. 

• Sets the interruption or alternate return displacement for return to the I/O 
supervisor. 

• Passes control to the UCB Search routine. 

Halt I/O 

• Sets the HIO bit in the work ERPIB. 

• Indicates that the ERPIB is for the inboard record only. 

• Passes control to the ERPIBSET routine to com~l€te the ERPIB. 

• Sets the HIO displacement for return to the I/O supervisor. 

• Passes control to the UCB Search routine. 

ERPIBSET routine 

• Stores the UCB address in the work ERPIB. 

• Checks to ensure that the channel is supported. 

• Places general information in the ERPIB. 

• Passes control to the correct analysis module to complete the ERPIB (bypasses the 
analysis module for channel data checks, except on the 2880 channel). 

• Examines the bits set by the analysis module and sets appropriate flags. 

• Moves the ERPIB to the ERPIB table and to the inboard record or to the inboard 
record only. 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I • Returns control to the correct interce~ion-de~end€nt routine. I L _______________________________________________________________________________________ J 

80 

.. 

.. 



• 

• 

r---------------------------------------------------------------------------------------, 
I IGFVCCHC - CCH Central Processing (Cont'd) I 
r---------------------------------------------------------------------------------------~ 
I I 
I UCB Search routine I 
I I 
I • Completes the inboard record with up to eight addresses of active units on the I 
I failing channel. I 
I I 
I • If system termination is indicated, returns to IGFVCCHC, if necessary to complete I 
I an inboard record. Passes control to MCH. I 
j I 
I • If system termination is not indicated, passes control to the I/O supervisor. I 
I I 
r---------------T------------------T----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
r---------------+------------------+----------------------------------------------------~ 
I IGFVCCHC I I/O supervisor I Machine-Check Handler via a branch to the address I 
I I I contained in RVTSHUT if a system termination con- I 
I I I dition exists. I 
j I I I 
I I j I/O supervisor via register 14 if a system ter- I 
I I I mination condition does not exist. I L-______________ ~ __________________ ~ ____________________________________________________ J 

r---------------------------------------------------------------------------------------, 
I IGFVCC60 - CCH 2860 Channel Error Analysis I 
t---------------------------------------------------------------------------------------~ 
I 
I • Indicates system termination if the logout is not complete. 
I 
I • Examines combinations of bits set in the channel logout and then sets bits in the 
I work ERPIB to indicate: 
I 
I Validity of the unit address, device status, channel program address, and count. 
I 

Source of error. 

Termination code. 

Sequence code. 

• Moves the channel logout to the inboard record. 

• Sets the logout area to l's. 

• Puts the record length in the inboard record count field. 

t----------------------------T-----------------------------T----------------------------~ 
I Entry Point I Entered From I Exits To I 
r----------------------------+-----------------------------+----------------------------~ 
I IGFVCC60 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I l ____________________________ ~ _____________________________ ~ ____________________________ J 
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,--------------------------------------------------------------------------------------, 
I IGFVCC70 - CCH 2870 Channel Error Analysis I 
r---------------------------------------------------------------------------------------~ ~ 

• Indicates system termination if the logout is not complete. 

• Examines combinations of bits set in the channel logout and then sets bits in the 
work ERPIB to indicate: 

validity of the unit address. device status, channel program address, and count. 

Source of error. 

Termination code. 

Sequence code. 

• Moves the channel logout to the inboard record. 
I 

• Sets the logout area to l's. I 
I 

• puts the record length in the inboard record count field. I 
I 

~----------------------------T-----------------------------r----------------------------~ 
I Entry Point I Entered From I Exits To I 

r----------------------------+-----------------------------+----------------------------~ 
I IGFVCC70 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I L ____________________________ ~ _____________________________ ~ ____________________________ J 

r---------------------------------------------------------------------------------------, I IGFVCC80 - CCH 2880 Channel Error Analysis I 
~---------------------------------------------------------------------------------------~ 
I 
I • Indicates system termination if the logout is not complete. 
I 
I • Examines combinations of bits set in the channel logout and then sets bits in the 
I work ERPIB to indicate: 
I 
I Validity of the sequence code, unit address, device status, and channel program 
I address. 
I 
I Source of error. 
I 
I Termination code. 
I 
I Sequence code. 
I 
I • Moves the channel logout to the inboard record. 
I 
I • Sets the logout area to l's. 
I 
I • Puts the record length in the inboard record count field. 
I 
r----------------------------T-----------------------------T----------------------------~ 
I Entry Point I Entered From I Exits To I 
~----------------------------+-----------------------------+----------------------------~ 
I IGFVCC80 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I L ____________________________ ~ _____________________________ ~ ____________________________ J 
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r---------------------------------------------------------------------------------------, 
I IGFVCC35 - CCH 135 Channel Error Analysis I 
~-------------------------------------------------~-------------------------------------~ 

~ • Indicates system termination if the ECSW is not complete. 

• Moves the last three bytes of the ECSW to the last three bytes of the work ERPIB. 

• Moves the hardware-stored unit address to the intoard record. 

• Moves the channel logout to the inboard record. 

• Sets the logout area and the first byte of the ECSW to l's. 
.. 

• Puts the record length in the inboard record count field. 

~---------------------------T-----------------------------T----------------------------~ 
I Entry Point I Entered From I Exits To I 

~---------------------------+-----------------------------+----------------------------~ 
I IGFVCC35 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I L ____________________________ ~ _____________________________ ~ ____________________________ J 

r---------------------------------------------------------------------------------------, 
I IGFVCC45 - CCH 145 Channel Error Analysis I 
~--------------------------------------------------------------------------------------~ 
I I 
I • Indicates system termination if the ECSW is not complete. I 
I I 
I • Moves the last three bytes of the ECSW to the last three bytes of the work ERPIB. I 
I I 
I • Moves the hardware-stored unit address to the intoard record. I 
I I 
I • Moves the channel logout to the inboard record. I 
I I 
I • Sets the logout area and the first byte of the ECSW to l's. I 
I I 
I • Puts the record length in the inboard record count field. I 
I I 
~---------------------------T-----------------------------T---------------------------~ 
I Entry Point I Entered From I Exits To I 

~---------------------------+-----------------------------+---------------------------~ 
I IGFVCC45 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I L ____________________________ ~ _____________________________ ~ ____________________________ J 

r---------------------------------------------------------------------------------------, 
J IGFVCC55 - CCH 15511/158 Channel Error Analysis I 
~-------------------------------------------------------------------------------------~ 
I 
I • Indicates system termination if the ECSW is not complete. 

• I 
I • Moves the last three bytes of the ECSW to the last three bytes of the work ERPIB. 
I 
I • Moves the hardware-stored unit address to the intoard record. 
I 
I • Sets the first byte of the ECSW to l's. 
I 
I • Puts the record length in the inboard record count field. 
I 
I Note: Also provides minimum support for unrecognized channels. 
I 
~----------------------------T-----------------------------T---------------------------~ 
I Entry Point I Entered Frorr. I Exits To I 
~----------------------------+-----------------------------+----------------------------~ 
I IGFVCC55 I IGFVCCHC I IGFVCCHC I 
I I (ERPIBSET) I (ERPIBSET) I L ___________________________ ~ _____________________________ ~ ___________________________ .J 
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CCH SECTION 4: DIRECTORY 

The directory provides a quick reference 
from this publication to the pertinent cod
ing, or from the coding back into the pub
lication. The directory contains the fol
lowing information: 

library: The place where the module 
resides tefore initialization. 

Name: The descriptive name used to refer 
to the module. 

Module and CSECT Name: The name of the 
object module and CSECT containing the cod
ing indicated by the label. Diagram: The method of operation diagram 

containing information about the coding 
identified by the label. Label: Names taken from the listing for 

entry points, significant sections of cod
ing, and data areas. 

r----------T----------T--------------T------------------------------------------T-------, 
IModule andl I I I I 
ICSECT Name I Label I Library I Name I Diagram I 
.----------+----------+--------------+------------------------------------------+-------~ 
I IGFVCCIN I CHANSUPT I SYS1.LINKLIB I CCH Initialization I 2 I 
I I GETRESIZ I I I 2 I 
I I STOREID I I I 2 I 
.----------+----------+--------------+------------------------------------------+-------~ 

IGFVCCHC CCHCNTU Nucleus I CCH Central 4 
CCHGETRG I 3 
CCHHIO I 4 
CCHINT 4 
CCHMOVE 5 
CCHQUIT 3 
CCHSETFL 5 
CCHSIO 4 
CCHSNS 4 
CCHSSK 4 
CCHTIOSK 4 
CCHTIOSN 4 
CCHOOO 4 
CCH007 5 
CCH101 3 
CCH102 3,5 
CONSO 3,4 
UCBSCH 5 

.----------+----------+--------------+------------------------------------------+-------~ 
I IGFVCC60 I CCHRETRN I SYS1.LINKLIB I CCH 2860 Channel Error Analysis I 5 I 
I I CCH02860 I I I 4 I 
I I CCH029A I I I 3 I 
~----------+----------+--------------+------------------------------------------+-------~ I IGFVCC70 I CCHRETRN I SYS1.LINKLIB I CCH 2870 Channel Error Analysis I 5 I 
I I CCH02870 I I I 4 I 
I I CCH029A I I I 3 I 

.----------+----------+--------------+------------------------------------------+-------~ 
I IGFVCC80 I CCHLOGOK I SYS1.LINKLIB I CCH 2880 Channel Error Analysis I 3,4 I 

I I TESTRESW I I I 5 I 

~---------+----------+--------------+------------------------------------------+-------~ 
I IGFVCC35 I CCH35 I SYS1.LINKLIB I CCH 135 Channel Error Analysis I 4 I 

I I MOVELOG I I I 5 I 

.----------+----------+--------------+------------------------------------------+-------~ 
I IGFVCC45 I CCH45 I SYS1.LINKLIB I CCH 145 Channel Error Analysis I 4 I 

I I MOVE I I 15 I 

.----------+----------+--------------+------------------------------------------+-------~ 
I IGFVCC55 I CCHOOA48 I SYS1.LINKLIB I CCH 15511 Channel Error Analysis I 4 I L __________ ~ __________ ~ ______________ ~ __________________________________________ ~ _______ J 
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CCH SECTION 5: DATA AREAS 

This section contains descriptions of the principal data areas used by 
CCH: 

• Channel-Check Handler parameter table 

• Error recovery procedure interface block (ERPIB) 

• Channel error inboard record 

The symbolic names shown in individual fields represent the displace
ment, in bytes, from the beginning of a specific data area to the field. 
Access is gained to a specific field by using an instruction in which the 
beginning address of the area (usually contained in a register) is the 
base address, and the symbolic field name represents the displacement. 
Use of the fields can be traced in the CCH listings by first locating the 
symbolic field names in the cross-reference table at the back of the 
listings and then noting where the names are used. 

The field headings and their meanings are: 

Displacement: The numeric address of the field relative to the beginning 
of the data area. The first number is in decimali the second (in paren
theses) is the hexadecimal equivalent. 

Bytes and Bit Patterns: The size (number of bytes) of the field and the 
bit settings of flag fields: that is, the state of bits in a byte. When 
the column is used to show the state of bits, it is shown as follows: 

1 ..• 

•• xx 

The eight bit positions (0-7) in a byte. For ease of scan
ning, the high-order (left-hand) four bits are separated 
from the low-order four bits. 

A reference to bit O. 

Bits 6 and 7 are reserved • 

Bit settings that are significant are shown and described. Bit settings 
that are not presently significant are described as reserved bits. 

Field Name: A name that identifies the field. 

Field Description: The use of the field. 

Figure CCH-12 is provided to assist in locating CCH fields. This 
figure contains an alphabetic list of the fields with their 
di splacements • 
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r---------------T----------------T--------------T---------T------------, 
I I I CCH I I I 
I I I Parameter I I Inboard I 
I Field Name I Displacement I Tatle I ERPIB I Record I J 
~---------------+----------------+--------------+---------+------------~ 

ACTIO 40 (28) x 
CCHANTAB 12 (C) x 
CCHBASE 8 (8) x 
CCHCFGWD 16 (10) x 
CCHPTTAB 0 (0) x 
CHANID 80 (50) x 
CHNLOG 92 (5C) x 
COUNT 0 (0) x 
CPUIDFD 24 (18) x 
CSWLWB 64 (40) x 
CUADDR 81 (51) 
DEVTP 76 (4C) 

x • x 
ECSW 72 (48) x 
ERPIBAD 0 (0) x 
FAILCCW 56 (30) x 
FLAG 4 (4) x 
IGBLAME 5 (5) x 

I I GPRGLFG 4 (4) x 
I IGTERMSQ 7 (7) x 
I IGVALIDB 6 (6) x 
I IGUCB 1 (1) x 
I JOBID 32 (20) x 
I KEY 8 (8) x 
I RECORDl 5 (5) x 
I RELENGTH 6 (6) x 
I SWITCHES 10 (OA) x 
I TIME 16 (10) x 
I TIOADDR 88 (58) x L _______________ ~ ________________ ~ ______________ ~ _________ ~ __________ _ 

Figure CCH-12. Locations of CCH fields 
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CHANNEL-CHECK HANDLER PARAMETER TABLE 

This data area is located in the first five words of the IORMSCOM 
(input/output recovery management support communications area). Its use 
in the Channel-Check Handler communications scheme is illustrated in 
Figure CCH-ll. 

Dis placement 
o (0) 

o (0) 

4 (4) 

5 (5) 

8 (8) 

12 (C) 

16 (10) 

Bytes and 
Bit Patterns 

20 

4 

1 

3 

4 

4 

4 

Field Name 
CCHPTTAB 

ERPIBAD 

FLAG 

RECORD 1 

CCHBASE 

CCHANTAB 

CCHCFGWD 

Field Description 

Address of error recovery pro
cedure interface block table. 

Flag indicating if there are 
any inboard records to be 
written. 

Address of inboard record 
area. 

CCH base register value. 

Address of CCH channel error 
analysis routine pointer 
taJ:::le. 

Address of channel configura
tion word • 
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ERROR RECOVERY PROCEDURE INTERFACE BLOCK 

The ERPIB (error recovery procedure interface block) is the eight-byte 
field in which CCH places the results of its analysis of the channel 
error for use by the appropriate ERP. 

Displacement 
o (0) 
1 (1) 

4 (4) 

5 (5) 

Bytes and 
Bit Patterns 

1 

1 ... 

.1 •• 

•• 1. 

• •• 1 

1 •.. 
. 1 .• 
· .1. 
• .. 1 

3 

1 

. 1 .. 

. • 1. 
•.. 1 

x .•. 
1 

1 ••• 
• xxx 

Field Name 

IGUCB 

IGPRGLFG 

1GB LAME 

Field Description 
Reserved. 
Address of the unit control 
block for the device in use 
when the channel failure 
occurred. The ERP uses this 
address to locate the correct 
ERPIB for the current error. 
Program flags. Indicates the 
selection or interruption 
sequence when the CSW was 
stored: 
csw was stored after a Start 
I/O instruction was executed. 
csw was stored after an I/O 
interruption. 
csw was stored after a Test 
I/O instruction was executed. 
CSW was stored after a Halt 
I/O instruction was executed. 
Sense data was stored • 
Count in CSW is valid . 
No retry is to be attempted 
under any conditions. 
Reserved. 
Probable source of error. The 
determination is made by the 
channel on the basis of the 
type of error check, the loca
tion of the checking station, 
the information flow path, and 
the success or failure of 
transmission through previous 
check stations. 

Normally, only one bit is 
set in this field. However, 
when communication cannot be 
resolved to a single unit, 
such as when the interface 
between units is at fault, 
multiple bits (normally two) 
may be set in this field. 
When a reasonable determina
tl0n cannot be made, all bits 
in this field are set to o. 

If the detect and source 
fields indicate different 
units, the interface between 
them can also be considered 
suspect. 
CPU error. 
Channel error • 
Storage control unit error. 
storage error. 
Control unit error. 
Reserved • 

.. 



Displacement 
6 (6) 

7 (7) 

Bytes and 
Bit Patterns 

1 

1 ..• 
· •• 1 

1 ... 
.1 .. 

• • 1. 
• • . 1 

. xx. 
1 

11.. 

• • xx 
1 ... 

• • •• .111 

Field Narre 
IGVALIDB 

IGTERMSQ 

Field Description 
Validity indicators. When the 
designated field is stored by 
the channel with the correct 
contents, the validity bit is 
1. When the designated field 
is stored by the channel with 
unpredictable contents, the 
validity bit is o. The vali
dity bits for nonstored fields 
are meaningless. 
Interface address is valid. 
Sequence code is valid. 
Unit status is valid. 
Command address is valid. The 
CSW contains a valid command 
address. 
channel address is valid • 
Device address is valid • 
Reserved • 
Termination and sequence 
(retry) codes: 
Termination code. Specifies 
the termination signals used 
on the I/O interface after the 
channel detected the error. 
This field has meaning only 
when a channel control check 
or an interface control check 
is indicated in the CSW. When 
neither of these is indicated, 
no termination has been forced 
by the channel. 

00 Interface disconnect. 
01 Stop, stack, or normal 

termination. 
10 Selective reset. 
11 System reset. 

Reserved. 
I/O error alert. The indi
cated unit has signaled the 
I/O error on the I/O inter
face. The channel performs a 
selective reset and causes an 
interface control check to be 
set in the CSW. 
Sequence code. The sequence 
codes have different meanings 
for the stand-alone and inte
grated channels, as follows: 

For 2860, 2870, and 2880 chan
nels: Indicates when the 
channel detected the error. 
Meaningful only for channel 
control checks or interface 
control checks. Not to be 
used by error routines 
involved with unit checks. 

000 The error occurred during 
execution of a Test I/O 
instruction. A pending 
interruption in the chan
nel may have been 
cleared. 
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Displacement 
7 (7) 

Bytes and 
Bit Patterns 
(Continued) 

Field Name 
IGTERMSQ 

Field Description 
001 The channel has sent a 

Command Out signal but 
has not yet examined the 
unit status. May indic
ate unpredictable move
ment on devices with con
trol units that start 
movement at the Command 
Out signal. 

010 The device accepted the 
command but no data was 
transferred. Magnetic tape 
devices do not begin tape 
motion for a write operation 
until the first byte of 
data has been transferred. 

011 At least one byte of data 
was transferred over the 
interface. The command 
address in the CSW is 
eight bytes higher than 
the address of the com
mand causing the data 
transfer. In general 
this means device move
ment may have taken place 
if an Interface Discon
nect signal was issued. 

100 The command was not 
accepted by the control 
unit, or a Command Out 
signal has not been sent 
to the control unit for 
the command at the 
address eight bytes high
er than the address in 
the CSW. No device move
ment has taken place. 

101 The command was accepted 
but data transfer may not 
have taken place. If the 
termination code is 
"interface disconnect,· 
activity can be retried 
on most devices. It cannot 
be retried if the command 
was a Write command for a 
magnetic tape device. 

110 Reserved. 

111 No other codes apply. If 
any other sequence codes 
are retryable, this code 
is retryable. 

For 135, 145, and 15511 chan
nels: Identifies the I/O 
sequence in progress at the 
time of the error. It is 
meaningless if stored during 
the execution of Halt I/O or 
Halt Device. 

J 



Displacement 
7 (7) 

Bytes and 
Bit Patterns 
(Continued) 

Field Naree 
IGTERMSQ 

Field Description 
For all cases, the channel 

program address, if validly 
stored and nonzero, is the 
address of the current CCW+8. 

When a Test I/O is issued 
to a channel with a pending 
channel logout condition, the 
Test I/O causes the channel to 
store a CSW, perform a logout, 
and reset the condition without 
regard for the device address 
associated with the Test I/O. 
The I/O address that pertains 
to the logout condition is 
stored in locations 185-187. 

A logout resulting from an 
error that occurred during the 
execution of a Test I/O 
instruction can be differen
tiated from a logout cleared 
by a Test I/O by examining the 
sequence code, because 
sequence code 0 can only occur 
in the first situation. 

000 A channel-detected error 
occurred during the 
execution of a Test I/O 
instruction. 

001 command Out with a non
zero command byte on Bus 
Out has been sent by the 
channel, but device sta
tus has not yet been ana
lyzed by the channel. 
This code is set with a 
Command Out response to 
Address In during initial 
selection. 

010 The command has been 
accepted by the device, 
but no data has been 
transferred. This code 
is set by a Service out 
or Command Out response 
to status In during an 
initial selection 
sequence, if the status 
is either channel end 
alone, or channel end and 
device end, or channel 
end, device end, and sta
tus modifier, or all O·s. 

011 At least one byte of data 
has been transferred over 
the interface. This code 
is set with a Service Out 
response to Service In 
and, when appropriate, 
may be used when the 
channel is in an idle or 
polling state. 
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Displacement 
1 (1) 

Bytes and 
Bit Patterns 
(Continued) 

Field Narre 
IGTERMSQ 

Field Description 
100 The command in the cur

rent CCW has either not 
yet teen sent to the 
device or else was sent 
but not accepted by the 
device. This code is set 
when one of the following 
occurs: 

• When the command 
address is updated dur
ing command chaining or 
a Start I/O. 

• When Service Out or 
Command out is raised 
in response to Status 
In during an initial 
selection sequence with 
the status on Bus In 
including attention, 
control unit end, unit 
check, unit exception, 
busy, status modifier, 
(without channel end 
and device end) or 
device end (without 
channel end). 

• When a short, control
unit-busy sequence is 
signaled. 

• When command retry is 
signaled. 

• When the channel issues 
a Test I/O command 
rather than the command 
in the current CCW. 

101 The command has been 
accepted, but data 
transfer is unpredict
able. This code applies 
from the time a device 
comes on the interface 
until the time it is 
determined that a new 
sequence code applies. 
It may thus be used when 
a channel goes into the 
polling or idle state and 
it is impossible to 
determine that code 2 or 
3 applies. It may also 
be used at other times 
when a channel cannot 
distinguish between codes 
2 and 3. 

110 Reserved. 

111 Reserved. 
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CHANNEL ERROR INBOARD RECORD 

The inboard record is the place where CCH stores information about the 
channel error to be written into the SYS1.l0GREC data set for use by the 
operator and system maintenance personnel. 

Bytes and 
Dis Elacement Bit Patterns Field Name Field DescriEtion 

0 (0) 6 COUNT Count information for the Out-
board Recorder. 

6 (6) 2 RELENGTH Record length. The length of 
the record minus 10 bytes. 

8 (8) 2 KEY Record ID. The first byte 
contains X' 20' to identify the 
record as CCH inboard record • 
The second byte contains: 

Bits 0,1,2 OOO=OS system 
010=OS/VS system 

3-7 release level 
( binary) 

10 (OA) 2 SWITCHES 

10 (OA) 1 SWBYTEO 
1 ••• Operator action message. 
.1 •• System/370 machine - date and 

time from System/370 clock. 
• .1. EC mode. 
• •. x xxxx Reserved. 

11 (OB) SWBYTEl 
1 ... Message required. 
• 1 •• Record incomplete • 
.. 1. CCH terminated system • 
• •• 1 Channel not supported. 

xxxx Reserved. 
12 (OC) 4 Reserved. 
16 (10) 8 TIME Time and date record was made, 

from STORE CLOCK instruction. 
24 (18) 8 CPUIDFD Model and serial numbers of 

the CPU on which the error 
occurred. 

32 (20) 8 JOBID Name of the job being executed 
when the failure occurred. 

40 (28) 16 ACTIO Addresses of I/O devices 
active at the time of the fai-
lure on the failing channel 
(maximum of eight). 

56 (0) 8 FAILCCW Failing CCW. The last real 
CCW executed before the 
failure. 

64 (40) 8 CSWLWB Contents of the CSW stored at 
the time of the failure. 

72 (48) 4 ECSW The last four bytes of the 
ERPIB. For the 135, 145, and 
15511 channels, the last three 
bytes of the ERPIB are equiva-
lent to the last three bytes 
of the extended channel status 
word. 

76 (4C) 4 DEVTP The device type, taken from 
the UCB for the failing 
device. 

80 (50) 1 CHANID Channel type ID taken from the 
channel configuration word 
(produced during system 
generation). 
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Displacement 
81 (51) 

84 (54) 
88 (58) 

92 (5C) 

Bytes and 
Bit Patterns 

3 

4 
4 

Variable 
length 

Field Name 
CUADDR 

T10ADDR 

CHNLOG 

Field Description 
Address of the channel and 
unit being used when the fai
lure occurred. For a (2314, 
the address is the one ini
tially associated with the 
cell experiencing the error. 
Reserved. 
Unit address as stored by com
puter in location 184. See 
"Note" for field CHNLOG. 
Logout information sent by the 
channel. The length of this 
field varies with the type of 
channel: 

Channel Length 
r-----------r--------------, 
I 2860 I 24 bytes I 
r-----------+--------------~ 
I 2870 I 24 bytes 1 
r-----------+--------------~ 
I 2880 I 112 bytes 1 
r-----------+--------------~ 
I 135 I 24 bytes I 
r-----------+--------------~ 
I 145 I 96 bytes I 
r-----------+--------------~ 
I 15511/1581 0 bytes I L ___________ ~ ______________ J 

Note: For the 2860, 2870, and 
2880 channels, there is no 
T10ADDR field in the inboard 
record; the CHNLOG field 
therefore begins at displace
ment 88 for those three 
channels. 

J 
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CCH SECTION 6: DIAGNOSTIC AIDS 

This section contains information to aid in locating errors in CCH. Figure 
CCH-13 shows the contents of the general purpose registers expected upon entry to 
each CCH module. Figure CCH-14 shows the internal switches (or flags) used by 
CCH and discussed in other parts of this book. 

Register Input Expected by Each CCH Module 

Register Register 
IGFVCCIN IGFVCCHC IGFVCC60 IGFVCClO IGFVCC80 IGFVCC45 IGFVCC55 

Name Number 

RO 0 

INDEX 1 Address of 
RVTREG Parameter List 

10BREG 2 lOB Address 

RTNADRG 3 Base Address Base Address Base Address Base Address Base Address 
WORK3 

LOGBASE 4 
WRK4 

IBREG 5 

CUAREG 6 Unit Address Un it Address Unit Address Unit Address Unit Address Unit Address 
UAREG 

UCBREG 7 UCB Address 
(or 0) 

WKERPIB 8 Base Address Base Address Base Address Base Address Base Address 
for for for for for 
WORKERPIB WORKERPIB WORKERPIB WORKERPIB WORKERPIB 
and and and and and 
SWITCHES SWITCHES SWITCHES SWITCHES SWITCHES 

CVTREG 9 CVT Address CVT Address CVT Address 
WKREGO 
WORK5 
WORKREG9 

LIN KREG2 10 Return to Return to Return to Return to Return to 
WKREG 1 IGFVCCHC IGFVCCHC IGFVCCHC IGFVCCHC IGFVCCHC 

LOGPTR 11 
RESZREG 
WKREG2 
WORKREGB 

MOVEREG 12 
R 12 
WKREG3 
WORKREGC 

REREG 13 Inboard Inboard Inboard Inboard Inboard 
Record Record Record Record Record 
Address Address Address Address Address 

LlNKREG 1 14 Return to NIP Return to I/O 
R14 Supervisor 
WORK4 

BASE 15 Base Address 

Figure CCH-13. Register input expected by the modules of CCH 
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The internal switches used by CCH follow the WORKERPIB in the code of IGFVCCHC. 

Name Equated To Meaning Indicates Set By Cleared By Interrugated By 

CCHCMDRG X'80' Command register Valid parity in 2860 logword IGFVCC60 IGFVCCHC IGFVCC60 
parity valid for command register. (Initial Entry) 

CCHNORE X'40' No inboard record There ;s no inboard record IGFVCCHC IGFVCCHC IGFVCCHC (all 

available ava; lab Ie to record this error. (Initial Entry) (Initial Entry) i ntercepti 0 n -dependen t 
routines except 
CCHHIO; ERPIBSET; 
UCBSCH) 
IGFVCC60 
IGFVCClO 

• 
CCHERFRE X'20' ERPIB freed from An ERPIB has been freed for IGFVCCHC IGFVCCHC IGFVCCHC 

active list use. This occurs when it is (Initio I Entry) (Initial Entry) (Initial Entry) 
necessary to search ERRLCH 
and the SIRB to free on ERPIB. .. 

CCHNOLST X'lO' Inboard record on I y- The completed ERPIB is not to IGFVCCHC {CCHHIO; IGFVCCHC IGFVCCHC 
no ERPIB to list be moved to the ERPIB Table CCHSNS; Initial Entry; (Initial Entry) (ERPIBSET) 

to be passed to the ERP. The ERPIBSET) 
ERP I B has been created for use IGFVCC60 
only in the inboard record. IGFVCClO 

IGFVCC80 

CCHHAND X'08' Device end or Recovery is a I lowed on IGFVCCHC IGFVCCHC IGFVCCHC 
attention presented asynchronous device ends and (Initial Entry) (Initial Entry) (CCHINT) 

attentions. 

CCHIBC X'04' ERP I B a I ready created The device-in-error had a IGFVCCHC IGFVCCHC IGFVCCHC 
previous channel error f and (Initial Entry) (Initial Entry) (CCHSNS) 
an ERPIB has already been 
created. 

UCBNVBIT X'02' UCB invalid No UCB address was passed IGFVCCHC IGFVCCHC IGFVCCHC 
to IGFVCCHC by lOS. (Initial Entry; ERPIBSET) (Initial Entry) (Initial Entry; CCHINT) 

SYSTERM X'BO' Signa I for system Upon completion of the IGFVCCHC (ERPIBSET) IGFVCCHC IGFVCCHC {Initial 
termination inboard record, give control IGFVCC60 (Initial Entry, Entry; ERPIBSET; 

to the Machine-Check IGFVCClO UCBSCH) UCBSCH) 
Handler to record the inboard IGFVCCBO 
record and p lace the system in 
the wait state. 

INTRN2 X'40' A I ternate return IGFVCCHC (ERPIBSET) IGFVCCHC IGFVCCHC 
(Initial Entry) (CCHINT) 

NOMODEL X'20' No mode I found for IGFVCC80 IGFVCCHC IGFVCCHC (ERPIBSET) 
logout (Initial Entry) IGFVCC80 

IGFVCC80 

NOLOG X'lO' No channe I logout The 2860 channe I error IGFVCC60 IGFVCCHC IGFVCCHC 
analysis routine has set the (Initial Entry) (ERPIBSET) 
SYSTERM switch because the IGFVCC80 IGFVCC80 
2860 logout area indicated 
that no log is present. 
Therefore, this might not have 
been a 2860 channel logging 
out, but a 2BBO operating as a 
selector channel. 

... 

Figure CCH-14. CCH internal switches 
• 

96 



• 

PART 3: DYNAMIC DEVICE RECONFIGURATION 
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PURPOSE OF DDR 

DDR (Dynamic Device Reconfiguration) 
enables the system to attempt to bypass the 
source of various I/O errors by allowing a 
demountable volume to be moved from one 
device to another. A request to move (or 
swap) a volume may be initiated by either 
the system or the operator. 

DESCRIPTION OF DDR 

DDR is a standard feature of OS/VS. DDR 
operates under its own task control block 
and has its own request queue element, I/O 
block, data control block, data extent 
block, channel end appendage, and abnormal 
end appendage. It is executed in the 
supervisor state. 

The system requests DDR after a per
manent I/O error has occurred. The opera
tor may request DDR at any time by issuing 
the SWAP command. 

A swap involves two exchanges: the 
exchange of information between the UCBs 
(unit control blocks) for the two devices 
and the physical exchange of the volume 
from one device to another. The exchange 
of UCB information is performed by DDR 
using SVC 15. The operator is then 
requested by DDR to move the volume to the 
new device. 

DDR SUPPORT 

Volumes can only be swapped between 
devices of the same type; for example, a 
volume can be moved from one 2314 drive 
(the FROM device) to another 2314 drive 
(the TO device). Only the following 
devices are supported: 

• Direct access devices: 2314, 2319, 
3330, 3330-1 and 3340. 

• Tape drives: 2400 series and 3400 
(2400 equivalent) series. 

• Unit-record devices: 1403 printer, 
1404 printer, 1442 card read punch, 
2501 card reader, 2520 card read punch, 
2540 card reader, 2540 card pUnch, and 
3211 printer, 3505 card reader, and 
3525 card punch. 

DDR SECTION 1: INTRODUCTION 

A volume can be moved from one device to 
another, or a volume can be swapped to 
itself. A volume is swapped to itself if: 

• The volume demounted and then remounted 
on the same device. 

• Or, in the case of a 2314, 2319, 3330, 
3330-1, or 3340, both the volume and 
the address plug are moved to another 
drive. 

Other DDR restrictions include the 
following: 

• Teleprocessing devices are not 
supported. 

• Emulator 7-track tapes in original, 
second generation, format are not 
supported. 

• The system residence volume cannot be 
specified as the TO device. 

• Swap requests for unit-record devices 
can only be initiated by the operator 
and then only during intervention
required conditions. 

• A shared volume can only be swapped to 
itself. 

• Tape volumes can be swapped only if the 
following conditions are met: 

• The swap is between tapes with the 
same number of tracks and the same 
densities (for example, 9-track 800 
BPI to 9-track 800 BPI). 

• If the tape does not have standard 
labels, the user must supply a pro
gram to reposition it after the swap. 

• The block count cannot equal o. 

• The user is keeping an accurate block 
count, when the EXCP macro instruc
tion is being used. 

• The TO device is not allocated. 

• An OPEN, CLOSE, or EOV must not be 
active for a device involved in a swap. 

• An SVC DUMP must not be active for a 
device involved in a swap. 

• A permanently resident volume cannot be 
swapped. 
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In addition to the above restrictions, 
DDR processes system-initiated swaps for 
only these conditions: 

• A unit check with one of the following 
indicated in the sense information: 
bus-out, equipment check, data check, 
overrun, seek check, unsafe, ALU check, 
unselected status, read safety, end of 
cylinder, seek incomplete, or any con
dition indicated in the data check 
field. 

• One of the following indicated in the 
channel status word: channel data 
check, channel control check, interface 
control check, or chaining check. 

When a permanent error is caused by the 
channel program (such as command reject), 
DDR is not requested by the system. Other 
conditions that may set permanent I/O error 
status, but that are not eligible for DDR, 
include: wrong length record, no record 
found, unit exception, program check, pro
tection check, lOB intercept condition, and 
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backing into load point on tape. Also, for 
tape, a SWAP occurs if "INTERVENTION REQ" 
or "NOT READY" status exists • 

GENERATING DDR 

The exact configuration of DDR depends 
upon the options specified during system 
generation. Unless otherwise specified. 
DDR is included in VS1. It is always 
included in VS2. For VS1, DDR is generated 
to execute swap requests for the system 
residence volume (SYSRES) unless otherwise 
specified. DDR under VS2 does not support 
swap requests for SYSRES. 

If DDR is to process tapes that do not 
have standard labels, DDRNSL must be speci
fied in the OPTIONS parameter of the 
CTRLPROG macro instruction, and the user 
ITust provide a routine to verify the tape 
labels. See "Repositioning Tapes without 
Standard Labels" in DDR Section 2 for 
details. 

J 
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This section describes the functions of 
DDR and how DDR performs these functions. 
Many references are provided to material in 
other sections of this publication and to 
the DDR program listing. Two types of 
information are presented: 

• Text that discusses the design of DDR. 

• Method of operation diagrams that show 
the functions performed by DDR in the 
order that they occur. The module name 
and label of each processing step are 
included in the implementation notes 
for each diagram. These diagrams can 
be used for quick reference when 
reviewing DDR functions. Diagram DDR-1 
shows how the method of operation dia
grams for DDR are organized. 

OVERALL OPERATION 

DDR performs three major functions when 
processing a swap request: 

• Verifies the request. 

• controls the execution of the request. 

• Executes the request. 

DDR Verification 

The verification routines first receive 
control when a DDR request is initated. 
The request can be initiated either by the 
system, if a permanent I/O error is encoun
tered, or by the operator. DDR verifies 
the request and then initiates DDR execu
tion by posting the event control block for 
DDR. Diagram DDR-2 shows how DDR requests 
are verified and how execution is initiated 
for system-initiated swaps. Diagram DDR-3 
shows the same operations for operator
initiated swaps. 

DDR Control 

The control routines route control to 
the routines that process a DDR request and 
that terminate DDR execution. Diagram 
DDR-4 shows how DDR controls both system
initiated and operator-initiated swap 
requests. 

DDR Execution 

The execution routines are those rou
tines that process a DDR request. The DDR 
execution routines: 

DDR SECTION 2: METHOD OF OPERATION 

• Gain control of the devices involved in 
the swap. 

• Swap UCB information. 

• Request and monitor the exchange of the 
volumes. 

Diagram CDR-5 shows the execution of 
operator-initiated swaps (except for 
SYSRES). Diagram DDR-6 shows the execution 
of system-initiated swaps (except for 
SYSRES). Diagram DDR-7 shows the execution 
of a swap (both operator- and system
initiated) involving SYSRES. 

DDR COMMUNICATIONS AREA 

A data area (IORMSCOM) is used to main
tain communications between the routines 
that make up DDR and to establish inter
faces between DDR and other parts of the 
operating system. IORMSCOM contains the 
addresses of pertinent control blocks and 
information about the status of DDR. A 
detailed description of IORMSCOM can be 
found in DDR Section 5. 

ACTIVATING DDR 

ECB for DDR 

The DDR Resident routine (IGFDDRMF for 
VS1, IGFDDRMV for VS2) resides in the nuc
leus. If DDR is not processing a DDR re
quest, this routine waits on DDRECB. 
DDRECB is the ECB (in IORMSCOM) that is 
posted by one of the DDR verification rou
tines IGE0660A or IGF2503D) to initiate the 
processing of a verified DDR request. 

DDR Control Flow 

If a DDR request is operator-initiated, 
the SWAP command is passed to the SWAP Com
wand Processor (IGC2503D) by the system 
Command Router (IGC0403D). IGC2503D veri
fies the command and. if the request can be 
processed, posts DDRECB. 

If DDR is initiated by the system, the 
Outboard Recorder (OBR) passes control to 
DDR Central (IGE0660A). IGE0660A verifies 
the request. If the request is valid, the 
RQE associated with the request is ~laced 
on the DDR wait queue, and DDRECB is 
~osted. 

The above discussion does not aFFly to 
the VS1 system residence volume. If the 
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swap request for SYSRES is operator
initiated, DDR processes it as any other 
other operator-initiated request until 
IGC0108E gains control. Upon determining 
that the request is for SYSRES, IGC0108E 
returns control to IGFDDRMF. IGFDDRMF then 
branches to IGFDDRSR to process the 
request. 

The system initiates a DDR request for 
SYSRES as follows. Each time a permanent 
error is encountered involving a fetch from 
SYS1.SVCLIB, the disk ERP IEC23xxF (error 
recovery procedure) branches to IGFDDR05 
(in IGFDDRSR). After five unsuccessful 
attempts by the system to fetch a module 
from SYS1.SVCLIB, IGFDDR05 determines 
whether DDR is to handle the error, and 
then sets a return code and exits to the 
disk ERP. If DDR is to handle the error, 
the disk ERP returns control to lOS to post 
the error and to gain control of SYSRES for 
DDR. Control is then returned to IGFDDRSR 
to process the request. Figure DDR-l illu
strates this procedure. 

SVC 85 

When DDRECB is posted, module IGFDDRMF/ 
MV issues SVC 85 to start processing the 
swap request. SVC 85 consists of 10 loads 
(modules IGC0008E - IGC0908E). For VS1, 
these modules reside in SYS1.SVCLIB; for 
VS2, these modules reside in SYS1.LPALIB. 

Each module of SVC 85 determines its 
successor and uses SVC 7 (XCTL) to pass 
control to the next module. When SVC 85 
has completed execution, load 0 (IGC0008E) 
issues SVC 3 to return control to 
IGFDDRMF /MV. 

DDR WAIT QUEUE 

A wait queue is used to hold requests 
for system-initiated swaps. (Operator
initiated requests cannot be queued; they 
are rejected if DDR is processing a re
quest). Since only one request can be pro
cessed at one time by DDR, system-initiated 
requests are queued until the current re
quest has been processed. The RQES of 
failing operations are queued by IGE0660A. 
When DDR has completed processing one re
quest, it checks the wait queue for any 
waiting requests. 

Since RQEs may be removed from the wait 
queue by the SVC purge routine of the I/O 
supervisor, DDR checks the wait queue and 
the wait queue purge indicator at key 
points in its execution. If the RQE is no 
longer on the wait queue or if the purge 
bit is set, the RQE has been purged. DDR 
then stops processing that request and 
checks for another request on the queue. 
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CDR also checks to see that certain user 
control tlocks are still valid. 

INTERACTION WITH DEVICE ALLOCATION 

Because of a possible conflict between 
DDR and Device Allocation, from the time 
Device Allocation determines that a device 
is eligitle for allocation until it marks 
the device allocated, concurrent execution 
of DDR and Device Allocation is prevented, 
as follows: 

• Before Device Allocation can allocate a 
device, it issues a WAIT on ALLOCECB 
(an ECB in IORMSCOM). If DDR is not 
processing a request, ALLOCECB is post
ed, so that Device Allocation can 
proceed. 

• If Device Allocation is not being 
executed when DDR is activated, DDR 
marks ALLOCECB waiting. 

• If Device Allocation is being executed 
for a task not under TSO when DDR is 
activated, DDR sets the task 
nondispatchable. 

• If Device Allocation is being executed 
for a task under TSO, but TSO is not 
ready, DDR marks ALLOCECB waiting. 

• If Device Allocation is being executed 
for a task under TSO that is in real 
storage, DDR issues the TSEVENT macro 
instruction with a code of 45, causing 
the task to be swapped out. If the 
task is swapped back in before DDR has 
teen executed, the task is set 
nondispatchable. 

• If Device Allocation is being executed 
for a task under TSO that is not in 
real storage, DDR sets the TJBDDRND bit 
in the task's terminal job block. If 
the the task is swapped back in before 
DDR has been executed, the task is set 
non dis pat chabl e. 

• After DDR has processed a request, it 
posts ALLOCECB and sets the task (if 
any) for which Device Allocation is 
being executed dispatchable. 

Note: TSO (time-sharing option) pertains 
only to VS2. 

I/O HANDLING -- IOS-DDR INTERFACE 

An IOS-DDR interface handles I/O for 
DDR. With its lOB error flags off, DDR 
uses its RQE to issue SVC 15. Control is 
passed to DDR's channel end appendage 
(IGFDDR05 if DDR is being executed for 
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When a type 3 or 4 SVC 
is issued, control is 
passed to FINCH. 
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FINCH CD 
After validating the 
request, FINCH 
exits to Program 

Initiates fetch cycle Fetch to begin the 
fetch cycle that is 
to bring in the 
desired SVC module 
from SYS1.SVClIB. 

Five fetch cycles 
attempted? 

Yes No 

o After having attempted five fetch 
cycles, FINCH exits to DDR 
(lGFDDRSR) to execute a swap for 
SYSRES. o After processing the swap request, 
DDR returns to FINCH with a 
return code in register 15. 

O-successful swap. 
4-unsuccessful swap. 

r 

Program Fetch I/O Supervisor 

CD 
Program Fetch uses the 
EXCP macro instruction 

Issues EXCP to fetch the SVC module Controls I/O 
from SYS 1. SVClIB into 
the transient area. 

Returns Returns 

Terminates 1/0 

DDR does not ott 
to swap devices. 

IGFDDRSR 

IGFDDRSR IGFDDR05 

Executes swap for Fifth fetch cycle 
SYSRES for th is SVC request? 

r 

Disk ERP 

o 
n error is encountered during 
input operation, the 105 

ses control to the appropriate .
k ERP. 

Checks for permanent +-
error 

G 
f five fetch cycles have been 

attempted, 105 posts a 
permanent error and gains 

control of the SYSRES device 4 Returns 
before returning. If five 
fetch cycles have not been 
attempted, only the 
permanent error is posted. 

G 
If IGFDDR05 hos determined 
DDR cannot handle the error, 
a permanent error is posted ~ Indicates permanent 
before terminating I/O I error 
processing. 

~ 

CD The ERP checb foc 0 pecmonent eecoc, 
If a permanent error is encountered, 
the ERP passes control to DDR. 

- --- - J 
@ If IGFDDR05 finds that this is not the fifth Hme the fetch 

cycle has been attempted, it returns control to enable 

Yes 

~ 
No_+-__ onother fetch cycle. {The ERP, in turn, passes control 

bock to FINCH via 105 and Program Fetch.} Before 
returning, I GFDDR05 puts a return code of 0 in 
register 12. 

Can DDR process 
error? @ 

Yes After the fetch cycle has been attempted five times, 
IGFDDR05 determines whether DDR con execute the swop. 

e If DDR cannot handle the error, IGFDDR05 puts a return 
No--t----code of 0 in register 12 and sets the fetch cycle count _________ -' 

to X 'OF', 

Figure DDR-l. How DDR SYSRES (IGFDDRSR) gains control to process a SWAP request from the 
system for SYSRES (VSl only) 



SYSRES, otherwise IGFVDDR2). Using a 
pointer CIOSVT in IORMSCOM) to the IOS-DDR 
vector table, and the proper displacement, 
the appendage branches to the part of lOS 
that performs the needed function. The 
appendage uses the DDR flags in IORMSCOM to 
determine the proper displacement; these 
flags are set h¥ the DDR routine issuing 
SVC 15. 

See "IOS-DDR Vector Table" in DDR Sec
tion 5 for a description of the vector 
table. 

EXCHANGING UCB INFORMATION 

When a volume is moved from one device 
to another, the device retains its UCB so 
that control blocks containing UCB 
addresses need not be changed. The UCB 
addresses for the two devices are switched 
in the address portion of the unit control 

BEFORE SWAP 

UCB Address list 
,."..,."..-~ 

BA 

UCB B 

AFTER SWAP 

block look-up table. See Diagram DDR-5 for 
those fields that are exchanged in the UCB 
during a swap. 

If the exchange is between logical chan
nels, any queued I/O requests for the 
volumes involved in the exchange are also 
interchanged so that they are on the 
correct logical channel. UCBNRY is set in 
both UCBs. Figure DDR-2 shows the results 
of DDR execution. 

REPOSITIONING TAPES WITHOUT STANDARD LABELS 

At the completion of a swap involving 
tape data sets, DDR attempts to verify and 
reposition the volumes. DDR processes swap 
requests only for tapes with standard 
labels or no labels, unless the user pro
vides his own routine to verify and reposi
tion tapes that do not have standard 
labels. 

~I +~D~e;v~ic~e~19~0~-------_----!"~Device 190 

[BJ 
Ifl+:[D).e:v:;-:i c~e:-1K9;;2:1.----------....... ;::. Device 192 

[BJ 

Device 190 

Notes: 1. The fields containing device information in the UCBs for devices 190 and 192 are exchanged. The UCB addresses for 
the devices are switched in the UCB address list. If necessary, any queued I/O requests for the volume on devices 
190 and 192 are exchanged so as to be on the correct queue. 

2. The DDR "PROCEED WITH SWAP" message is issued, and the operator exchanges the valumes on devices 190 and 192. 

Figure DDR-2. Effects of DDR on system pointers 

104 
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The user-written routine must be named 
NSLREPOS and must be placed in SYS1.SVCLIB, 
for VS1, or SYS1.LPALIB for VS2. When DDR 
is ready to verify and reposition a tape 
without standard labels, it issues an XCTL 
macro instruction and passes control to 
NSLREPOS. 

Upon entry to NSLREPOS, register 0 con
tains the address of a two-word parameter 
list. The first word is the address of a 
48-byte field containing the label to be 
verified; the second word is the address of 
the UCB for the device. Register 2 con
tains the address of an XCTL list for 
NSLREPOS to use to return to DDR. Register 
5 contains the address of the SVRBs 
extended save area. 

When NSLREPOS completes its task, it 
should pass control (via the execute form 
of the XCTL macro instruction) to IGC0408E 
with one of the following codes in register 
0: 

C~e 
-0-

4 

8 

Explanation 
Volume verification is complete. A 
tapemark follows the label: there
fore the DDR tape reposition routine 
should forward space to the tapemark 
and clear the block count it had 
accumulated before repositioning. 

More information is needed by 
NSLREPOS for volume verification. 
When the DDR tape reposition routine 
receives this code, it reads the 
first 48-bytes of the next record 
and returns to NSLREPOS. 

The wrong volume has been mounted. 
When the DDR tape reposition routine 

C 

10 

receives this code, it sends a mes
sage to the operator indicating the 
error and requesting that the 
correct volume be mounted. 

Volume verification is complete. No 
tapemark follows the label so the 
DDR tape reposition routine should 
reposition the volume using the 
tlock count it has accumulated. 

Volume verification is complete. 
The tapemark following the label has 
already been reached; the DDR tape 
reposition routine clears the block 
count it has accumulated and reposi
tions the volume. 

See the Tape Labels publication for 
additional details on writing the NSLREPOS 
program. 

RETRY PROCEDURE BY DDR AFTER SWAP 

For non-SYSRES devices, DDR sets up a 
request for the I/O operation that caused 
the swap to be initiated. SVC 15 is then 
issued for that request. If the I/O opera
tion fails again, the ERP is reentered. 
This entry is treated as a new error, and 
the ERP performs its normal functions. If 
the ERP determines that the error is per
manent, DDR is requested again. 

For SYSRES devices, a permanent error 
was posted before DDR was initiated. The 
retry is a new attempt to perform the I/O 
operation. If this retry fails, DDR does 
not try another recovery since the device 
is now judged not to be the cause of the 
failure. 

DDR Section 2: Method of Operation 105 



DDR METHOD OF OPERATION DIAGRAMS 

These Method of Operation Diagrams show 
the fUnctions of DDR and relate these func
tions to the exact modules and entry points 
in the code where they are performed. 

These particular diagrams are known as 
HIPO diagrams because they show Hierarchy 
as well as Input, Processing, and Output. 
The first diagram is a visual table of con
tents. The rest of the diagrams are 
arranged in a hierarchy according to the 
level of detail. 

Read the diagrams left to right, input
processing-output. The processing steps 
are numbered sequentially; these numbers 
also refer to the implementation notes at 
the bottom of most of the diagrams. The 
notes contain additional information about 
the processing steps. 

The arrows are used as follows: 

... Shows control flow to or from 
another program. 

106 

........ ~.~primary processing flow. Shows 
the path followed to accom~lish 
the principal function of the 
body of code. 

~ ______ :> Data transfer. Indicates that 
data is moved from one location 
to another. 

,~~~~~ control information transfer. 
Indicates the setting or changing 
of switches or pointers that will 
be used to determine the course 
of future processing. 

-----i.~ Pointer. Indicates that a field 
in one data area contains an 
address that points to another 
field or data area. 

+---- Data reference. Indicates that 
the contents of a data area are 
tested or read in order to deter
mine the course of subsequent 
processing. 

J 

.. 

.. 
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Diagram DDR-l. DDR Overview and Table of Contents 

DDR Verification 

Verifies DDR requests and 
initiates DDR processing. 

Diagram DDR-2 

Verifying and 
Initiating System
Initiated DDR 
Requests 

Diagram DDR-3 

Verifying and 
Initiating Operator
Initiated DDR 
Requests 

i 
lOS 

DDR Control 

Controls DDR 
processing. 

Diagram DDR-4 

Controlling DDR 
Execution 

r 

Diagram DDR-5 

Executing System
Initiated DDR 
Requests 

.. 

t 

DDR Execution 

Performs DDR operation, 
swapping control block 
information and physical 
volumes. 

Diagram DDR-6 

Executing Operator
Initiated DDR Requests 

r 

Diagram DDR-7 

Executing DDR 
Requests for SYSRES 
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Diagram DDR-2. Verifying and Initiating System-Initiated DDR Requests 

Entered by OBR 

INPUT 

Register 

1 I t Failing ROE 

CVT 

t DCB for SYS1. LOGREC 

DCB fm SYS1. LOGREC 

'-- t IORMSCOM 

I 

IORMSCOM 

1 
IOSVT 

~ t I OS-DDR vector table 

I 

DDR-IOS vector table 

- t DDR wait queue 

I 

~ 

if permanent I/o 
error is encountered PROCESSING 

...... I 
~ Sets up pointers to control blocks and data areas. 

~ 

0] Determines if DDR can be envoked for this error. 

..... Returns via No 
Yes I SVC 3 

[2] oue! the ROE of the foil ing task on the DDR wait 
queue. 

0 Invokes DDR Control by issuing POST for DDRECB. ~ :.. ... _'" 
J 

--
, 

• ,. 
--
, 

Exits to DDR Control 

-C3J -
, , 

via SVC 2. (Diagram DDR-4) 

-
, t ______ ~ 

OUTPUT 

Registers , 

I t I 
I 

2 DDR wait queue 

3 I t CVT I 
I 

4 I t lOB for failing task I 
I 

5 I t DEB for foil ing task I 
7 I t UeB for failing task I 
9 I t IORMSCOM I 

Register 
2 l t DDR wait queue J 

l 
I t first ROE J 
I t last ROE I 

Register 

9 l t IORMSCOM J 
I IORMSCOM 

I 

t ." 'CO ;""". t 
I I 'DDRECB 

- -- --- - -_. - J 
Implementation Notes for Diagram DDR-2 

Note (VSl only): This diagram does not illustrate verification of system-initiated swaps involving the system residence 
volume (SYSRES). Such SYSRES requests are passed by c disk ERP to IGFDDR05 (in IGFDDRSR). IGFDDR05 verifies 
the request and returns to caller. A return cocle of 4 is placed in register 12 if DDR can handle the request; a return 

Module Label 

[2] The ROE is queued via SVC 15. If the queue is empty, the IGE0660A DDR06 
DDRBUSY flog in DDRFLGSA is set and the branch index in DDRENO 

code of 0 is placed in the register if DDR cannot handle it. (See Diagram 7 for details on SYSRES processing.) DDRFlAGSE is initialized to X'08'. The X'08' is used by IGCOO08E BRSTART 
IGCOOO8E to route control during DDR execution to 

Module label IGC0208. Both DDRFLGSA and DDRFLGSB are ;n 

~ Whether DDR can process the error depends upon the device, the lGE0660A IGE0660A 
I/O operation, the access method, and the error itself. If DDR DDR07 
cannot process the error, SVC 15 is issued to permit 105 to post 

I 
the error. After the error is posted, IGE0660A exits via SVC 3. DDROl 

PERREXIT 

IORMSCOM. 

0 DDRECB is posted only if DDR is not active. DDRECB is posted IGE0660A DDR06 
so that IGFDDRMF/MV Can gain control. IGFDDRMV IGFDDRMF/MV 

\., 
"# '-' • l, 
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Diagram DDR-3. Verifying and Initiating Operator-Initiated DDR Requests 
Entered from Command 
Router (IGC0403D) when 
SWAP command is entered INPUT "" ..... ' ... Register 

2 t Extended save area 

SVRB -

XAL 

~ 

[2] 

r , (' 

... ----" -'-',,'-', 

Validates SWAP command. SVRB Extended save area 

XAE 

Message I 
Invalid request? 

number XAV 

message variables 

No Yes 
~ 

Exits via 

..... SVC 7 

Register I t SWAP 
operand 11 1+ IORMSCOM 

o 
o 
!;d 

CIl 
C1l 
() 
rt 
f-'. 
o 
::I 

tv 

:.:: 
(1) 
rt 
::r 
o 
0. 

CVT 

CVTlLK2 

t UCB list 

UCB List 

t UCB 

UCB 

UCBF L1 

~ ready 

UCBTYP t Devi ce type 

;; Implementation Notes for Diagram DDR-3 

Indicates DDR 

[2] ........................ + busy and type 
Sets up indicators for DDR Control and DDR Execution. . of swap. 

0 Invokes DDR Control by issuing POST for DDRECB. _ ..... __ .......... _-+ 

Exits to DDR Control 

(5J 
via SVC 3. (Diagram DDR-41 

j 

o 
'D 

C1l 
11 
OJ 
rt 
f-'> 
o 
::I 

Verification of operator-initiated requests are processed by IGC2503D. IGC2503D receives control from the SVC 34 

~ 
o 
\D 

module IGC0403D when a SNAP command is entered. 

[2J If MCS is in the system, only a SVVAP command from an authorized 
console is accepted. In addition, if the format of the command is 
invalid, if DDR is currently active, if the SYRES device is specified, 
or if invalid devices are specified. A branch index is set up to 
allow the router to branch to the appropriate module. 

tv\odule 

IGC2S03D 

[2] if DDR is not to be invoked I message parameters ore 
set up in the SVRB extended save area. Control is 

Label 

SWAPOO 
then returned to 105. 

SWAPOI 0 DDRECB is posted so that IGFDDRMV can gain control 

SWAPSO 
SWAP07 -

I IORMSCOM 

DDRFLGSA DDRFLGSB 

I I 
Index for 
IGCOOO8E 

DDRFMUCB DDRTOUCB 

t UCB of I t UCB of 
FROM device TO device 

-c DDRECB -c 

Module Label 

IGC2S03D SWAP70 
IGG2103D IGG2103D 
IGC0503D IGCOS03D 

IGC2S03D SWAP22 
IGFDDRMV IGFDDRMV 
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Diagram DDR-4. Controlling DDR Execution 

INPUT 

Registers 

It CVT - I 
4 I t TCB foc DDR ~ 

I t RB foc DDR 

11 

DDRFLGSC 

SYSRESAD 

(VSlonly) IGFDDRSR 

12 I t Module base address 

Registers ore same as above except: 

Re9isterc __________ ~ 

I t SVRB 

\.., 

10RMSCOM 

See DDR 
Section 5: 
Dato Areas 

~ 
, 

Entered when DDRECB 
is posted. 

Entered when SWAP 
request has been 
processed 

PROCESSING 

o Is DDR to be terminated? 

o 
No Yes 

" Insures that Allocation does not process concurrently 
with DDR. 
If this can be insured , Otherwise 

[2] Invokes Execution portion of DDR. 

Exits via SVC 7to execute SWAP. 
(Diagram DDR-5, if system-initiated; 
Diagram DDR-6, if operator-initiated) 

l, 

Terminates DDR 
via SVC 3. 

• 

OUTPUT 

Registers ore some as input (bottom) with additions: 

Register" ___________ -, 

I t ROE foc DDR 

It DDR wait queue 

I t UCB foc FROM device 

I t UCB foc TO device* 

*if operator initiated 
DDR request 

13 I t lOB foc DDR ~ 

L 
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Implementation Notes for Diagram DDR-4 

The two modules involved in DDR Control arefGFDDRMV and IGCOOO8E 

Q:J IGFDDRMF/MV issues a WAIT macro instruction for DDRECB 
(in IORMSCOM) when all current requests for DDR hove been 
processed. DDRECB is posted when a DDR request is 
initiated. 

IGCOOO8E handles the control functions indicated by notes 2 
through 5. IGCOOOBE receives control from IGFDDRMV 
when DDR is first initiated, posses control to other DDR 
routines to perform the requested swop, regoins control when 
these other routines are complete, and terminates DDR 
execution. 

After IGCOO08E is entered by IGFDDRMV, all DDR 
termination is handled by IGCOOO8E. Before terminating DDR, 
IGCOO08E clears the following flags in IORMSCOM: 
DDRFLGSA (all but DDRON and NSLAVAIL), DDRFLGSB, 
C, 0, E, F. It also clears the DDRECB to prepare for any 
additional requests. In addition, ALLOCECB is posted and 
the tosk (if any) for which Allocation is processing is set 
dispatchoble (see note 3 below). 

ODR is normally terminated when 011 requests for DDR have 
been processed: thot is, when the DDR wait queue is empty. 
If SVC 85 is issued by any task except the DDR TCB, 
IGCOOOBE issues on ABEND macro instruction with a code of 
155. 

IvIodule Label 

IGFDDRMV IORMSWT 

IGE0660A DDR06 
IGC2503D SWAP22 

IGCOOO8E IGCOOO8E 

IGFDDRMV IORMSWT 
ENDDDR 

IGCOOO8E CHKWA\TO 

SINK 

r 'It r 

I 

I 

i 

IvIodule Lobel 

o To eliminate any conf! iet between Device Allocation and DDR, IGCOOO8E CHKDAR I 
these two functions ore not permitted to operate concurrently. CHKTSO 

I DDR tokes precedence over Allocation. How DDR restricts ZEROECB 
Allocotion execution depends on whether Allocation is octive CHKENO 
when IGCOOOBE gains control, and if active, whether the task 

I using Allocation is under TSO (VS2 only). See "Interaction 
with Device Allocation" in DDR Section 2ffor details on how 

, 
DDR controls Allocation. 

A DDR request is not executed if Allocation is executing for a SYSTMTYP 
task that is queued for WTO or WTOR write queue elements COMPTCB 
(WOEs). RESET 

Before issuing SVC 3, IGCOOOBE zeros the DDR ECB IGCOOO8E CHKWA\TO 
(DDRECB). SVC 3 returns control to IGFDDRMF/MV IGFDDRMV IORMSWT 
which in turn waits on the ECB to be posted. 

@] DDRFLGSB in IORMSCOM contains a branch index code IGCOOO8E GETCODE 
indicating the routine that is to execute the first DDR request. 
The code is set up by either IGE0660A or IGF2503D. The IGE0660A DDRENO 
code depends on who initiated the request and the type of IGF2503D SWAP22 
device involved in the swap. IGC0108E IGC0108E 

IGC0208E IGC0208E 
IGC0408E IGC0408E 

Additional queued requests are always passed to IGC020BE, 
because queued requests can only be system-initiated. 

When DDR Executian is completed for each RQE, control is 
returned to IGCOOO8E via the XCTL mocro instruction. 



~ Diagram DDR-5. Executing System-Initiated DDR Requests 

I\) 

INPUT 

Registre_" __________ -, 

• RQE for DDR 

21 • DDR wait queue 

31 • CVT - 1 

5 I + SVRB extended save area 

61 + DEB for FROM device 

71 + UCB for FROM device 

10 [ • DEB for DDR 

Entered from DDR Control 
when DDR request is 
system-initiated 

~ 

G 

~ 

o 

PROCESSING 

Any ROEs one DDR wait queue? 

Yes No 

I 
Establ ishes a TO device. 

Device establ ished? 

Yes No 

1 
Informs operator of intended swop and handles reply: 

IYES' or 

new, valid 
TO device 

1 
Gains control of TO and FROM devices. 

Error encountered? 

'NO' 

11 1 • IORMSCOM • • On TO device . 
• On FROM devrce. 

121 Module base address 

131 • lOB fa, DDR 

• No error. 

o 1 
Exchanges UCB information. 

G Requests the operator to swap the volumes. 

Input is same as above, plus: D Retries the failing I/O operation on the new device. 

Registers 

8/ UCB for TO device 

'-' '-' 

Terminates DDR. 
Exits via SVC 7. 

~ 
(Diagram DDR-4) 

OUTPUT 

If a device is established: 

IORMSCOM 

DDRFMUCB FROM UCB I TO UCB DDRTOUCB 

USRRQE Error RQE 

T T 

Messages IGF5001 and lGF500D are issued. The reply 
to the latter message is stored in REPl YBUF of IORMSCOM. 

A NOP is executed for a direct access device; a 
rewind and unload, for a tape drive. 

UCB addresses for the two devices are switched in the 
address portion of the UCB look-up table and a number 
of fields are swapped between the two UCBs. 

• '-' 
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Implementation Notes for Diagram DDR-5 

System-initiated swap requests ore executed by obtaining a suitable device with which to perform the swop, swapping 
control information relating to the devices, and requesting the operator to perform the physical swap. 

GJ 

o 

[2] 

The controlling routine during the execution of a system
initiated swap is IGC0208E. This routine gains control from 
IGCOOO8E when a system-initiated request is encountered. 
IGC0208E ottempts to process all DDR requests on the DDR 
wait queue before returning to IGCOOOSE. The termination 
flag is set in IORMSCOM before control is returned to 
IGCOOO8E. 

IGC0208E first attempts to find 0 suitable device to use as a 
replacement by scanning available UCBs. A suitable device 
must meet the following specifications: 

• Device type is the same os the failing device. 
• The device is ani ine. 
• The device is not allocated. 
• No mount message is pending for the device. 
• For tape devices, the optional features and densities must 

match those of the faning device. 

If a suitable device Cannot be found, IGC0508E is invoked 
to issue message IGF5091 followed by message IGF500D. 
These messages permit the operator to indicate a suitable 
device or to cancel the DDR operation. Replies to message 
IGF500D are validated by IGC0208E. If the reply is invalid, 
IGCOS08E is reinvoked to issue invalid-reply message 
IGF5131 followed by messages IGF5091 and IGF500D. If a 
valid device is indicated by the operator, processing is as 
for 'YES' in the next step. 

IGC020BE invokes IGC0508E to issue the required messages. 
IGC0208E then exits ta IGC030BE to proceed with the actual 
swap. 

If the reply is invalid, processing is as indicated in note 2, 
above. 

Module lobel 

IGC0208E IGC0208E 

IGCOOO8E GOLOAD2 
IGC0208E IGC0208E 

ENDDDR 

IGC0208E DEVICECK 

IGC0508E NOTOMSG 
REPLYMSG 

I GC0208E CHKREPLY 
CHKNOTO 

IGC0508E CHKSWAP 
SWAPON 

IGC0208E DEVICECK 

IGC0208E ASKSWAP 
SWAPON 

IGC0308E IGC0308E 

GJ 
0 

0 

0 

0 

0 

• - r 
Module Lobel 

Control is gained by issuing SVC 15. IGC0308E PREPIO 

The swap of UCB information is performed via SVC 15 in 105. IGC0308E SWAPTHEM 
If the devices are 3330s, IGC0708E is invoked to read the TESTMERL 
buffered log and to set up a record of the information before GOLOAD7 
UCB data is swapped. IGClO8E GETOUT 

IGC050BE is invoked to issue message IGF502E. IGCOJ08E SWAPTHEM 
DDRMSGl 

IGC0508E CHKPROD 

Following the volume swap, IGC0508E returns control to IGC0508E GOXCTL 
IGC0308E for direct access devices or posses control to IGC0308E CHKMERL 
IGC0408E for tape devices. IGC0408E I GC0408E 

For direct access devices: The failing I/o operation is retried IGC0308E SETRETRY 
via SVC 15. 

If the device is 0 3330, IGC0708E is invoked to write the CHKMERL 
record containing the error statistics before the I/o operation IGC0708E RECORDNG 
is retried. 

For tope devices: IGC0408E clears DDRFLGSB in IORMSCOM, IGC0408E IGC0408E 
then exits to IGC0608E. When the label has been verified, IGC0608E CHKLABEL 
control is returned to IGC0408E to reposition the tape and GOPOSITN 
return control to IGCOOO8E. IGC0408E CHKFILE 

IGCOOO8E IGCOOO8E 

If a swap request is terminated without completing the swap, IGC0208E CHKREPL Y 
SVC 15 is issued to dequeue the ROE :::md to post a permanent 
error. The DDR request is then terminated by passing control 
to IGCOO08E via IGC0808E. This message routine issues IGCOOO8E IGCOOO8E 
message IGF5121 before exiting to IGCOOO8E. IGC0808E CHKEND 

If DDR is to be terminated, IGCOO08E receives control via IGC0308E 10 
IGC0808E. IGCOOO8E IGCOOO8E 

IGC0808E IGC0808E 
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Diagram DDR-S. Executing Operator-Initiated DDR Requests 

II .... ..-VI 

Registers 

1 I t ROE for DDR I 
2 I t DDR wait queue I 
3 I t CVT I 
5 I t SVRB extended save area I 
7 I t UCB for FROM device I 
8 I t UCB for TO device I 

10 I t DEB for DDR I 
11 I t IORMSCOM I 
12 I IVtodu I e bose address I 

13 I t lOB for DDR I 
The reply to message IGF500D is in 
RE PL YBUF of I ORMSCOM. 

\., 

Entered from DDR Control when 
DDR request is operator-initiated. 

., 

~ 

0 

[3] 

0 

0 

..-"' ..... __ ... ..>..>II"\,J 

Issues swap messages. 

Analyzes reply: 

'NO' 

'YES' or 
vol id device 

If the request is 
for tape devices. 

... I '" .. " 00. I continue? 

Yes No 

1 
Gains control of TO and FROM devices. 

Exchanges UCB information. 

Requests the operator to swap the volumes on the 
devices. 

~ 

±t 

=~ 

. 10' 
Terminate DDR. 
Exits via SVC 7. 

CV 
(O;ogrom DOR-4) 

VUlrUI 

Messages IGF5001 and IGF500D are issued informing the 
operator that the DDR request has been accepted and 
inquiring whether to proceed with the swap. 

Message IGF5121 is issued indicating the operator 
has terminated the swap request. 

If a new device is specified in response to message 
IGF500D, the address of the UCB is stored in DDRTOUCB 
of IORMSCOM. 

The information swapped between the two UCBs during an 
operator-initiated DDR request is the same as for a system-
initiated request. 

Message IGF502E is issued requesting the operator to 
perform the swap. Message IGF5051 is issued when the 
swap has been successfully completed . 

' . .. ~ 
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Implementation Notes for Diagram DDR-6 

The primary routines involved in executing operator-initiated swap requests are IGC0108E (for direct access and 
unit-record devices) and IGC0408E (for tape devices). 

NOTES FOR DIRECT ACCESS AND UNIT-RECORD DEVICES 

~ 

[2] 

o 

o 

G 

IGC018E gains control from IGC0008E when operator-initiated 
swap requests involving direct access or unit record devices are 
encountered. IGeO] DBE invokes IGC0508E to issue message 
IGF5001 followed by me"age IGF500D. 

IGeo] DBE regains control to analyze the reply to messoge 
IGF500D. 
A 'NO' reply causes IGC0108E to terminate processing by exiting 
to IGC0008E via IGC0808E. This message routine issues 
message IGF5121 before passing control to IGCOOOBE. 

If the reply is an invalid device, IGC0508E is invoked to issue 
message IGF5131 fallowed by messages IGF5001 and IGF500D 
again. 

SVC 15 is issued to gain control of the devices. This SVC 15 is 
issued to execute a no-op CCW. (Step 5 is skipped if the device 
involved is a unit-record device.) 

If on error is encountered during the no-op, processing is as 
indicated for invalid replies in note 2 above. 

The UCB information is swapped using SVC 15. If the devices 
are 33305, IGC0708E is invoked to read the buffered log and to 
set up a record of the information before UCB data is swapped. 

IGC0508E is invoked to issue message IGF502E. Following the 
volume swap, IGC0508E returns control to IGC0108E. If the 
devices are 3330x, IGC0108E invokes IGC0708E to write the 
data record before exiting to IGC0008E. 

NOTES FOR TAPE DEVICES 

~ 

[] 

IGC0408E gains control from IGCOO08E when operator
initiated swap requests involving tape devices are 
encountered. 

IGC0408E invokes IGC0508E to issue message IGF5001 followed 
by message IGF500D. 

IGC0408E regains control to analyze the r~ply to message 
IGF500D. 

A 'NO' reply causes IGC0408E to terminate processing by 
exiting to IGC0008E via IGC0508E. This message routine 
issues message IGF5121 before passing control to IGC0008E. 

Module 

IGC0108E 

IGC0008E 

IGC0108E 

I GC0508E 

IGCOl08E 

IGC0108E 
I GC0008E 
IGC0808E 

IGC0108E 

IGC0508E 

IGC0108E 

IGC0108E 

IGC0708E 

IGC0108E 
I GC0508E 
IGCOl 08E 
IGC0708E 
IGC0108E 

IGC0408E 

IGCOOO8E 

IGC0408E 

IGC0508E 

IGC0408E 

IGC0408E 
IGCOO08E 
IGC0808E 

Label 

IGCOOl08E 

GOLOAD1 

CHKSWAP 
THISLOAD 
CHKSWAP 
REPLYMSG 

CHKREPLY 

TERMDDR 
IGC0408E 
CHKEND 

CHKNUMBR 
BADDEV 
CHKSWAP 
SWAPON 

INITBLKS 
DASDEXTN 
SWAPIT 

DASDEXTN 
BADDEV 

CHKFIRST 
SWAPTHEM 
TSTCLASS 
IGC0708E 
GETOUT 

THISLOAD 
CHKPROD 
RCRMERL 
RECORDNG 
EN DOOR 

I GC040BE 

GOLOAD4 

THISLOAD 
GOXCTL 
CHKSWAP 
REPLYMSG 

CHKREPLY 

ENDDDR 
IGCOOOBF 
CHKEND 

r 
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If the reply is a new device, I GC0908E is invoked to verify 
the device. IGC0908E puts a return code in register 0 before 
returning to IGC0408E: O=valid device; 4=invalid device. 

If the reply is an invalid device, IGC0508E is invoked to issue 
message IGF5131 fallowed by messages IGF5001 and IGF500D 
again. 

If DDR processing is to be terminated for this request, control 
is returned to IGCOOO8E via I GC0808E . This message routine 
issues message IGF5121 before passing control to IGCOO08E. 
DDR is terminated if any of the following conditions are 
encountered: 
• No tosk is using the FROM device. 
• Non-standard labels are used, but no user routine has 

been suppl ied to reposition the tape. 
• The tosk for which DDR has been invoked is using the 

EXC P macro but is not keeping an accurate block count. 
• An open, close, or EOV was in process for one of the 

devices involved in the DDR request. 
• The CNTRL macro was in process for one of the devices 

involved in the DDR request and the block count in the 
associated DCB is zero. 

SVC 15 is issued to gain control of the devices. This SVC 
15 is issued to execute a rewind and unload. 

If on error is encountered when executing SVC 15 for the 
TO device, processing is as indicated for on invalid reply 
in note 2 (for tope devices). 
If on error is encountered when executing SVC 15 for the 
FROM device, processing is terminated as indicated in note 4. 

UCB information is swapped via SVC 15. If the error recovery 
procedures are 1n process for the devices, this SVC 15 is not 
issued; instead, ~GC0408E terminates this DDR request by 
returning control to IGC0008E via IGC0808E. IGC080BE 
issues message IGF5041 before passing control to IGC0008E. 

Message IGF502E is issued by IGC0508E. This routine is 
invoked by IGC0408E; after issuing the message, this message 
writer exits to IGC0608E. IGC0608E reads and verifies the 
labels on the swapped tapes. Standard lab~ls are verified 
directly by IGC0608E. If the labels are not standard, control 
is passed to the user-supplied NSLREPOS routine to verify them. 

If labels cannot be verified, message IGF511A is issued by 
IGC0808E, and IGC0608E rewinds and unloads the tope via 
SVC 15, Fallowing the rewind, IGC0608E reads the label 
from the new tope and begins verification again. 
After labels have been verified, the tope is spaced forward and 
control is passed to IGC0408E to reposition it. IGC0408E 
exits to IGCOOOBE (via IGC0808E) after repositioning the tape, 
IGC0808E issues message IGF5051,) 

If on error is encountered during repositioning, the tape is 
rewound and unloaded, and IGC0508E is invoked to issue 
message IGF5031 followed by message IGF5001 and IGF500D 
again. Processing then returns to step 2 (for tape devices). 

Madule 

IGC0408E 
I GC0908E 

IGC0408E 

IGC0508E 

I GC0408E 
IGCOOO8E 
IGC0808E 

IGC0408E 

I GC0408E 

IGC0408E 

IGCOOO8E 

IGC0808E 

IGC0508E 
IGC0408E 

I GC060SE 

IGC0808E 
I GC0608E 

IGC0408E 

I GCOO08E 
IGC0808E 
I GC0408E 

IGC0508E 

(' 

Label 

GOXCTL 
CHKOUT 
TODEVOO 
COMPTST2 

CHKCODE 
INVALON 
CHKSWAP 
SWAPON 

ENDDDR 
IGCOOO8E 
CHKEND 

GETTCB 
CHKNSL 

CHKEXCP 

CHKOPEN 

INITBLKS 
IOSETUP 

NOCTRL 

SWAPTHEM 
DDRMSG2 
IGCOOO8E 

CHKERP 

CHKRPOD 
SWAPTHEM 
DDRMSG1 
READLAB 
CHKLABEL 
COMPLABL 
TESTNSI 
WRONGONE 
CHKWRONG 
SETRUN 
READLAB 
MOVETAPE 
CHKFILE 
READIO 
RETRYIT 
IGCOOO8E 
I GC0808E 
READIO 
ERRORRUN 
CHKERROR 
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Diagram DDR-7. Executing DDR Requests for SYSRES 

INPUT 

CVT 

SYS1.l0GREC DCB 

SYS1.lOGREC DCB 

Yt 10RMSCOM 

I 10RMSCOM 

For system-initiated swaps: 
DDR already has control of the FROM device. 
The address of the TO device UCB is in 
ALTCUASR of 10RMSCOM. This TO device is 
the alternate SYSRES device specified during 
system generation or IPl. 

For operator-initiated swaps: 
The address of the FROM device UCB is in 
CVTSTSAD of the CVT. The addce" of the TO 
dev;ce UCB is in DDRTOUCB of 10RMSCOM. 

'-' " 

Entry is from FINCH for system
initiated DDR requests and from 
IGFDDRMF for operator-initiated 
DDR requests. 

QJ 

QJ 

[2] 

G 

o 

PROCESSING 

Ensures Allocation·does not process concurrently with 
DDR. 

Gains control of TO and FROM devices. 

Is control established? 

Yes No 

OUTPUT 

" Exchanges UCB information. 

The UCB information swapped during a DDR request for 
SYSRES is the same as that swapped for other requests. 

Requests operator to swap volumes. Message IGF501D is issued. 

Was message issued? 

Yes No 

" Verifies correct volume has been mounted on TO 
device. 

G 

'-' 

Terminates DDR by returning to coller. (If coiled 
by IGFDDRMF, that routine issues a woit for 
DDRECB. ) 

• '-' 
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Implementation Notes for Diagram DDR-7 

Note: This diagram pertains only to DDR under VS1. 

This diagram describes the execution of a DDR request involving the system residence volume (SYSRES). A swap for 
SYSRES can be initiated either by the operator or by the operating system. The system initiates a DDR request for 
SYSRES only if the error necessitating the swap is associated with SYSl.SVCLlB. Most of DDR Execution for 
SYSRES is controlled by IGFDDRSR. IGFDDRSR is entered by FINCH in lOS if the request is system-initiated; it 
is entered by lGFDDRMF if the request is operator-initiated. 

Module Label 

GJ To eliminate any conflict between Device Allocation and IGFDDRSR IGF10l 
DDR, these two functions are not permitted to ope rote IGF102A 
concurrently. DDR takes precedence over Allocation. 
If Allocation is executing when DDR gains control, the 
task for which it is executing is set non-dispatchable. If 
Allocation is not executing, ALlOCECB is set to zero. 
(ALLOCECE is the ECB foe Allocation.) 

0 Control is gained by issuing SVC 15. This SVC 15 issues IGFDDRSR IGF102 
a no-op for the devices. If the DDR request is operotor- IGF103 
initiated, both the FROM and the TO devices hove SVC IGF104 
15s issued for them. If the request is system-initiated, IGFlll 
only the TO device requires the SVC. (DDR already has IGF108 
control of the FROM device. 

If SVC 15 is not successful or if no alternate SYSRES IGF204A 
device was specified (and if SYSRES cannot be swapped IGF215 
to itself), the request is terminated and control is IGF303 
returned to the caller. 

o The UCB information is swapped via SVC 15. IGFDDRSR IGFIOB 

• r 
Module Label 

0 Message IGF501 0 is issued requesting that the operator IGFDDRSR IGFl14 
swap the vol umes . If the message cannot be issued, the IGF207 
DDR request is terminated. IGF204 

o A read is issued for the new SYSRES, and the label is lGFDDRSR IGF300 
verified. If the volume swap was correct, Allocation IGF104 
is re-activated (see note 1 above) and DDR is IGF302 
successfully terminated with a return to coller.) IGF304 

If the wrong volume is mounted, message IGF511A is IGF307 
issued and volume verification is retried. 

If a permanent error is encountered on the read attempt, IGF300 
DDR is terminated after the UCB information is swapped IGF306 
bock. (For operator-initiated requests, message IGF30B 
IGF507A is issued to give the operator the opportunity IGF30BB 
of moving SYSRES to another device.) 

o Before IGFDDRSR termirates. ALlOCECB is posted and lGFDDRSR IGF302 
the task for which Allocation is executing is set 
dispatchable. (See note 1 above.) 

NOTES, 

• Messages are issued by IGFDDRSR via SVC 15. 

• IGFDDR05 is a subroutine in IGFDDRSR that gains control from a disk ERP when on error is encountered while 
performing an SVC fetch. IGFDDR05 determines if DDR can handle the swap. 

• The channel-end appendage for SVC 15 issued by IGFDDRSR is IGF400. IGF400 is in IGFDD~SR. 



OOR SECTION 3: PROGRAM ORGANIZATION 

This section describes the OOR routines 
and the relationships between them. 

Figure OOR-3 shows the relationship of 
the OOR routines to the OOR fUnctions dis
cussed in OOR Section 2. Figures OOR-4 and 
OOR-5 show the flow of control between the 
various routines during the execution of 
nOR. Figure OOR-4 depicts OOR processing 
of system-initiated requests. Figure OOR-5 
depicts OOR processing of operator
initiated requests. 

LOCATING OOR 

For VSl 

The following OOR modules reside in the 
nucleus: IORMSCOM, IGFOORSR, IGFOORMF, 

118 

IGFVOOR2, and IGFVOOR3. These modules are 
permanently resident and are loaded during 
initial program load. The rest of the OOR 
modules are loaded into the SVC transient 
area as needed. IGC0008E - IGC0808E, which 
make up SVC 85, reside in SYS1.SVCLIB. 
IGE0660A and IGC25030 also reside in 
SYS1.SVCLIB. 

Note: IGC25030 resides in SYS1.SVCLIB as 
fart of SVC 34; its module name is 
IGC25030. 

For VS2 

All OOR modules are permanently resident 
in the link pack area (SYS1.LPALIB), except 
those located in the nucleus - IORMSCOM, 
IGFDDRMV, IGFVDOR2, and IGFVDOR3. 

J 

J 

J 
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* Also executes swap for tape devices if 
request is operator-initiated. 

Dynamic Device Reconfiguration Modules 

IGC0808E 

SVC 15 
IGFVDDR2 

Figure DDR-3. Relationship of DDR functional areas to modules 

DDR Section 3: Program Organization 119 



I-' 
tv 
o 

IGE0660A 

Entered by OBR t I A -
when permanent I/O • Verifies request 

error encountered 

IGC0008E ,:...c:.:..:.....:..::.---C 
• Prevents allocation 

• Wait queue empty? 
Yes No 

~ 
Allows allocation 

• Cleans up DDR 

• Issues SVC 3 I .. (Sl 

• Posts DDRECB 

• Issues SVC 3 

~ 
IGC0208E D 

• Wait queue empty? 
No Yes .. ( 

+ 
• Finds TO device .. ( 

• Checks reply: -NO----, ... (JI) 
- invalid new device '=' ( 
- YES or valid new device 

,-----------------G 
• RQ E purged? 

1° 
Yes I • (CI 

Gains control of devices 

• Error? 
- onTO I ~~ 
- on FROM (Jl 
- none 

~ 
• Swap for 3330s ? 

IGFDDRMF (MVAOS2) 
I B 

• Waits on DDRECB 

• Issues SVC 85 ---1--_ 

IGC0508E 

• Issues message IGF500l/D or IGF5091/D 
• Validate operator's reply 
• Messages issued during tope reposition? 

Yes -------------------------+~_{ 
No------------------------4---~~ 

Issues message IGF5131 I J!r ( 

• Issues message IGF5031 I • ( EI 

• Issues message IGF502E 

• Message issued for: 
- DASD I .-(, 
- Tope ~ l 
- Tape reposition error 

IGC0708E ,-----------------------H 
No Yes _I 

~ 
• Reads buffered log 

4..., 

Notes: 

I. IGC0508E invokes IGC0908E to 
verify new devices. 

2. SVC 85 modules pass control via 
XCTL. 

3. This figure does not include 
processing for SYSRES swaps. 
(See Figure DDR-l). 

• Swaps UCB information .. (E4 

• Swap for 33305 ? 
No Yes---~-----------~ 

~ 
• Retries I/o that caused error 

• Sets up status record I .. (I 

• Wri tes status record 

IGC0608E 

• Rewind and unload tape 

• Read and verify label: 
- error on read -----------II-I .... (E3) 
- wrong volume . ~ ( 
- successful 

~ 
• Forward space (if necessary): 

- error E3 
- successful .. (F3 

Figure DDR-4. control flow during system-initiated swap 
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• Initializes control blocks 12 

• Checks reply: NO JI 
new device: 
- invalid E2 
- valid 

~ 
• Gains control of new TO device: 

- error I .~ - ERP in progress (J3 
- successful 

~ 
• Swaps UCB information • [ E4 

• Reposi tion tape: 

I • (E3 
- successful 

~ 
• Retries I/O that caused error I .. (J2 

IGC0808E 

• '""""_~'G"'''~ 
Issues message IGF5051 CI 

Issues message IGF5041 Cl 

Issues message IGF511A II 

IGC0908E 
K 

• Verifies user's presence 

• Verifies that if user is EXCP on 
accurate block count has been kept 

• Verifies that FROM device is a vol id 
swap candidate 

• Verifies that FROM and TO devices 
are compatable I .. {E4 

.. ~ 
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IGe2503D IGFDDRMF (MVAOS2) 

I B Entry is from the 
Command Router 
module when a SWAP 
command is entered. 

_~II A • VeriFies request 

• Posts DDRECB __ 

• Issues SVC3 

r 
_....1 

• Wci~s on DDRECB 

• Issues SVC 85 

• SYSRES swap? 
L.. ____ +-_ No Yes .. Go to IGFDDRSR 

IGF0008E C 

• Prevents allocation 

• Concel request? 
No Yes .. (H2 

* • Request for 
- DASD ------1-----' 
- tape -------\------, 

• Wait queue empty? 
Fi gure DDR-4 

Yes No ~(CI 

+ 
• Allows allocation 

• Cleans up DDR 

.sve3 .. (BI 

IGe0608E 

• Rewi nds and un loads tape 

• Dump tape? 
No Yes .. (el 

+ 
• Reads and veri fi es labe I: 

- error on read ------I--;~.,(E3} 
- wrong volume ."::::::t. (H4 

Notes: 

- successful 

~ 
• Forward spaces (if necessary) 

- error 
- successful 

1. Any requests on the wait queue (CI) are from the system. 
2. After writing the record, IGC070BE passes control to IGCOOOBE via IGCOlOBE. 
3. Refer to Diagram 6 for SYSRES swap. 
4. lGC050BE invokes IGC0908E to verify new devices. 
5. SVC B5 modules pass control via XCTl. 
6. Message IGF5101 (El) also issued if swap is for SYSRES. 
7. SYSRES processing is performed for only VS1 . 

E4 

to execute SWAP. 

SVC85 

IGeOl08E D 
1 

• Requests SWAP message ___ \-____ ......l __ ...1 

• Checks reply: 
NO .. \:V 

- invalid new device .. ( 
- YES or valid new device 

+ • SYSRES swap? 
No Yes .. (el 

+ 
• Gains control of TO device: 

- error ~ ( E2 
- successful 

+ 
• Swap for 3330s? 

No Yes 

+ 
• Swaps UC B information II' ( E4 

• Swap for 3330s? 
No Yes 

.. (el 

IGe0408E G 

• Requests SWAP message I .. (El 

• Can volumes be repositioned? 
Yes No I .. (HI 

* • Gains control of devices 

• :rr:n?TOdev;ce I ;~ 
- ERP in progres.s for TO 
- on FROM deVice H 1 

t 
• Swaps UCB information II' ( E4 

• Reposi tions tape: 
- error • ( E3 
- successful 

+ 
• Retries I/O that caused error ~H3 

Figure DDR-5. Control flow during operator-initiated swap 

• r 

• Issues messages lGF500l/D 

• Message issued for: 
- DASD or unit record .. (01 
- tape 

• Checks reply: 
- NO 
- inval id new device 
- YES or valid new device 

• Issues message IGF5131 .. (EJ 

• Issues message IGF5031 .. (EJ 

• Issues message IGF502E 

• Message issued for: 
- DASD or unit record .. ~ 
- tape ( 

IGC0708E 

• Reads buffered log 

• Sets up status record .. (D2 

• Writes status record .. ~ 

Note (2) 

IGe0808E H 

• Issues message IGF5121 ---+-...., 
• Issues message IGF508! ---+--1 
• Issues message IGF5051 ---+--i 
• Issues message IGF5041 ., ( C 1 

• Issues message IGF511A .. (Fl 



DDR MODULE DESCRIPTIONS 

The following module descriptions summarize the functions of each DDR module. Addi- .J.' 
tional information about DDR modules can be found in the method of operation diagrams 
and in the prologues for each module. Prologues can be found on the microfiche. 

Note: Routines marked with * and listed under "Entered From" are routines that may 
enter via one of the DDR message routines. For example, one of the routines that 
enters IGC0008E is IGC0108E. Referring to routines that IGC0108E exits to, note that 
it passes control to IGC0008E via IGC0508E or IGC0808E. 

r---------------------------------------------------------------------------------------, 
I IGC0008E - DDR Router I 
r---------------------------------------------------------------------------------------~ 
I I 
I Controls the execution of DDR: I 
I I 
I • Ensures that Device Allocation does not operate concurrently with DDR. I 
I I 
I • Routes control to the proper DDR routine to process the swap request. I 
I I 
I • Terminates DDR execution. I 
I I 
~------------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
t-------------t-------------------t----------------------------------------~------------~ IGC0008E IGFDDRMF/MV I IGFDDRMF/MV (via SVC 3) when DDR is terminated. 

(via SVC 85) I 
IGC0108E* I IGC0208E if DDR request is system-initiated. 
IGC0208E* I 
IGC0308E* I IGC0108E if DDR request is for direct access 
IGC0408E* I storage or unit-record devices and is operator- ~ 
IGCOS08E I initiated. ~ 
IGC0608E I 
IGC0808E I IGC0408E if DDR request is for tape devices and is 

I operator-initiated. 
I 
1 IGC0808E if the OPERATOR SWAP CANCELLED BY SYSTEM 
I message is to be issued. ~ ___________ -L ___________________ L _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, I IGC0108E - Operator-Initiated DASD DDR I 
r---------------------------------------------------------------------------------------~ 
I I 
I Executes operator-initiated DDR requests for direct access storage and unit-record I 
I devices: I 
I I 
I • Processes reply to SWAP message. I 
I I 
I • Gains control of devices. I 
I I 
I • Swaps UCB information. I 
I I 
I • Invokes routine to issue PROCEED WITH SWAP message. I 
I I 

• r-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ 
I IGC0108E I IGC0008E I IGFDDRMF/MV (via SVC 3) if the swap is for SYSRES. I 
I I IGC0508E I I 
I I IGC0708E I IGC0008E (via IGC0508E or IGC0808E) to terminate I 
I I I DDR execution. I 
I I I I 
I I I IGC0508E to issue messages. I 
I I I I 
I I I IGC0708E if 3330s are being swapped. I 
I I I I 
I I I IGC0808E to issue messages. I L _____________ ~ ___________________ ~ _____________________________________________________ J 

r---------------------------------------------------------------------------------------, 
I IGC0208E - System-Initiated DDR I I 
~---------------------------------------------------------------------------------------~ 
I I 
I • Determines TO device for a system-initiated request. I 
I I 
r-------------r-------------------T--·--------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ I IGC0208E I IGC0008E I IGC0008E (via SVC 7) if no RQEs are on the DDR I 
I I IGC0308E* I wait queue. I 
I I IGC0508E I I 
I I I IGC0008E (via IGC0808E) if the operator requests I 
1 I I that DDR be terminated. I 
I I I I 
I I I IGC0308E if processing for the current request is I 
I I I to continue. I 
I I I I 
I I I IGC0508E to issue messages. I 
I I I I 
I I I IGC0808E if DDR is to be terminated. I ~ ____________ ~ ___________________ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, 
I IGC0308E - System-Initiated ~DR II I 
~---------------------------------------------------------------------------------------~ 
I I 
I Completes execution of system-initiated swaps: I 
I I 
I • Gains control of devices for a system-initiated swap. I 
I I 
I • Swaps UCB informa tion. I 
I I 
I • Invokes routine to issue PROCEED WITH SWAP message. I 
I I 
t-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

t-------------+-------------------+-----------------------------------------------------~ 
I IGC0308E I IGC0208E IGC0008E (via SVC 7) if no RQES are on the DDR I 
I I IGC0508E wait queue. I 
I I IGC0708E 
I I 
I I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

IGC0008E (via IGC0808E) if DDR is to be terminated. 

IGC0208E (via IGC0508E) if a new TO device must be 
specified by the operator. 

IGC0408E (via IGC0508E) if operator is to exchange 
volumes. 

IGC0508E to issue messages. 

IGC0708E if 3330s are being swapped. 

I IGC0808E if DDR is to te terminated. 
-------------~-------------------~-----------------------------------------------------

r---------------------------------------------------------------------------------------, 
I IGC0408E - operator-Initiated Tape DDR I 
t---------------------------------------------------------------------------------------~ 
I I 
I Repositions tapes after swap and: I 
I I 
I • For operator-initiated DDR requests involving tape devices, gains control of I 
I devices, swaps UCB information, and invokes routine to issue PROCEED WITH SWAP I 
I message. I 
I I 
I • For system-initiated DDR requests involving tape devices, initializes system con- I 
I trol blocks. I 
r-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

t-------------+-------------------+-----------------------------------------------------~ 
I IGC0408E I IGC0008E I IGC0008E (via IGC0808E) if DOR is to be I 

I I IGC030BE* I terminated. I 
I I IGC0508E I I 
I I IGC0608E* I IGC050BE to issue messages. I 
I I NSLREPOS I I 
I I I IGC0608E to reposition the tape. I 

I I I I 
I I I IGC080BE if OOR is to be terminated. I L-____________ ~ ___________________ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, 
I IGC0508E - Message Writer I I 
r---------------------------------------------------------------------------------------~ 
I I 
I • Issues messages and exits to routine specified in DDRWORK + 12 (in IORMSCOM). I 
I I 
t-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
r-------------+-------------------f-----------------------------------------------------~ 

IGC0508E I IGC0108E I IGC0008E after issuing PROCEED WITH SWAP message I 
I I for other than 3330s. I 

I I I 
I I IGC0108E after issuing PROCEED WITH SWAP message I 
I I for 3330s or after issuing SWAP message. I 

r-------------------+-----------------------------------------------------~ 
• I IGC0208E I IGC0208E always. I 

t-------------------+-----------------------------------------------------~ 
I IGC0308E I IGC0208E after issuing INVALID FOR SWAP message. I 
I I I 
I I IGC0308E after issuing PROCEED WITH SWAP message I 
I I for direct access storage or unit-record devices. I 

I I I 
I I IGC0408E after issuing PROCEED WITH SWAP for tape I 
I I devices. I 
r-------------------+-----------------------------------------------------~ 
I IGC0408E I IGC0408E after issuing SWAP or ERROR messages. I 

I I I 
I I IGC0608E after issuing PROCEED WITH SWAP message. I 
t-------------------+-----------------------------------------------------~ 
I IGC0608E I IGC0408E after issuing ERROR message. I 

r-------------------+-----------------------------------------------------~ 
I IGC0908E I IGC0908E if a new TO device is specified by the I 

I I I operator. I 
t-------------~-------------------~-----------------------------------------------------~ 
I Note: See DDR Section 6 for a list of messages. I L _______________________________________________________________________________________ J 

r---------------------------------------------------------------------------------------, 
I IGC0608E - Tape Label Verifier I 
r---------------------------------------------------------------------------------------~ 
I I 
I • Verifies tape labels after a swap has been completed. I 
I I 
t-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 

~-------------+-------------------+-----------------------------------------------------~ 
I IGC0608E IGC0408E* I IGC0008E if swap is for DDR dump tape. 
I IGC0508E I 
I IGC0808E I IGC0408E (via SVC 7) if reposition is successful. 

• I I 
I I IGC0408E (via IGC0508E) if an I/O error is 
I I encountered. 
I I 
I I IGCOS08E to issue ERROR message. 
I I 
I I IGC0808E if the wrong volume is mounted. 
I I 
I I NSLREPOS if the tape does not have standard labels. L ____________ ~ ___________________ ~ _____________________________________________________ J 
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r---------------------------------------------------------------------------------------, 
t--------------------------------~:~~~~~~-=-~=:~:~:~~-----------------------------------~ ..~ 
I I ~ 
I • Records 3330 buffer sense information on SYS1.IOGREC. (Records are handled via SVC I 
I 76.) I 
I I 
~------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
r-------------+-------------------+-----------------------------------------------------~ I IGC0708E I IGC0108E I Caller always. I 
I I IGC0308E I I L _____________ ~ ___________________ ~ _____________________________________________________ J 

• r---------------------------------------------------------------------------------------, 
I IGC0808E - Message Writer II I 
~---------------------------------------------------------------------------------------~ 
I I 
I • Issues messages and exits to routine specified in DDRWORK + 12 (in IORMSCOM). I 
I I 
~------------_r-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ 
I IGC0808E I IGC0008E I IGC0008E if entered by other than IGC0608E (to I 
I I IGC0108E I terminate execution). I 
I I IGC0208E I I 
I I IGC0308E I IGC0608E if entered by IGC0608E (to continue I 
I I IGC0408E I execution.) I 
I I IGC0608E I I L-____________ ~ ___________________ ~ _____________________________________________________ J 

r---------------------------------------------------------------------------------------, "\ 
I IGC0908E - Tape Validation I ~ 
~---------------------------------------------------------------------------------------~ 
I I 
I • Validates operator's reply to a tape swap. I 
I I 
~------------_r-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ I IGC0908E I IGC0508E I IGC0408E to continue tape processing. I 
I I I I 
I I I IGC0508E to issue the swap or invalid message. I 
I I I I 
I I I IGC0808E to issue terminate message. I L _____________ ~ ___________________ ~ _____________________________________________________ J 

r---------------------------------------------------------------------------------------, 
I IGE0660A - DDR Central I 
~---------------------------------------------------------------------------------------~ 
! I 
I Sets up DDR for processing of system-initiated requests: ! 
I I 

• Verifies system-initiated requests for DDR. I 

I 
• Places failing RQE on DDR wait queue. I 

I 
• Posts DDRECB. i 

I I 
~·-------------T-------------------T-----------------------------------------------------; 
I Entry Point I Entered From I Exits To I 
1·-------------+-------------------+------------------------------------------------------\ Ji 
t IGE0660A I IGE0125F (OBR) I Caller always. i I _____________ ~ ___________________ ~ ____________________________ .• ________________________ J 
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r---------------------------------------------------------------------------------------, 
I IGFDDRMF - DDR Resident (VSl) I 
I IGFDDRMV - DDR Resident (VS2) , 
~---------------------------------------------------------------------------------------i 
I 
I Initiates execution of DDR: 
I 
I • Waits for DDR to be activated: that is, waits for DDRECB to be posted. 
I 
I • Initiates the processing of a DDR request. 
I 
I Note: If a program check occurs in n DDR routine, the DDR STAE routine is entered at 
I IGFVSTAE from the system STAE. The DDR STAE routine is an integral part of IGFDDRMV; 
I it is only present for VS2. 
I 
~-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exi.ts To , 
~------------+------------------_+-----------------------------------------------------i 
I IORr~SSVC I Dispatcher I IGC0008E (via SVC 85) , 
I I I 
I I I IGFDDRSR if the swap request is for SYSRES (VS1). I ~ _____________ ~ ___________________ L _____________________________________________________ J 

r---------------------------------------------------------------------------------------, I IGFDDRSR - DDR SYSRES (VSl only) I 
t---------------------------------------------·------------.--------------------------<-1 

Handles all DDR functions for SYSRES: 

• Determines if DDR should be invoked for an error involving SYSRES. 

• Prohibits Device Allocation from operating while DDR is being executed. 

• Determines the TO device if the swap is system-initiated. 

• Gains control of the devices. 

• Swaps UCB information. 

• Issues message requesting operator to exchange devices. 

• Verifies that correct volume was mounted on the TO device. 

~-------------;-------------------------------------------------------------------------i I Entry Point I Entered From I Exi ts To I 
~-------------t-------------------t---------------------------------------------------i 
I IGFDDRSR I FINCH I Caller always. I 
I I IGFDDRMF I I 
~------------t-------------------+----------------------------------------------------~ I IGF400 1 lOS I lOS (via IOS-DDR vector table) always. 1 
i--------- ------------- -------/- --------------- --------.----------------------------1 \ __ ~~~~~~~~ ___ L ____ ~~:~_:~ _______ L_=~::::_::~:::: ___________________________________ ~~ 
I I 
I Note: IGFDDR05 is entered whenever a permanent error is encountered in an I/O opera- I 
I tion involving SYS1.SVCLIB on SYSRES. IGCDDR05 determines whether DDR SYSRES may be I 
I ~~k~. I 
I I 
I IGF400 is the channel end appendage for SVC 15s that are issued by DDR SYSRES. I 
I I 
I IGFDDRSR performs all other DDR functions related to a SYSRES swap. , 

~-------------------------------------------------------------------------------------~ 
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r---------------------------------------------------------------------------------------, 1 IGFVDDR2 - Channel End Appendage 1 
1---------------------------------------------------------------------------------------1 1 , J 
1 Controls DDR I/O operations (SVC 15): 1 
I , 
1 • Determines what I/O operation is requested when a DDR routine issues SVC 15. 1 
1 1 
1 • Takes the appropriate branch into lOS using the IOS-DDR vector table. 1 
1 1 
~------------,-------------------T----------------------------------------------------~ 
I Entry Point I Entered by I Exi ts To 1 
~------------t------------- ------t--------------------------------------------------~ 
I IGFDDR02 I 105 I 105 (via the vector table) always. 1 
~-------------J.-------------------J.-----------------___________________________________ ~ 
I Note: The following DDR routines use this routine via SVC 15. IGC0008E, IGCOI08E, I 
I IGC0208E, IGC0308E, IGC0408E, IGC0608E, and IGC0708E. 1 • L _______________________________________________________________________________________ J 

,--------------------------------------------------------------------------------------, 
I IGFVDDR3 - Abnormal End Appendage I 
~--------------------------------------------------------------------------------------~ 
I I 
I • Processes error conditions encountered in I/O operations initiated by DDR. I 
I I 
r------------~-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
~-------------+-------------------+-----------------------------------------------------~ 
I IGFDDR03 I lOS 1 lOS via IOS-DDR vector table if permanent error is I 
1 1 I detected, otherwise via .return to caller. I L-____________ ~ ___________________ ~ _____________________________________________________ J 

r---------------------------------------------------------------------------------------, .. ~ 
I IGC2503D - SWAP Command Processor I ~ 
~---------------------------------------------------------------------------------------~ 
I I 
I Sets up DDR for operator-requested swaps: I 
I I 
J • Verifies the SWAP command and determines whether DDR can be invoked for an I 
I operator-initiated request. I 
I I 
I • Determines whether operator-specified tape devices are eligible for swapping. I 
I I 
I • Posts DDRECB. I 
I I 
~-------------T-------------------T-----------------------------------------------------~ 
I Entry Point I Entered From I Exits To I 
r-------------+-------------------+-----------------------------------------------------~ 
I IGC2503D I IGC0403D (SVC 34 I Caller if DDR is to process the request. I 
I I command module) I IGG2103D nos message module) if DDR is not to pro- I • 
I I I cess the request. I L-____________ ~ ___________________ ~ _____________________________________________________ J 
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The directory provides a quick reference 
from this publication to the pertinent cod
ing, or from the coding back into the pub
lication. The directory contains the fol
lowing information: 

Module and CSECT Name: The name of the 
object module and the CSECT containing the 
coding indicated by the label • 

Label: Names taken from the listing for 
entry points, significant sections of cod
ing, and data areas. 

Description: A synopsis of the function of 
the coding indicated by the label. 

DDR SECTION 4: DIRECTORY 

Library: The place where the module 
resides. (For VS2, all DDR modules reside 
in the link pack area, except those located 
in the nucleus - IORMSCOM, IGFDDRMV, 
IGFVDDR2, and IGFVDDR3.) 

Name: The descriptive name used to refer 
to the module. 

Diagram: The method of operation diagram 
containing information about the coding 
identified by the label. 

r----------T----------T------------------------------T------------------T------------------------T-----' 
I Module andl I I I I Dia- I 
ICSECT Name I Label I Description I Lil::;rary I Name Igram I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IEANUcOl I IGF20l I Contains addresses and I Nucleus I DDR Communications I I 
I IGF20l I I status indicators I I Area I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0008E I IGC0008E I Controls DDR execution I SYSl.SVCLIB (VSl) I DDR Router I 4 I 
I I I I SYS1.LPALIB (VS2) I I I 
~---------+----------+------------------------------+------------------+------------------------+-----~ 
I IGCOI08E I IGCOI08E I Processes operator-initiated I SYS1.SVCLIB (VS1) I operator-Initiated I 4 I 
I I I requests for direct access I SYSl. LPALIB (VS2) I DASD DDR I I 
I I I and unit-record devices I I I I 
~----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0208E I IGC0208E I Determines TO device for I SYS1.SVCLIB (VSl) I System-Initated DDR I I 5 I 
I I I system-initated request I SYSl.LPALIB (VS2) I I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGc0308E I IGC0308E I Executes swap for system- I SYS1.SVCLIB (VS1) I System-Initiated I 5 I 
I I I initiated request I SYS1.LPALIB (VS2) I DDR II I I 
r----------+----------+--~---------------------------+------------------+------------------------+-----~ 
I IGC0408E I IGC0408E I Processes operator-initiated I SYS1.SVCLIB (VS1) I Operator-Initiated I 5,6 I 
I I I requests for tape devices; I SYSl.LPALIB (VS2) I Tape DDR I I 
I I I repositions tapes I I I I 
~----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0508E I IGC0508E I Issues DDR messages I SYS1.SVCLIB (VS1) I Message Writer I I 5,6 I 
I I I I SYS1.LPALIB (VS2) I I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0608E I IGC0608E I Verifies that correct tapes I SYS1.SVCLIB (VS1) I Tape Label Verifier I 5,6 I 
I I I are mounted I SYSl.LPALIB (VS2) I I I 
t----------+----------+------------------------------+------------------+------------------------+----~ 
I IGC0708E I IGC0708E I Records error statistics for I SYS1.SVCLIB (VS1) I Recording I 5,6 I 
I I I 3330s I SYS1.LPALIB (VS2) I I I 
~---------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0808E I IGC0808E I Issues DDR messages I SYS1.SVCLIB (VS1) I Message Writer II I 5,6 I 
I I I I SYS1.LPALIB (VS2) I I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGC0908E I IGC0908E I Validate operator's reply to I SYS1.SVCLIB (VS1) I Tape Validation I I 
I I I a tape swap I SYSl. LPALIB (VS2) I Routine I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 
I IGE0660A I IGE0660A I Verifies system-initiated I SYS1.SVCLIB (VS1) I DDR Central I 2 I 
I I I requests I SYS1.LPALIB (VS2) I I I 
r----------+----------+------------------------------+------------------+------------------------+-----~ 

IGFDDRMF DDRRB I RB for DDR I Nucleus DDR Resident I 4 I 
I I I I 

IGFDDRFC I Marks end of DDR save area I I 4 I 
I I I 

IGFDDRMF I Initiates execution of DDR I I 4 
I request (VSll I I 

IGFDDRND I Marks end of DDR save area I I 4 
I I I 

IGFDDROl I Alternate entry point name I I 
I I I 

IGFDDRll I Alternate entry point name I I 
I I I 

IORMSSVC I Issues SVC 85 (VS1) I I 4 
I I I I 
I IORMSWT I Issues WAIT for DDRECB (VS1) I I 4 L-_________ ~ _________ ~ ______________________________ ~ __________________ ~ ________________________ ~ _____ J 
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r----------T----------T------------------------------T------------------T----------------------~-----, 
'Module and" " ,Dia- , 
,CSECT Name I Label, Description 'Library , Name 'gram , 
.----------t----------t------------------------------t------------------+------------------------+-----~ 
, IGFDDRMV , IGFDDRMV , Initiates processing of DDR ,Nucleus , DDR Resident ,4, 
, , , request (VS2) , , , , 

I " " , , I , IGFVSTAE , Terminates DDR when a' , , , 
, , , program check occurs, , , , 

, " " , , I , IORMSSVC , Issues SVC 85 (VS2) I , ,4 , , " " , , I ,IORMSWT I Issues WAIT for DDRECB (VS2) , I I 4 , 
~----------+----------+------------------------------+------------------+------------------------+-----~ 

IGFDDRSR IGFDDRSR Handles DDR requests Nucleus DDR SYSRES 7 

IGFDDR05 

IGFODEB 

IGFOIOB 

involving SYSRES 

Determines if the system 
should invoke DDR for an 
error on SYSRES 

DEB for DDR SYSRES 

lOB for DDR SYSRES 

IGF400 Determines proper interface 
between DDR SYSRES and lOS 
when an SVC 15 is issued by 
IGFDDRSR , 

.----------+----------+------------------------------+------------------+------------------------+-----~ 
, IGFVDDR2 , IGFVDDR2 , Determines proper interface ,Nucleus , Channel End Appendage' , 
, , , between DDR and lOS when an , , , , 
, , , SVC 15 is issued , , , , 
~----------+----------+------------------------------+------------------+------------------------+-----~ 
, IGFVDDR3 , IGFVDDR3 , Processes error conditions 'Nucleus , Abnormal End Appendage , , 
, , , during DDR I/O , , , , 

~----------+----------+------------------------------+------------------+------------------------+-----~ 
, IGF2503D , IGF2503D , Verifies operator-initiated 'SYSl.SVCLIB (VSl), SWAP Command ,3, 
, , , requests I SYSl.LPALIB (VS2) , Processor " 
~----------+----------+------------------------------+------------------+------------------------+-----~ 
, IORMSCOM 'DDRECB 'ECB for DDR , Nucleus , DDR Communications , , 
, I' I' Area I' L __________ L __________ L ______________________________ L _ _________________ L ________________________ L _____ J 
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DDR SECTION 5: DATA AREAS 

This section contains descriptions of the principal data areas used by 
DDR: 

• DDR communications area (IORMSCOM) 

• IOS-DDR vector table 

The symb~ic names shown in individual fields represent the displace
ment, 1.n bytE!'S, from the beginning of a specific data area to the field. 
Access is gained to a specific field by using an instruction in which the 
beginning address of the area (usually contained in a register) is the 
base address, and the symbolic field name represents the displacement. 
Use of the fields can be traced in the DDR listings by first locating the 
symbolic field names in the cross-reference table at the back of the 
listings and then noting where the names are used. 

The field headings and their meanings are: 

Displacement: The numeric address of the field relative to the beginning 
of the data area. The first number is in decimal; the second (in paren
theses) is the hexadecimal equivalent. 

Bytes and Bit Patterns: The size (number of bytes) of the field and the 
bit settings of flag fields; that is, the state of bits in a byte. When 
the column is used to show the state of bits, it is shown as follows: 

1 ... 

•• xx 

The eight bit positions (0-7) in a byte. For ease of scan
ning, the high-order (left-hand) four bits are separated 
from the low-order four tits. 

A reference to bit o. 

Bits 6 and 7 are reserved • 

Bit settings that are significant are shown and described. Bit settings 
that are not presently significant are described as reserved bits. 

Field Name: A name that identifies the field. 

Field Description: The use of the field • 
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DDR COMMUNICATIONS AREA (IORMSCOM) 

IORMSCOM is the DDR communications area. It provides the major inter
face between the DDR routines, as well as interfaces between DDR and oth
er parts of OS/VS. 

The base address of IORMSCOM is contained in the first word of the 
SYS1.LOGREC DCB. In addition, the address can usually be found in one of 
the registers if DDR is being executed. 

Note: The first 20 bytes (0-19) of IORMSCOM are used by CCH (Channel
Check Handler). For a description of this area, refer to CCH Section 5 
of this publication. 

Figure DDR-6 is provided to assist in locating DDR fields in IORMSCOM. 
This figure contains an alphabetic list of the fields with their 
displacements. 

r----------T------------TT----------T------------TT----------T------------, 
I Field I Displacement I I Field I Displacement I I Field I Displacement I 
~ALLOcEcB--+--20-114l---t+DDRF-LGSB--+--40-(28)---++IOsVTA----+--45-(2Dr---~ 
I ALLOCTCB I 24 (18) I DDRFLGSC I 44 (2C) IIOURRQE I 66 (42) I ALLOTJID I 28 (lC) \ DDRFLGSD I 48 (30) II REPLYBUF I 84 (54) 
I ALTCUASR I 60 (3C) I DDRFLGSE I 74 (4A) II RMSTCB I 40 (28) 

BLKCNT 68 (44) DDRFLGSF 75 (4B) RMSTCBA· 41 (29) I BRET I 260 (104) I DDRFMUCB I 56 (38) II SYSRESAD I 36 (24) 
CNSLID 52 (34) DDRIOB 152 (98) USRDCB 53 (35) 

I COREADDR I 88 (58) I DDRTOUCB I 58 (3M II USRDEB I 32 (20) I DDRBUFR I 280 (118) \ DDRWORK I 104 (68) II USRRQE I 64 (40) 
I DDRCOUNT I 92 (5C) I FILECNT I 72 (48) II USRTCB I 48 (30) 
I DDRDEB I 212 (D4) I IOSECB I 80 (50) II USRTCBA I 49 (31) 
I DDRECB I 76 (4C) I IOSVT I 44 (2C) II XCTLLIST I 136 (88) 
l~~_R!~_G~~ __ ~ __ }~_~~~2 ___ ~~ __________ ~ ____________ ~~ __________ ~ ____________ J 

Figure DDR-6. Locations of fields in IORMSCOM 
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Displacement 
20 (14) 

24 (18) 

28 (iC) 

30 (lE) 
32 (20) 

36 (24) 
36 (24) 

37 (25) 

40 (28) 

40 (28) 

41 (29) 
44 (2C) 

Bytes and 
Bit Patterns 

4 

1 ••. 

· .1. 
• .. 1 

• x •• 

1 ... 
.1 .. 

· .1. 

· .. 1 

4 

2 

2 
4 

o 
1 

1 ..• 
.1 .. 

•. 1. 

... 1 

3 

o 

1 

1 ... 

.1 .. 

•• 1. 

... 1 

3 
o 

Field Name 
ALLOCECB 

ALLOCTCB 

ALLOTJID 

USRDEB 

SYSRESAD 
DDRFLGSA 
SYSRESOP 

DDRBUSY 
DDRON 

VALIDATE 
NSLUSER 

NSLAVAIL 

OPINIT 

RMSTCB 

DDRFLGSB 
SWAPMSG 
INVALID 

SYSRES 

DDREND 

PROCEED 

SHRDASD 

NOTOUCB 

FIRSTIO 

RMSTCBA 
IOSVT 

Field Description 
ECB for Device Allocation. 
Used to keep Device Allocation 
from being executed currently 
with DDR. 
If Device Allocation is 
active, this field contains 
the address of the TCB for the 
task for which Device Alloca
tion is being executed. 
OS/VS2 - TJID of the task for 
which device allocation is 
being executed. 
Reserved. 
Address of the DEB for the 
data set being swapped. 
(see displacement 37.) 
DDR flags. 
This version of DDR can pro
cess swap requests for SYSRES 
(VSl only). 
DDR request being processed. 
System-initiated requests 
permitted. 
Verify the TO device. 
The volume being processed 
does not have standard labels. 
An NSLREPOS routine has been 
provided. 
The request being processed is 
operator-initiated. 
Reserved. 
Address of IGFDDRSR (VS1 
only). 
(See RMSTCBA, displacement 
41). 
DDR flags. 
Issue SWAP message. 
Issue INVALID FOR SWAP 
message. 
Issue SYSRES RESIDENT ON warn
ing message (VS1only). 
Issue TAPE DDR TERMINATED 
message. 
Issue PROCEED WITH SWAP 
message. 
The device involved in the 
swap is a shared direct access 
device. 
A TO device was not found for 
a system-initiated swap request . 
SVC 15 has been issued to gain 
control of a device. 
Address of TCB for DDR. 
(See IOSVTA, displacement 45.) 
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Bytes and 
DisElacement Bit Patterns Field Name Field DescriEtion 

J 44 (2C) 1 DDRFLGSC DDR flags. 
1 ••• TERMINATE Terminate DDR. 
.1 •• STAE The DDR STAE routine has 

intercepted a program check 
(VS2 only). 

· . 1. CANCEL Issue OPERATOR SWAP CANCELLED 
BY SYSTEM message. 

• •• 1 ERROR Issue ERROR message. 
1 ••• SWAPUCB SVC 15 has been issued to swap 

UCB information. 
.1 •• REPOSITN A tape that has been swapped 

must be repositioned. 
· . 1. IONOCTRL SVC 15 has been issued to re-

EXCP without control. • • •• 1 ERPINPRO Issue AN ERP IS IN PROCESS 
message. 

45 (2D) 3 IOSVTA Address of IOS-DDR vector 
tat:le. 

48 (30) 0 USRTCB (See USRTCBA, displacement 
49. ) 

48 (30) 1 DDRFLGSD DDR flags. 
1 .•• SYSRESBR Branch to IGFDDRSR. An 

operator-initiated swap speci-
fied SYSRES as the FROM device 
(VSl only) • 

. 1 .• · ... DDRMSG Issue WRONG VOLUME MOUNTED 
message if this bit is off, 
and bit o of DDRFLGSD is on. 

• .1. · ... DUMPTAPE The tape device involved in 
the current DDR operation has 
a dump tape mounted. 

· .. 1 READ Read a record. 

J 1 ... STADLABEI The tape volume being pro-
cessed has standard labels. 

.1 •• UNLABELD The tape volume being pro-
cessed is unlabeled. 

• .1. FORSPACE Forward space file. 
· .. 1 IOCONTRL SVC 15 has been issued to re-

EXCP with control. 
49 (31) 3 USRTCBA Address of the TCB for the 

task for which DDR is being 
executed. 

52 (34) 1 CNSLID Save area for Console Identi-
fication; used if operating 
under MCS. 

53 (35) 3 USRDCB Address of the DCB for the 
data set involved in a swap. 

56 (38) 2 DDRFlvlUCB Address of the UCB for the 
FROM device. 

58 <3A) 2 DDRTOUCB Address of the UCB for the TO • 
device. 

60 (3C) 4 ALTCUASR Address of alternate SYSRES 
device (VSl only). 

64 (40) 2 USRRQE Pointer to RQE for I/O opera- • 
tion for which DDR is being 
executed. The DDR request was 
initiated by the system. 

66 (42) 2 OURRQE Pointer to RQE for DDR. 
68 (44) 4 BLKCNT Block count for magnetic tape. 
72 (48) 2 FILECNT File count for ~agnetic tape. 
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Displacement 
74 (4A) 

75 (4B) 

76 (4C) 

80 (50) 

84 (54) 
88 (58) 

92 (5C) 
96 (60) 
98 (62) 

100 (64) 
104 (68) 

136 (88) 

152 (9S) 
212 (D4) 
260 (104) 
264 (lOS) 
272 (110) 

280 (118) 

Bytes and 
Bit Pattern 

1 
1 . .. • •.. 

. 1 .. 

· .1. 

• .. 1 

1 .•. 

• . .. .1 .. 

'1 ••• 
.1 •• 

• .1. 
• .• 1 

· . 1. 

· .• 1 

1 

1 ... 
.1 .. 

· .1. 
• .. 1 
4 

4 

4 
4 

4 
2 
2 
4 

28 

16 

60 
48 

4 
4 
S 

80 

Field Name 
DDRF:U;SE 
RETRY 

WRONGVOL 

LAB LPROC 

READFROM 

FMERROR 

TOERROR 

RECRDING 

READ TO 

DDRFLGSF 
COMPLETE 
REENTRY 

REINIT 
LABELERR 

DDRINIT 
OPCANCEL 

NEGCOUNT 
DDRFIX 
DDRECB 

IOSECB 

REPLYBUF 
COREADDR 

DDRCOUNT 

DDRWORK 

XCTLLIST 

DDRIOB 
DDRDEB 
BRET 
FIXECB 
FIXLIST 

DDRBUFR 

Field Description 
DDR flags. 
Retry the I/O operation that 
caused the system to invoke 
DDR • 
Issue WRONG VOLUME MOUNTED 
message. 
Verify that the correct volume 
(tape) has been mounted. 
Read 3330, 3330-1, or 3340 
buffer. 
Error was encountered reading 
FROM 3330, 3330-1, or 3340 
buffer. 
Error was encountered reading 
TO 3330, 3330-1, or 3340 
buffer. 
Record 3330, 3330-1, or 3340 
buffer. 
SVC 15 was issued to record a 
3330, 3330-1, or 3340 buffer. 
DDR flags. 
Issue SWAP COMPLETE message. 
The DDR abnormal end appendage 
was entered. Used by 
IGC0508E, when calling 
IGC0908E, to validate a 
device. 
Reinitialize DDR block count. 
An error was encountered while 
attempting to verify and repo
sition a tape after a swap. 
Initialize DDR. 
Cancel operator-initiated 
swap. 
Initialize block count to -1. 
User LCB page has been fixed. 
ECB for DDR Resident routine 
(IGFDDRMV) • 
ECB for return from lOS. Used 
to determine when an SVC 15 
has been completed. 
Reply buffer for DDR messages. 
Pointer to main storage 
obtained for recording 3330, 
3330-1, or 3340 sense buffer 
information. 
Reserved. 
Contains CNOP 4,8 instruction. 
Reserved. 
Block count. 
Work area. DDRWORK + 12 is 
used by the DDR load modules 
of SVC 85 to indicate succes
sor routines. 
XCTL list for NSLREPOS 
routine. 
lOB us ed by DDR. 
DEB used by DDR. 
BR 14 instruction. 
ECB for user's fixed page DCB. 
Parameter list for page 
fixed/freed. 
Buffer for DDR I/O. 
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IOS-DDR VECTOR TABLE 

DDR uses the IOS-DDR vector table to perform I/O operations. The vector table 
is in lOS. See "I/O Handling -- IOS-DDR Interface" in DDR Section 2 for details 
on how the table is used. The following is a description of the vector table: 

Displacement 
o 

4 

8 

12 

16 

20 

24 

28 

32* 

36* 

Meaning 
Address of DDR wait queue. 

Branch to re-EXCP with control of device. Turns on the UCB 
error flag (UCBERR in UCBFLl), and stores a pointer to DDR' s RQE 
in UCBL~S. The RQE is then queued on the logical channel queue, 
and Channel Restart is entered. 

Branch to re-EXCP without control of the device. Resets the UCB 
not-ready flag (UCBNRY in UCBFL1), queues the RQE on the logical 
channel queue, and enters Channel Restart. 

Branch to POST without control of device. Resets the UCB error 
flag, enters lOS-POST interface to post the user's request, and 
then enters Channel Restart. 

Branch to POST with control of device. Turns on the UCB error 
flag. The lOS-POST interface is entered to post the user's re
quest, then Channel Restart is entered. 

Branch to retry user's request. Dequeues the user's RQE from 
the DDR wait queue and queues it on the appropriate logical 
channel queue. The UCB error flag is then turned on, and a 
pointer to the user's RQE is stored in UCBLTS. Pointers to the 
lOB, DEB, and DCB are set up. The DCB error flags are reset, 
and control is routed to re-EXCP the user's I/O request. 

Branch to swap UCB information. Exchanges device information 
between the TO and the FROM devices, but leaves volume informa
tion alone. channel Restart is then entered. 

Branch to cancel DDR. Dequeues the user's RQE from the DDR wait 
queue, sets the UCB error flag, and posts the user with a per
manent I/O error. (If the RQE is not on the wait queue upon 
entry, lOS exits to Channel Restart.) 

Branch to cancel DDR SYSRES. (This branch is taken only when an 
operator-initiated swap for SYSRES is interrupted by a system
initiated swap request for SYSRES.) Dequ€ues the DDR SYSRES RQE 
from the logical channel queue and enters Channel Restart. 

Branch to re-EXCP for SYSRES DDR on condition code 3. (This 
branch is taken only when DDR is being executed for SYSRES.) 
Prevents a reseek on the I/O operation ty setting the UCBASK bit 
in UCBFLl of the UCB (except for devices with rotational posi
tion sensing). Then uses re-EXCP to perform the I/O request. 

*These entries exist only for VS1. 
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This section contains information to aid 
in locating errors in DDR. Discussions on 
register usage, messages, and SYSRES pro
cessing are included. 

REGISTER USAGE 

Figure DDR-7 indicates the significant 
contents of general purpose registers upon 
entry to the specified DDR modules. 

MESSAGES 

DDR messages can be issued by three dif
ferent modules: 

• IGFDDRSR if a swap for SYSRES is being 
executed (VS1 only). 

• IGC050SE or IGCOSOSE if a swap is not 
for SYSRES. 

Figure DDR-S shows the messages, the 
modules that issue them, and the modules 
that request each message to be issued. 

IGFDDRSR PROCESSING (VS1 ONLY) 

The DDR SYSRES routine (IGFDDRSR) is 
segmented into a number of subroutines. 
Entry to these subroutines is usually via a 
BAL instruction, while exit from them is 
usually via a branch to the address speci-

DDR SECTION 6: DIAGNOSTIC AIDS 

fied by the BAL instruction. (The exit 
address specified by the BAL instruction is 
usually contained in LINKRG, register S.) 

Figures DDR-9 and DDR-10 are provided as 
an aid to understanding the relaticnship 
tetween the subroutines and the rest of the 
module. These figures indicate the events 
that occur in IGFDDRSR during swapping of 
SYSRES. 

The figures are alike. The action 
column is a summary of the operations per
formed in IGFDDRSR. The sequence number 
column indicates the sequence in which 
these operations are performed. The label 
column specifies where in IGFDDRSR these 
operations are performed. 

First, select the appropriate figure; 
Figure DDR-9 pertains to system-initiated 
swaps for SYSRES; Figure DDR-10 pertains to 
operator-initiated swaps for SYSRES. Next 
find number 1 in the sequence column of the 
selected figure. Then use the sequence 
numbers, starting with 1, to trace the 
sequence of events. (Figures DDR-9 and 
CDR-10 show the sequence of events for a 
successful SYSRES swap only; error paths 
are not shown.) 

Note: SYSFLG1 is used by IGFDDRSR to ind
icate what processing is to be done. SYS
FLG1 is in IGFDDRSR, and it is set and 
reset ty that routine throughout DDR SYSRES 
processing • 
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(Xl 

Register No. IGCOOO8E IGCOI08E IGC020BE IGC030BE 

0 

I DDR Wait Address of Address of Address of 
Queue Address ROE for DDR ROE for DDR ROE for DDR 

2 DDR Wait DDR Wait DDR Wait 
Queue Address Queue Address Queue Address 

3 CVT Address CVT Address CVT Address CVT Address 

4 Address of Address of Address of Address of 

TCB for RMS TCB for DDR TCB for DDR TCB for DDR 

5 Address of Address of Address of Address of 
SVRB Extended SVRB Extended SVRB Extended SVRB Extended 
Save Area or Save Area Save Area Save Area 
of SVRB 

6 Addre" of DEB Address of DEB 
for Foiling Va for Failing I/O 
Operation Operation 

7 Address of Address of Address of Address of 
FROM UCB FROM UCB FROM UCB FROM UCB 

8 Address of TO Address of TO 
UCB if UCB 
Operator-
Initiated 
Request 

9 

10 Address of Address of Address of Address of 
DEB for DDR DEB for DDR DEB for DDR DEB for DDR 

II Address of Address of Address of Address of 
10RMSCOM 10RMSCOM 10RMSCOM 10RMSCOM 

12 Address of Bose Address Bose Address Base Address 
IGCOOO8E 

13 Address of Address of Address of 
lOB for DDR lOB for DDR lOB for DDR 

14 

15 

* If entered ot IGFDDR05: - Address of lOB for SYSRES 
- Address of DEB for SYSRES 

7 - Address of UCB for SYSRES 
12 - Address of IGFDDR05 
13 - Return Address 

Register Input Expected by Each DDR fv\odule 

IGC040BE IGC0508E IGC0608E IGC0708E 

Address of Address of Address of Address of 
ROE for DDR ROE for DDR ROE for DDR ROE for DDR 

DDR Wait DDR Wait DDR Wait DDR Wait 
Queue Address Queue Address Queue Address Queue Address 

CVT Address CVT Address CVT Address CVT Address 

Address of Address of Address of Address of 
TCB for DDR TCB for DDR TCB for DDR TCB for DDR 

Address of Address of Address of Address of 
SVRB Extended SVRB Extended SVRB Extended SVRB Extended 
Save Area Save Area Save Area Save Area 

Address of DEB Address of DEB 
for Fai ling I/O for Foiling I/O 
Operation if Operation if 
System- System-
Initiated Initiated 
Request Request 

Address of Address of Address of Address of 
FROM UCB FROM UCB FROM UCB FROM UCB I 

Address of TO Address of TO Address of TO Address of TO 
UCB UCB ;f UCB UCB if 

Operotor- Operotor-
Initiated Initiated 
Request Request 

Address of 
DeB for 
Foiling I/O 
Operotion 

Address of Address of Address of Address of 
DEB for DDR DEB for DDR DEB for DDR DEB for DDR 

Address of Address of Address of Address of 
I ORMSC OM 10RMSCOM 10RMSCOM 10RMSCOM 

Base Address Bose Address Base Address Base Address 

Address of Address of Address of Address of 
lOB for DDR lOB for DDR lOB for DDR lOB for DDR 

Figure DDR-7. Register input expected by the modules of DDR 

'-' • • '-' 

IGC0808E IGC0908E IGE0660A IGFVDDR2 IGFVDDR3 

Address of Address of Address of Address of Address of 
ROE for DDR ROE for DDR ROE for ROE for DDR ROE for DDR 

Foiling I/O 
Operation 

DDR Wait DDR Wait Address of Address of 
Queue Address Queue Address lOB for DDR lOB for DDR 

CVT Address CVT Address Address of Address of 
DEB for DDR DEB for DDR 

Address of Address of Address of Address of 
TCB for DDR DCB for DDR DCB for DDR DCB for DDR 

Address of Address of 
SVRB Extended SV RB Extended 
Save Area Save Area 

Address of DEB Address of DEB 
for Fai ling I/O for Foiling I/O 
Operation if Operation 
System-
Initiated 
Request 

Address of Address of Address of Address of 
FROM UCB FROM UCB UCB for DDR UCB for DDR 

Address ofT 0 Address of 
UCB if TO UCB 

Operator-
Initioted 
Request 

Address of 
UCB for 
Failing I/O 
Operation 

Address of Address of 
DEB for DDR DEB for DDR 

Address of Address of 
10RMSCOM 10RMSCOM 

Base Address Bose Address Address of 
IGE0660A 

Address of Address of 
lOB for DDR lOB for DDR 

Base Address Base Address 

'-- - -

If entered at IGF400, contents ore the same 05 for IGFVDDR2. 

• \., ., 
J 



r-----------------------------------------------------------~-----------T--------------, 
I Message Number I Issued By I Requested By I 

t------------------------------------------------------------+-----------+--------------~ 
I IGF500I SWAP xxx TO yyy I IGC0508E I IGC0108E I 
I IGF500D REPLY' YES'. DEVC, OR 'NO' I I IGC0208E I 
I REPLY 'YES', OR 'NO' I I IGC0308E* I 
I I I IGC0408E I 
r------------------------------------------------------------+-----------+--------------~ 
I IGF501D SWAP SYSRES FROM xxx TO yyy I IGFDDRSR I IGFDDRSR I 

t------------------------------------------------------------+-----------+--------------~ 
I IGF502E PROCEED WITH SWAP xxx TO yyy I IGC0508E I IGC0108E I 

• I I I IGC0308E I 
I I I IGC0408E I 
~------------------------------------------------------------+-----------+--------------~ 
I IGF503I ERROR ON yyy, SELECT NEW DEVICE I IGC0508E I IGC0408E I 
I I I IGC0608E I 
~------------------------------------------------------------+-----------+--------------~ 
I IGF504I AN ERP IS IN PROCESS FOR xxx I IGC0808E I IGC0408E I 
r------------------------------------------------------------+-----------+--------------~ 
I IGF505I SWAP FROM xxx TO yyy COMPLETE I IGC0808E I IGC0408E I 
~------------------------------------------------------------+-----------+--------------~ I IGF507A VOLUME ON yyy UNIDENTIFIABLE, SWAP SYSRES TO zzz I IGFDDRSR I IGFDDRSR I 
t------------------------------------------------------------+-----------+--------------~ 
I IGF508I OPERATOR SWAP CANCELLED BY SYSTEM I IGC0808E I IGC0008E I 

~------------------------------------------------------------+-----------+--------------~ 
I IGF509I SWAP xxx I IGC0508E I IGC0208E I 
I IGF509D REPLY DEVC, OR 'NO' I I I 
~------------------------------------------------------------+-----------+--------------~ 
I IGF509D REPLY DEVC, OR 'NO' I IGC0508E I IGC0408E I 
I I I IGC0608E I 
~-~----------------------------------------------------------+-----------+--------------~ 
I IGF510I SYSRES RESIDENT ON xxx I IGC0508E I IGC0108E I 
r------------------------------------------------------------+-----------+--------------~ 
I IGF511A WRONG VOLUME MOUNTED ON yyy I IGC0808E I IGC0608E I 
I t-----------+--------------~ 
I I IGFDDRSR I IGFDDRSR I 

t------------------------------------------------------------+-----------+--------------~ 
I IGF512I DDR TERMINATED I IGC0808E I IGC0108E I 
I I I IGC0208E I 
I I I IGC0308E I 
I I I IGC0408E I 

~----------------------------~-------------------------------+-----------+--------------~ 
I IGF513I yyyINVALID FOR SWAP** I IGC0508E I IGC0108E I 
I I I IGC0208E I 
I I I IGC0308E I 
I I I IGC0408EI 
t------------------------------------------------------------~-----------~--------------~ 
I *Messages IGF500I/D are issued for IGC0308E only if the request is for message I 
I IGF513I. I 
I I 
I **Messages IGF500I/D are always issued following a request for message IGF513I. I 

• 
L _______________________________________________________________________________________ J 

Figure DDR-8. DDR messages 
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r--------T-----------------------T-----------------------------------------------------, 
I Label I Sequence Number I Action I 

~---------+---T----T----T----T----+-----------------------------------------------------~ 
I IGF101 I 1 I I I I I Disable Allocation routine I J 
r---------+---+----+----t----t----+-----------------------------------------------------~ 
I IGF111A I 2 I I I I I Find alternate SYSRES device I 

~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGFI03 I 3 I I I I I Prepare to gain control of device I 

r---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF104 I 4 I I 16 I I 25 I Prepare for I/O I 
~---------+---+----+----+----+----~ I 
I IGFI05A I I 10 I I I I I • 
I r---+----+----t----+----+-----------------------------------------------------~ 
I I I I 17 I I I Branch LINKRG I 
~---------t---+----+----+----+----+-----------------------------------------------------~ 
I IGFI05B I 5 I 11 I I I 26 I Issue SVC 15 I 
I ~---+----+----+----+----+-----------------------------------------------------~ 

• 
I I I 12 I I I I Branch LINKRG I 
~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF106 I 6 I I I 20 I 27 I Issue WAIT I 
~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF106B I I I I 21 I 28 I Branch LINKRG I 

~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF108 I 7 I I I I I Set LINKRG1=IGF114 I 
~---------+---+----+----+----+----+------------------------~----------------------------~ 
I IGF109 I 8 I I I I I Prepare to swap UCB information I 

~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF110 I 9 I I I I I BAL LINKRG (to IGF105A) I 

I r---+----+----+----+----+-----------------------------------------------------~ 
I I I 13 I I I I Branch LINKRG1 (to IGF114) I 

~---------+---+----+----+----+----+---------------------------------------------------~-~ 
I IGF114 I I 14 I I I I Prepare to issue message IGF501D I 

r---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF207 I I 15 I I I I BALR LINKRG (to IGF104) I 

I ~---+----+----+----+----+-----------------------------------------------------~ 
I I I I 18 I I I Issue EXCP to write message I 
I r---+----+----+----+----+-----------------------------------------------------~ 
I I I I 19 I I I BAL LINKRG (to IGF106) I 

I ~---+----+----+----+----+-----------------------------------------------------~ 
I I I I I 22 I I Check for I/O errors I 

~---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF300 I I I I 23 I I Prepare to read volume ID I 
I ~---+----+----+----+----+-----------------------------------------------------~ 
I I I I I 24 I I BAL LINKRG (to IGF104) I 
I r---+----+----+----+----+---------------------------------~-------------------~ 
I I I I I I 29 I Check for I/O errors I 

I ~---+----+----+----+----+-----------------------------------------------------~ 
I I I I I I 30 I Ensure correct volumes swapped I 
r---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF215A I I I I I 31 I Clean up DDR I 

~---------+---+----+----+----t----+-----------------------------------------------------~ 
I IGF301A I I I I I 32 I Reenable Allocation routine I 
I IGF302 I I I I I I I 

t---------+---+----+----+----+----+-----------------------------------------------------~ 
I IGF303 I I I I I 33 I Return to FINCH I L ________ ~ ___ ~ ____ ~ ____ ~ ____ ~ ____ ~ _____________________________________________________ J 

Figure DDR-9. Execution sequence in IGFDDRSR for system-initiated swap of SYSRES 
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r---------T----------------------------T------------------------------------------------, 
I Label I Sequence Number I Action I 
~---------+---T----T----T----T----T----f------------------------------------------------~ 
I IGF101 I 1 I I I I I I Disable Device Allocation routine I 
~---------f---+----+----+----+----+----+------------------------------------------------~ 
I IGF102 I 2 I I I I I I set LINKRG=IGF101 I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I 3 I I I I I I Prepare to gain control of FROM UCB I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF103 I 4 I 12 I I I I I Prepare for I/O I 
~---------+---f----+----+----+----+----~ I 
I IGF104 I I I I 21 I I 36 I I 
~---------f--_+----+----+----+----+----~ I 
I IGF105 I 5 I 13 I I I I I I 
~---------+---+----+----+----+----+----~ I 
I IGF105A I I I 21 I I I I I 

• I r---+----f----+----+----+----+------------------------------------------------~ 
I I I I I 28 I I I Branch LINKRG I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF105B I 6 I 14 I 22 I I I 31 I Issue SVC 15 I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I 23 I I I I Branch LINKRG I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF106 I 1 I 15 I I I 31 I 38 I Issue WAIT I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I 8 I 16 I I I 32 I 39 I Branch LINKRG I 
~---------f---f----+----+----+----+----+------------------------------------------------~ 
I IGF101 I 9 I I I I I I Check for I/O errors I 
I r---f----+----+----+----+----+------------------------------------------------~ 
I I 10 I I I I I I Prepare to gain control of TO UCB I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF108 I 111 I I I I I BAL LINKRG (to IGF103) I 
I ~--_+----+----+----+----+----+------------------------------------------------~ 
I I I 11 I I I I I Check whether I/O complete I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGFl09 I I 18 I I I I I Set LINKRG1=IGF114 I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I 19 I I I I I Prepare to swap UCB information I 
r---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF110 I I 20 I I I I I BAL LINKRG (to IGF105A> I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I 24 I I I I Branch on LINKRG1 (to IGF114) I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGFl14 I I I 25 I I I I Prepare to issue message IGF501D I 
r---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF201 I I I 26 I I I I BAL LINKRG (to IGF104) I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I I 29 I I I Issue EXCP to write message I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I I 30 I I I BAL LINKRG (to IGF106) I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I I I 33 I I Check for I/O errors I 

• ~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF300 I I I I I 34 I I prepare to read volume 10 I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I I I 35 I I BAL LINKRG (to IGF104) I .. I r---+----+----+----+----+----+------------------------------------------------~ 
I I I I I I I 40 I Check for I/O errors I 
I ~---+----+----+----+----+----+------------------------------------------------~ 
I I I I I I I 41 I Ensure correct volumes swapped I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF215A I I I I I I 42 I Clean up DDR I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF301A I I I I I I 43 I Reenable Allocation routine I 
I IGF302 I I I I I I I I 
~---------+---+----+----+----+----+----+------------------------------------------------~ 
I IGF303 I I I I I I 44 I Return to IGFDDRMF I L _________ ~ ___ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ ________________________________________________ J 

Figure DDR-10. Execution sequence in IGFDDRSR for operator-initiated swap of SYSRES 
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APPENDIX A: MIC (MISSING INTERRUPTION CHECKER) 

WHAT MIC IS 

MIC (Missing Interruption Checker) 
checks to see that expected I/O interrup
tions occur within a specified time period. 
If the interruption does not occur, the 
operator is notified so that action can be 
taken to avoid a wait that eventually 
involves the system. MIC is not a cure for 
missing interruptions, only a way of 
decreasing their impact on the entire 
system. 

HOW MIC FUNCTIONS 

For VS1, MIC (IGFTMCHK) is initiated by 
the operator with a START command and runs 
in a virtual partition. In VS2, MIC is a 
subtask of the Master Scheduler. It polls 
active I/O devices to assure that device 
and channel ends, or mount requests are 
fulfilled within a specified time period. 
This time period can be altered by reas
sembling the IGFINTVL CSECT with the 
desired interval, or it may be allowed to 
default to three minutes. If an I/O opera
tion does not complete in the specified 
time period, a message is sent to the 
operator. 

In VS2, IGFTMCHK is pageable in the 
Master Scheduler and is automatically 
inVOked after the Master Scheduler is 
initialized. Diagram MIC-l shows how MIC 
performs its fUnction. 

MIC'S TABLE USAGE 

MIC uses the CVTILK2 field of the CVT 
(Control Vector Table), and the following 
UCB (Unit Control Block) fields: 

FIELD BITS 
UCBFL5 UCBTICBT 

UCBNAME 

UCBNALOC 
UCBALTPH 

UCBTBYT3 UCB3COMM 
UCB3TAPE 
UCB3DACC 

UCBSTAT UCBONLI 

The UCB fields are referenced through 
the IOSGEN macro instruction to check 
device and channel ends, and mount condi
tions. IOSGEN is also used to set bit 
UCBTICBT. 

142 

MESSAGES AND CODES 

If IGFTMCHK encounters a missing inter
ruption the following error message is 
issued: 

IGF991E DEVICE AND 
[

MOUNT ] PENDING FOR 
DEVICE ddd CHANNEL END 

CHANNEL END 
DEVICE END 

ddd=channel, unit, or address for the 
device for which the condition is 
pending. 

Operator Action: 

MOUNT 
ready the named unit. If unit is 
ready, issue the VARY ONLINE command 
to generate a pseudo device end so 
that mount processing can continue. 

CEVICE AND CHANNEL END or CHANNEL END 
a hardware malfunction has occurred. 
Terminate the affected job. The 
device named and the channel in use 
should receive maintenance. 

DEVICE END 
examine the named unit for hardware 
malfunctions such as a hang condition 
with the select light on and no tape 
motion, or a disk with the select lock 
on. Check control or switching units 
for proper connection. If the device 
was just rewound or mounted, issue a 
VARY ONLINE command to generate a 
pseudo device end. A device end at 
any other time is inadvisable, since 
the integrity of the file may be in 
doubt if the interruption is simulated. 

The following multiple console support 
(MCS) routing codes are used: 

tape - 1 and 3 
disk - 1 and 4 
unit record - 1 and 7 

In all cases a descriptor code of 3 
(eventual action) is issued. 

HOW TO VARY THE TIME INTERVAL 

In large installations the three minute 
time interval may not be long enough to 
allow device mounts. This interval can te 
changed ty specifying the desired interval 
through the following procedure. 

• 

J 

• 



• 

.. 

//REPLACE 
//ASMLK 
// 
//ASM.SYSIN 
IGFINTVL 

JOB MSGLEVEL=l 
EXEC ASMFCL,PARM.LKED='REF, 
LET,LIST,NCAL,RENT' 
DO 
CSECT 
DC CLS'OOTTOOOO' 
END 

/* 
//LKED.SYSLMOD 
// 
//LKED.SYSIN 

DO DSN=SYS1.LINKLIB, 
DISP=OLD 
DD * 

/* 

INCLUDE SYSLMOD(IGFTMCHK) 
ENTRY IGFTMCHK 
NAME IGFTMCHK (R) 

'TT', in the DC statement, is used to 
specify the desired time interval in 
minutes. A 0, or non-numeric characters 
cause the default value of three to be 
used • 
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I-l ., ., Diagram MIC-l. Missing Interruption Checker 
From Master Scheduler 
via ATTACH macro instructi on o 

INPUT , 1~'_" ........ ..>.Jll 'I'J 

~ C~ILK2==S-

UeB Pointers 

------ [2] Locate UeB address pointers. 

Issue MODESET macro instruction to disable all interruptions 
except machine checks. 

--~-- 0 Check for OLTEP control of UeB. 

~ Check for following conditions: 

[UOO1.~- ----- Device end pending. OUTPUT 

[Q 

[2] 

[2] 

UCBFL1.2 r--
DCELDMCT.O 

---- Channel end pending. 

B . _--- Mount pendi n9 • 

UCBTICBT 
____ ---l D Notify operator through the WTO macro instruction and turn 

~ ...... ~ I 

SRTEDMCT.O 

SRTESTA T. 4 on UCBTICBT f if required. ~ ............ ...-: "' .......................................... -...-: UCBFL5.2 

UCBFL1.l 

0 When a full scan of the UeB's has been performed, enable and 
issue the STIMER mocro instruction with a WAIT attribute. 

The Master Scheduler sets the time-of-day clock and enters IGFTMCHK through the ATTACH macro 
instruction. IGFTMCHK is given the following attributes: Key 0, Supervisor State, Enabled, Jobstep, 
without Shared Subpool O. Its dispatching priority is just below that of the Master Scheduler. 

Before processing continues, MIC checks to see that the located UCB is not for a teleprocessing device. If it 
is, another UCB is selected. 

UCBNALOC is checked to see if OLTEP is in control and UCBONU is checked to see if the device 
represented by the UCB is online (OLTEP uses offline devices). If OLTEP is in control, another UCB is 
selected. 

CD 

o 

The only message issued by IGFMCHK is IGF991E. There are two cases when the operator is not notified: 
when an offline device is involved (to avoid intersection with OLTEP), and when a teleprocessing device is 
involved (any measures the operator con take are not applicable to teleprocessing devices). UCBTICBT 
(UCBFL5, bit 2) indicates that channel or device end, or a mount condition are pending. The IOSGEN 
macro instruction is used to set this bit. 

The default time interval for the STIMER macro instruction is three minutes. When the timer interval 
expires, the UCB scan is resumed. 

o The following matrix shows the possible conditions and actions taken for online, non-TP devices. 

'-' 

ACTION TAKEN 

non-TP device 

device or channel end pending 

mount pending 

UCBTlCBT on 

A A 

X X 

X 

X 

X X 

Description 

B B 

X X 

X 

X 

Notify operator of a missing device end. 

Turn on UCBTICBT 

• • ot c., • c., 
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programmers, and operators of IBM systems. Your comments on the other side of this 
form will be carefully reviewed by the persons responsible for writing and publishing 
this material. All comments and suggestions become the property of IBM. 
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