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f Preface
(

Purpose of This Book
This book explains how you can use a single terminal to run operating systems such
as VSE, MVS, or VM as ‘guest’ virtual machines under the supervision of HPO.

Who Should Read This Book
The book is intended for the system programmer or operator who has installed the
guest system (VM, VSE, or MVS) stand-alone, and now requires assistance to bring
up the guest system under the control of VM.

What You Should Know Before Reading This Book

N This book is not a substitute for training or for having a good basic understanding
( of the VM system. Therefore, before using this book, you should:

Be able to operate the guest system on a real machine
Understand basic System/370 data processing techniques
Be familiar with the VM IPL procedure

Understand the concepts and facilities of VM

Be able to operate a VM terminal.

What This Book Contains
i This publication is organized into three parts, with each operating system discussed
( exclusively in its own part:

Part I. VSE/SP Versions 2 and 3 under VM
Part II. MVS/SP™ under VM/SP HPO
Part III. VM under VM

A bibliography

A glossary.

Note: In Part II, the discussion deals entirely with how to bring up MVS under
VM/SP HPO,; it does not include VM/SP. MVS can operate under VM/SP,
( ' but the recommended system is VM/SP HPO.

Where to Find More Information
See the Bibliography at the back of this publication for a list of prerequisite and
corequisite publications.

MVS/SP is a trademark of the International Business Machines Corporation.
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‘Part One. VSE/SP under VM

The procedures that follow assume that you have your VSE/SP and VM systems up
and running; it does not help you bring up either system. If you are not sure of all
the basic functions of VM, please review them before you proceed.

VM refers to both VM/SP Release 6 and VM/SP HPO Release 6. When unique
considerations occur to either system, they are noted separately.

VSE refers to versions 2, 3, and 4 and later releases of IBM Virtual Storage
Extended/System Package (VSE/SP) and IBM Virtual Storage Extended/Access
Facility (VSE/AF).

Information about display terminal usage also applies to the IBM 3138, 3148, and
3158 Display Consoles when used in display mode, unless otherwise noted.

Information pertaining to the IBM 3284 or 3286 printer also pertains to the IBM
3287, 3288, and 3289 printers unless otherwise noted.

Information pertaining to the IBM 2741 terminal also applies to the IBM 3767
terminal, Model 1, operating as a 2741, unless otherwise specified.
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This section covers both VM/SP and VM/SP HPO. The generic term “VM?” refers
to both operating systems. Any differences between these systems will be addressed
as they occur.

A virtual machine provides an easy, convenient way to run guest operating systems.
When you run VSE/SP under VM, you get the functional equivalent of a real
processor, main and auxiliary storage, and I/O devices. Because VM is simulating
these functions, the simulated system is referred to as a “virtual” machine. This
virtual machine is equivalent to an IBM System/370 computing system. When you
run a guest VSE system under VM, it is running under the control program (CP) of
the VM system.

VM manages the resources of the real computing system so that multiple virtual
machines can execute commands at the same time. These virtual machines run
independently of each other, and each can use a different operating system or
different releases of the same operating system. The operating systems themselves
execute as though they were controlling real devices and storage.

VM provides the guest system with a number of capabilities. It can:

¢ Isolate online and batch production — one VSE/SP virtual machine can be
running a CICS/VS system, while another VSE virtual machine runs batch work
only. In this mode of operation, a failure in the batch production VSE system
does not impact the critical online system.

o Isolate testing and production — one virtual machine can be running production,
while a second is running testing. Here again, the test virtual machine can be
re-IPLed without affecting the production system.

¢ Run multiple batch production systems — this can extend the number of partitions
available if extra partitions are required. Alternatively, fewer partitions can be
run in each of the virtual machines, thereby spreading the message traffic across
several VSE consoles.

VM also offers:

An outstanding interactive capability

Ease of use (CMS)

A wide range of Information Center products

A true time-sharing environment

Complete isolation characteristics of virtual machines
An environment for enhancing productivity.

Two terms will be used throughout this section:

¢ Environment refers to the hardware configuration and the resources available to
a control program.

® Modes of operation refers to the ways the control program can be operated to let
you effectively use the environment.

This section makes distinctions among the different ways in which processors can be
generated or operated. It generally does not, for the most part, discuss different
processor models.
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Performance Considerations When Operating a VSE/SP Virtual

Machine

Installations running VSE/SP under VM as a production environment (as opposed to
a test or conversion environment) are naturally concerned with performance.
Performance translates into actual production run times and online response times.
The following factors affect the performance of a virtual machine:

e The amount of real storage available to the guest

¢ The amount of contention with other guests and CMS for resources such as
channels, control units, and devices

¢ The frequency of real interrupts
e The frequency and type of privileged instructions executed

¢ Whether the virtual machine assist or VM/370 extended control program
support hardware is on the machine

¢ The frequency of START I/O (SIO or SIOF) instructions
* The location of reference within virtual storage
¢ The amount of fixed-head paging space

¢ The location of the paging areas on DASD.

The performance of both the VM system and the individual virtual machines
running under it can be measured and evaluated. How well the system responds is
of prime importance to the general user. How efficiently an individual virtual
machine makes use of the storage, processor, and I/O facilities allotted to it is of
prime importance to the system analyst.

However, performance characteristics are difficult to predict when VSE is running
under VM, because of several complex factors. These factors can be broadly
classified into three groups. They are:

¢ Configuration factors
® Operating system workload factors
* VM performance factors.

Although a specific virtual machine’s performance may not equal that of a real
system running stand-alone, in some situations the total throughput obtained in the
virtual machine environment will be equal to or better than the throughput obtained
on a real system.

Configuration Factors Influencing Performance

The following hardware configuration factors influence the performance of an
operating system in a virtual machine:

¢ The amount of real storage available
¢ The speed, capacity, and number of paging devices

¢ The amount of channel and control unit competition and the arm rivalry
affecting each paging device

¢ Whether virtual machine assist or VM extended control program support is
installed on the hardware and enabled
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¢ Interference between system paging devices and devices for processing a user’s -
I/O requests.

When you run VSE in a virtual machine instead of running VSE stand-alone, there
is an increased need for real storage, DASD space, and processor speed. VM’s need
for increased dispatching, scheduling, and paging is relatively small in comparison
with the overhead incurred in simulating privileged instructions.

When VSE operates stand-alone, it runs directly on its own hardware and manages
its resources through the use of privileged instructions such as SIOF and LPSW.
When executing in a virtual machine, VM dispatches VSE in problem state, and any
privileged instruction issued by the virtual machine causes a real
privileged-instruction exception interrupt. This interrupt either causes machme
control to be transferred to VM microcode or it causes CP to simulate the
instruction. The amount of work done by VM in analyzing and handling a virtual
machine-initiated interrupt depends upon the type and complexity of the interrupt.
Therefore, reducing the number of privileged instructions issued by the virtual
machine reduces the amount of extra work VM must do to support the VSE guest.

Virtual machine assist support has been specifically designed to reduce the VM
overhead associated with simulating privileged instructions. It is the most effective
method for reducing privileged instruction simulation time. The virtual machine
assist feature is described in the VM/SP and VM/SP HPO Administration manuals.

VM/370 extended control program support (ECPS: VM/370) is a hardware assist
function that provides support over and above that provided by virtual machine
assist. It improves VM performance by reducing VM's real supervisor state time,
which is needed to support virtual machines. The VM/SP and VM/SP HPO
Administration manuals describe the types of assists ECPS provides that certain
System/370 models support.

| Reducing Paging Activity

| When a virtual machine refers to virtual storage addresses that are not in real

| storage, a page fault (and paging activity) occurs. Routines that have widely

| scattered storage references tend to increase the paging load caused by this virtual
| machine.

| When possible, modules dependent upon each other as well as the related reference

| tables, constants, and literals, should be located in the same 4K page. Infrequently
| used routines such as those that handle unusual error conditions should not be

| - placed near main routines. To minimize paging, reentrant coding techniques should
| be used whenever possible.

Workload Factors Influencing Performance
The following workload factors influence the performance of VSE running within a
virtual machine:

e The total number of virtual machines running under VM
o The type of work each virtual machine is doing, especially the amount of I/O
processing required.

By measuring and evaluating the effects of these workload factors on a specific
configuration, you can anticipate their effect on performance.
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To measure workload performance in a specific configuration, you can use the
licensed program called VM Performance/Monitor Analysis Program (VMMAP).

( This program plots a number of important system variables (such as processor
usage, various contention measurements, and paging rates) against workload
measurements for both the CMS and operating systems under VM. For a specific
configuration, it allows you to relate processor usage, storage usage, and resource
contention to the total system workload in both interactive and batch production
environments. By using this analysis program, you can eventually determine the
optimum processor model, storage size, and I/O configuration for a specific
workload.

| VM Performance Options
After measuring the performance of both VM and the virtual machines it supports,
the system analyst and the general user can use certain VM performance options.
These options create a special performance environment for one or more virtual
machines.

( , The options available to the system analyst are:

Virtual = Real option !

CP SET NORTRANS ON
Locked pages

Reserved page frames
Virtual machine priority
Favored execution
QDROP OFF

Preferred machine assist.

The options available to the general user are:

¢ Virtual machine assist
* VM/370 extended control program support
e STBYPASS command for a virtual machine.

The following options are available to as many virtual machines as desired:

Favored execution with a specified percentage

Basic favored execution (without a specified percentage)
User priority

Virtual machine assist

VM/370 extended control program support (ECPS: VM/370)
Locked pages

QDROP.

The following option is available to only one virtual machine at a time:

¢ Virtual=Real option.

The following option is available to only one virtual machine at a time under
VM/SP. It is available to multiple virtual machines under VM/SP HPO:

* Reserved page frames option.

(~ 1 This option cannot be specified in a command. To obtain it, a general user asks the VM system administrator to
specify it on the OPTION control statement (VIRT = REAL option) for the user’s virtual machine directory entry.
The CP nucleus must also be generated with the V=R option.
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The following option is available to only one virtual machine at a time under
VM/SP HPO:

¢ Preferred machine assist.
For information about these options, refer to VM/SP HPO Diagnosis Reference.

VM provides certain CP commands (INDICATE and MONITOR) to allow both
VM's and the virtual machine’s performance to be tracked and measured. Other
commands allow the setting of certain options to improve performance. To reduce
and help analyze the data produced by the MONITOR command, the licensed
program called VM Performance/Monitor Analysis Program (VMMAP) is available.
By using this program, an installation can eventually determine its optimum
processor model, storage size, and I/O configuration for a specific workload. For a
description of the use of the INDICATE and MONITOR commands, refer to the
VM/SP or VM|SP HPO Administration manual.

Date and Time Zones in the VSE/SP Virtual Machine
When IPLing the VSE/SP virtual machine, the date and clock fields of the SET
DATE CLOCK command are ignored. When VSE/SP tries to set the time of day
(TOD) clock to the values specified in the command, VM ignores the attempt.

VSE SET ZONE = should be set to match the offset generated in the VM nucleus so
that the VSE time of day will match the VM time of day.

If you do not use the VSE SET ZONE command, then VSE/SP uses ZONE =
WEST/00/00 and assumes that the hardware TOD clock is set to local time.

You can set the zone value on a guest VSE/SP system by issuing the SET ZONE
command any time before you enter the SVA command.

The SET CLOCK instruction cannot be simulated and is ignored if issued by a
virtual machine.

Running Multiple VSE/SP Virtual Machines under VM

In a non-VM environment you might be running one online production VSE
partition and one online test partition. These run in different VSE partitions and are
dispatched based on the setting of the VSE PRTY command.

The situation may be different when you run VSE under VM. You can set up your
present production system as one virtual machine and the test system as a second
virtual machine, both running under the control of VM. VM schedules the requests
that each virtual machine makes for I/O.

VM allocates time slices of the processor to virtual machines so that each virtual
machine receives a comparable amount of processor time. It knows nothing about

the programs that may be running within a virtual machine.

When a VSE virtual machine gains control of the processor, it schedules requests
from the partitions based on their priority. If your test system runs in a low-priority
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partition, it may not get any of its requests serviced if the processor is kept busy
servicing higher priority partitions running at the same time.

When the VSE virtual machine’s time slice ends, VM:

e Stops the VSE virtual machine,
e Schedules another time slice for it at a future time, and
¢ Passes control to the next virtual machine waiting in line.

This process is repeated for every time slice, so that all VSE partitions compete for
resources during every time slice given to the VSE machine. In a heavily used
system, low priority test partitions may have slow response time.

One approach is to run your VSE test system in its own virtual machine. The test
system then receives its own share of the processor, according to the way you design
your VM system. You may not have to add DASD to support the environment —
the existing DASD can be shared. There are special considerations that should be
reviewed (performance and data integrity) before sharing DASD. See “Chapter 4.
VSE/SP Virtual Machines Sharing DASD” on page 79.

When running multiple VSE virtual machines under VM, you will want to make sure
that you give the right resources to the VSE production virtual machine. You can
have the SET FAVOR and SET PRIORITY options benefit the production VSE
system rather than the test VSE system.
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This chapter discusses the necessary changes to both the host (VM) and guest (VSE)
operating systems. It first addresses the changes to be made to the VM system; then
the changes needed for the guest VSE/SP virtual machine. Ultimately, it shows how
to IPL the VSE/SP system under VM.

Preparing the Host VM System

A sample directory entry for the VSE/SP virtual machine is included in this chapter.
(Before you follow these examples, you should evaluate their usefulness to your
installation.) An explanation of each directory entry follows the example. An
example of how to update the DMKRIO, DMKFCB, and DMKSYS system files is
also included.

The VM Directory Entry for the VSE/SP Virtual Machine

Log on to your VM system and enter or change the directory entry for the VSE/SP
virtual machine to include those of the following statements that apply to your
installation:

USER
OPTION
IPL
CONSOLE
SPECIAL
SPOOL
DEDICATE
LINK
MDISK.

A sample directory entry for the VSE/SP virtual machine is shown in Figure 1 on
page 13.
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VMUSER DIRECT

USER VSESP31 PASSWORD 16M 16M BG 64
OPTION ECMODE BMX REALTIMER CPUID 000001
ACCOUNT ### SYSPROG

CONSOLE 009 3215 T OPERATOR
SPECIAL 080 3270
SPECIAL 081 3270
SPECIAL 082 3270
SPECIAL 083 3270
SPECIAL 084 3270
DEDICATE O1F O1F
SPOOL  0OC 3505 A
00D 3525 A
00E 3211 A
02E 3211 A
05D 3525 A

SPOOL  O5E 1403 A

* Link to VM 6 Executable CMS Code

LINK MAINT 190 190 RR

* Link to Program Products (Y-Disk)

LINK MAINT 19E 19E RR

* To execute the VSEMAINT's profile

LINK VSEMAINT 191 191 RR

* MDISK 150 3330 000 404 DOSRES MWV
* MDISK 151 3330 000 404 SYSWK1 MWV
* MDISK 152 3330 000 404 SYSWK2 MWV
* MDISK 153 3330 000 404 SYSWK3 MWV
* MDISK 154 3330 000 404 SYSWK4 MWV
* 3340 SYSTEM

* MDISK 1CO 3340 000 696 DOSRES MWV
* MDISK 1C1 3340 000 696 SYSWK1 MWV
* MDISK 1C2 3340 000 696 SYSWK2 MWV
* MDISK 1C3 3340 000 696 SYSWK3 MWV
* MDISK 1C4 3340 000 696 SYSWK4 MWV
* 3350 SYSTEM

* MDISK 350 3350 000 555 DOSRES MWV
* MDISK 351 3350 000 555 SYSWK1 MWV

USERIDS

VSESP31
VSESP31
VSESP31
VSESP31
VSESP31

VSESP31
VSESP31
VSESP31
VSESP31
VSESP31

VSESP31
VSESP31

* In our example we used the following:

* 3370 SYSTEM

* MDISK 530 FB-512 000000 712752 DOSRES MWV
* MDISK 531 FB-512 000000 712752 SYSWK1 MWV

* 3380 SYSTEM

Al F 80 TRUNC=72 SIZE=55 LINE=9 COLUMN

dekddhkhhkhhhhkhhhhhhhkkhhhhhkhhkhhhdhkkhkhhkhhkkhkhkkhhkhhkhkhkhkkhkhk

* SYSTEM

e s e v v e e e e s ke ke ok e ok e e ke ok Sk ok o ke ke o ok o ok ok ok ok ke o Sk ok e ok ok 9k ok ok ok ok ok ok ok ok ok e e ok ok ok ke ok ok ok ok

*

* The following lines are sample MDISK statements based on the
* different DASD types available.
===== * DASD type you'll be using.

To use, take the "*" off the

Don't forget to change the virtual
* address to the virtual address your installation will be using.
* 3330 SYSTEM

VSESP31
VSESP31
VSESP31
VSESP31
VSESP31

VSESP31
VSESP31
VSESP31
VSESP31
VSESP31

VSESP31
VSESP31

VSESP31 VSESP31
VSESP31 VSESP31

* MDISK 220 3380 0 885 SPADOS MW VSESP31 VSESP31
* MDISK 221 3380 O 885 SPASY1 MW VSESP31 VSESP31

Figure 1. VM Directory Entry for VSESP31 using a Dedicated Console
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Directory Control Statements |
Note: At logon, as the directory control statements for the user are processed, CP

checks the devices represented by each MDISK, CONSOLE, DEDICATE,
LINK, SPECIAL and SPOOL statement for a possible conflict with the
virtual control unit (VCU) interface. Such a conflict can occur because the
VCU can only support one subchannel protocol (shared or nonshared) at a
time. For each directory control statement that violates the restriction, CP
sends an error message to the user and does not create the virtual device. To
avoid this problem, see VM/SP or VM|SP HPO Planning Guide and
Reference for a complete listing of the virtual device characteristics.

The USER Statement
USER VSESP31 password 16MB 16MB BG 64

USER VSESP31 . Defines userid as VSESP31.
password Password can be changed to the password of your choice.
16MB 16MB The first 16MB defines the virtual machine’s storage size. The

BG

second 16MB entry defines the maximum virtual machine storage
size this user can define after logging on the system. The storage
is usually set to 16MB to allow maximum VSIZE for the VSE/SP
virtual machine.

If you run the VSE/SP guest in MODE =370, it will do its own
paging. In that case, you may want to define a virtual storage
size of 6MB or 8MB, to limit the amount of double paging.

Note: The VSE stand-alone utilities (used to install the VSE/SP
system) should not be IPLed in a 16MB virtual machine
because they cause extreme paging in the VM
environment. You may need to use the CP DEFINE
storage command.

Class B (resource) is assigned so that the VSE/SP virtual machine
user can issue CP ATTACH and DETACH commands. Please
refer to VM/[SP or VM|SP HPO CP General User Command
Reference for a summary of the CP commands allowed by
privilege classes G and Any. See the VM/SP or VM/SP HPO
CP System Command Reference for a summary all other CP
commands (privilege classes A-F).

Class G (general) users control the functions associated with the
execution of their virtual machine. The VSE/SP virtual machine
is usually assigned with class G privileges; this prevents one VSE
guest from interfering with another guest on the VM system.

Note: Generally, a guest user will need only class G authority.
If a user has class B authority, unpredictable results occur
if he attaches real devices at the same virtual addresses as
real addresses.

The priority setting depends on the use of your VSE/SP virtual
machine. For example, a VSE virtual machine running
teleprocessing will usually have a higher priority than a batch
VSE virtual machine. The lower the priority value is
numerically, the higher is its relative priority. (The default is 64.)
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Note: If you have a high-priority virtual machine, start its
priority setting at about 30. If after running at this
setting you wish to increase its priority, subtracting ten
from the thirty setting will double its priority; adding ten
will halve its priority.

The OPTION Statement
OPTION ECMODE BMX REALTIMER CPUID 000001

VM provides several optional services to virtual machines. You can specify these
services with the OPTION control statement in the VM directory, or with the CP

SET command.

ECMODE

BMX

REALTIMER

The ECMODE option allows the virtual machine to use the
complete set of VM control registers and the dynamic address
translation feature. Programming simulation and hardware
features are combined to allow use of all the available features in
the hardware.

You must specify the ECMODE option when the VSE/SP virtual
machine is:

¢ Running in extended control mode

¢ Using dynamic address translation (DAT) (except in
MODE =VM)

¢ Using extended control registers other than zero

e Addressing I/O channels 6 through 15.

If the ECMODE option is not specified in the directory, you can
enter extended control mode by issuing the CP command SET
ECMODE ON. For example:

#cp set ecmode on

Note: Setting the ECMODE option does not alter the ECMODE
bit of the user’s PSW.

The BMX (virtual block multiplexer) option allows the VSE virtual
machine to overlap multiple SIO(F) requests on a specified channel
path. The selector channel mode is the normal (default) channel
mode for virtual machines. When the BMX option is given
control, it applies to all channels in the virtual machine, except to
channel 0. This option can be specified regardless of whether block
multiplexer channels are attached to the processor. The CP
DEFINE command can be issued to redefine the channel mode for
a virtual machine. For example:

#cp define channels bmx

The REALTIMER option causes the virtual interval timer to be
updated during virtual wait state. In VSE/SP, only VSE/PT uses
the interval timer. You should set the REALTIMER option off
unless you are running VSE Performance Tool (VSE/PT). This
option will have no effect on the CPU timer or the clock
comparator.

When the REALTIMER option is not in effect, a virtual interval
timer reflects virtual processor time and virtual wait time, but not

Chapter 2. Definiug a Single VSE/SP Virtual Machine 15




CP time used for services for that virtual machine (such as
privileged instructions execution). The more services a virtual
machine requires from CP, the greater the difference between the
time represented by the interval timer and the actual time used by
(and for) the virtual machine. The larger the number of active
virtual machines contending for system resources, the greater the
difference between virtual machine time and actual elapsed time.

Remember that VSE/SP with PT is unaware that it is running as a
guest under VM/SP HPO. What the VSE/PT guest thinks is real
time is actually the time of day clock (TOD) and processor timer
facility (PT). Elapsed time as measured by the time of day clock is
accurate. The guest’s virtual processor timer runs whenever the
guest is dispatched or is in a voluntary wait state. It does not run
if the guest is in a CP wait state. Thus, when VM/SP HPO
dispatches another virtual machine and later redispatches the
VSE/SP guest, VSE does not realize it has stopped running.

If the REALTIMER option is not specified in the directory entry,
you can obtain this timing facility by issuing the CP SET command
with the TIMER operand. For example, to turn on the timing
facility, issue:

#cp set timer real

To turn off the option, issue:

#cp set timer off

CPUID When VSE guests are sharing resources like DASD, it is necessary
to associate a unique CPU identification (CPUID) with each virtual
machine to keep track of the resources the system is using. If you
do not specify a unique CPUID, it will default to the real system
CPUID with the first two characters replaced by “FF”. For a
complete discussion, refer to “Defining Central Processing Unit IDs
for the VSE/SP Virtual Machine” on page 50.

VIRT=REAL Specify the VIRT =REAL option if you use any MODE =370
guest (for example, VAE) in a V=R machine.

The ACCOUNT Statement
ACCOUNT ### SYSPROG

The ACCOUNT control statement defines an account number and a distribution
identification (SYSPROG). The account statement is optional. If omitted, both the
account number and the distribution code default to the user ID. The ACCOUNT
statement must follow the USER statement.

The IPL Statement
IPL CMS

The IPL statement automatically IPLs a system either by name (for saved systems)
or by device address. You may want to IPL CMS (as we have done in our sample
directory entry in Figure 1 on page 13) to execute the PROFILE EXEC that does
your SET and ATTACH commands, thereby setting up the virtual environment.
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The CONSOLE Statement: The CONSOLE control statement specifies the virtual
machine console. In the VSE environment, the way you define the VSE/SP console
depends on the following four considerations:

Will VM and VSE have separate consoles?

Will the VSE console support the VM operations?
Will VSE be autologged?

Will VSE be logged on manually?

In our sample directory, we have dedicated the main processor console to the VSE
virtual machine as the VSE operator’s console. This means the VSE virtual machine
operator sees no changes in operation from when VSE was running stand-alone.
You should always try to have a spare screen available in your installation and make
it your CP console. If you use this dedicated console approach, the CONSOLE
statement for the VSE virtual machine can be defined in the VM directory as:

CONS 009 3215 T OPERATOR

where OPERATOR is the secondary userid receiving all CP messages for the VSE
virtual machine when the primary wuserid is running disconnected. 009 is the virtual
device address of the console in VSE’s IPL procedure. The VSE console must be
defined in 3215 mode. ‘

The secondary user ID can send CP commands to the disconnected VSE machine.
For example, to send an external interrupt command from the secondary user ID,
issue:

send vsesp3l cp external 40

The SPECIAL Statement
SPECIAL 080 3270

The SPECIAL statement defines a virtual unit with device type and virtual address.
Terminal addresses defined in this way do not really have to be available on the
system because they are not real addresses. With the SPECIAL statement in the
directory, the DIAL command can be issued to gain access to the guest machine.
For an example of how to do this, refer to “Nondedicated Terminal Definitions” on
page 36.

The DEDICATE Statement: The DEDICATE control statement specifies that a real
device is to be dedicated to this user ID. A real device can be dedicated to only one
user at a time. Because of the way the CONSOLE control statement is set up in our
sample directory, the DEDICATE control statement must be included in the
directory. ‘

DEDICATE O1F cuu

where cuu is the real device address of the terminal to be used as the VSE console
and O1F is the virtual device address.

Following the above concept, the processor console 01F must be disabled before the
VSE virtual machine is logged on. (This can be done by having the VSE virtual
machine automatically logged on through AUTOLOG! or by having the VM
operator issue the CP AUTOLOG command.) When you have the console
dedicated, the VM operator has the responsibility of handling all CP requests for the
VSE virtual machine (as long as the VSE machine is in disconnected mode). The
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disadvantage to this type of VSE console operation is that you must have a second
screen available in case VSE hangs.

Note: In order to avoid a usage conflict caused by control unit I/O interface
protocol, be careful when defining the virtual device address in the
DEDICATE statements. Some devices use a shared subchannel protocol and
others do not. Therefore, devices must be grouped by control unit within a
given channel according to their subchannel usage. CP does not permit you
to group devices that use the shared subchannel protocol together with
devices that do not use the shared protocol. The following is an example of a
virtual machine’s DEDICATE statement that would be rejected at logon.

DEDICATE 12E 30E (30E is a real 3211)
DEDICATE 12F 580 (580 is a real 3420 tape device)

The virtual addresses of both the 3211 and the tape device indicate the use of
control unit (2). A real 3211 printer operates on a nonshared subchannel,
and the real 3420 device is designed for shared subchannel operations. By
definition the devices are virtual and therefore will share one virtual control
unit (VCUBLOK) in CP which has a range of eight devices. When the user
logs on, the two dedicate statements results in the second virtual device (12F)
not being created and an error message being sent to the user.

Therefore, when defining devices, make sure the devices are defined and
separated within their own control unit range and not shared with other
devices. This restriction also applies to the CONSOLE, MDISK, SPECIAL,
SPOOL, and LINK statements. The effects of the DEDICATE, LINK and
MDISK statements depend on the real device configuration at LOGON. To
avoid this problem refer to the VM/SP or VM/SP HPO Planning Guide and
Reference for a complete listing of virtual device characteristics.

For additional information on the various uses of the DEDICATE control statement
refer to Chapter 3 under “Various Uses of the DEDICATE Statement” on page 33.

The SPOOL Statement

SPOOL 00D 3525 A
SPOOL  OOE 1403 A
SPOOL  O2E 3211 A

The SPOOL control statement specifies the unit record device that is to be spooled.
Multiple readers, punches, and printers may be specified, each on a separate SPOOL
statement.

An entry in the directory is necessary for each unit record device that is not attached
to the VSE system but will be used by VSE (except for the VSE dummy devices
FEC, FED, FEE, FFC, FFA, FFD, and FFE). You should have matching device
type definitions for VM and VSE in the ADD statement. If the definitions do not
match, the VSE recorder file will soon fill up. The message:

RECORDER FILE FULL - RUN EREP

will be displayed, indicating that repetitive error handling with non-matching devices
filled up the RECORDER FILE.

An example of matching definitions can be seen between Figure 1 on page 13 and
Figure 3 on page 24.

Note: For some devices, like 3211s and 3262s, matching definitions are impossible.
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READER
SPOOL 00C 3505 R A

Other virtual reader devices require that you issue READY cuu under some
circumstances. They also require that you spool the reader continuously. This entry
(CP SPOOL cuu CONT) should be included in the PROFILE EXEC for
VSEMAINT. CUU is the address of the virtual reader.

The VSE/POWER reader task should be set to the lowest spooled card reader of the
desired class, so that the attention interrupt will be processed correctly.

PRINTER
SPOOL OOE 1403

You should start your POWER print writers with the VM parameter unless you are
using a dedicated printer.

For any print writer started with the VM parameter, POWER always sends the FCB
as the first part of every print file. Therefore, it does not matter in which sequence
the output is printed; the correct FCB will always be used.

The MDISK Statement: The MDISK control statement describes the DASD extent
to be owned by the user on a direct access device. The DASD area assigned with
this statement becomes the user’s minidisk. The following MDISK statement defines
a full FBA device with volid = dosres.

MDISK 540 FB-512 000000 712752 DOSRES MWV VSESP31 VSESP31

VM does not check for overlapping extents in the MDISK statement. Therefore,
you must ensure that minidisk extents defined in the VM directory do not overlap
each other, or, in the case of 3330, 3340, and 3350 disks, do not overlap the
alternate track cylinders.

DASD can be assigned to a virtual machine as a whole volume or as part of a
volume. If a whole volume is to be assigned, you can use either the DEDICATE or
the MDISK statement. In deciding which statement to use, be aware that the
DEDICATE statement allows only one user to access the disk drive through that cuu
address, whereas the MDISK statement allows the disk to be shared among virtual
machines. If you want to allocate part of a volume, use the MDISK statement. It is
also possible to allocate part of a VM volume to VSE and part of a VSE volume to
VM. To allocate part of a volume, you will need to set up an MDISK statement for
the part of the volume you want VSE to own, and an MDISK for the VM part.
Then you will need to initialize the VSE minidisk using the Device Support Facility.
You can use the IPL DSF file on Maint’s ‘S’ disk to initialize the volume.

Chapter 2. Defining a Single VSE/SP Virtual Machine 19




The LINK Statement: The LINK control statement makes a device that belongs to
another user (userid) available to this virtual machine at logon. If you want to make
one volume available to several virtual machines:

-
r/;

N
e Define the volume for one of the virtual machines with an MDISK statement. g
¢ Define a link to that volume, using the LINK statement for all other virtual
machines that use the volume.

Later, if you must move or change that volume, you need only update the one
MDISK statement; the LINK statements need not be updated. In the directory
example, you are linking to the VSEMAINT disk with read-only access
authorization.

LINK VSEMAINT 191 191 RR

Upon Completion of Directory Changes: The directory entry is complete. If you

made additions or changes you must file the new directory and issue the CMS

DIRECT command. The DIRECT command processes the directory file to see if it

follows the required format. To actually change or swap the current active VM ,
directory, you must have write access to the system-owned (system residence or IPL N
device) volume that contains the current directory up to and including the directory

cylinders, or to the volume that is to contain the new directory.

Issue:
direct filename

Note: Make sure that your VM virtual devices match the devices of the VSE
system. In other words, make sure that the devices defined in the VM
directory entry for the VSE user ID match those in the Automated System :
Initialization (ASI) procedure you use to IPL VSE. -

IPLing the VSE/SP Virtual Machine

The following is an overview of the logical flow of events during IPL of the VSE/SP
virtual machine for which a directory entry is shown in Figure 1 on page 13.

The processor console 01F is disabled by the AUTOLOG]1 virtual machine. CMS is
IPLed and the profile of VSESP31 is executed. As the last statement of the
PROFILE EXEC is executed, 540 is IPLed.

After address 540 is IPLed, the IPL routine finds SASIPROC and selects the
procedures specified by the CPUID. The VSE console for VSE operations is
dedicated with 01F. The ASIPROC continues without intervention, as if it were
running natively in VSE.

As a result of the procedure outlined above, the VSE/SP virtual machine console and
the VSE/SP console are on separate devices. Only with the aid of the *CP command
(from the dedicated VSE/SP console) or commands prefixed with # CP (from the
VSE/SP virtual machine console) is it possible to communicate with CP. The
secondary user ID (OPERATOR) specified in the VM directory for VSESP31 will be
responsible for handling CP requests for the VSE/SP virtual machine, or you can log
on to VSESP31 and issue CP commands on behalf of the VSE/SP virtual machine.

a0
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Stacking CP Commands in the PROFILE EXEC

If you want to automate the IPL of the VSE/SP virtual machine, enter the following
line at the end of the PROFILE EXEC. It will be the last line to execute.

CP TERM CON 3270 SCRN ON BRE GUEST|DEF STORAGE 16M|IPL cuu

From the XEDIT command line (after entering the line above in the exec) type:
set hex on |

and press ENTER. From the XEDIT command line type:
ch/|/X'15" /> *

and press ENTER to change the bar () to the equivalent hex code.

From the XEDIT command line type:
file
and press ENTER.

Notes:
1. The bar (}) could be any other character.

2. Whenever you change the last line, you should perform the last three steps
again.

CP Nucleus Considerations

Updating DMKRIO

If your VSE/SP system is using devices unsupported by VM, you will have to make
changes to the DMKRIO file. If you make any changes to the DMKRIO,
DMKFCB, or DMKSNT files, you will have to generate a new CP nucleus. For a
complete discussion of the system-dependent files, refer to the VM/SP or VM/SP
HPO Planning Guide and Reference.

If you don’t need to make changes to the system-dependent files, skip the following
section and continue with “Preparing the Guest VSE/SP Virtual Machine” on
page 22.

In the DMKRIO file you define all the real devices that are attached to the system.
If your VSE/SP system is using devices not supported by VM, or if you want the
VSE/SP console defined at real address 01F instead of the VM console, you will
have to make changes to DMKRIO.

When you have unsupported devices, you must specify them as unsupported in
DMKRIO and dedicate them to the VSE/SP system in its DIRECTORY entry. In
the DMKRIO file you might have:

RDEVICE ADDRESS=raddr,DEVTYPE=type,CLASS=URI

and
RCTLUNIT ADDRESS=raddr,CUTYPE=UNSUPPORTED

where raddr is the real address of the unsupported device. These devices must have
matching entries in the ASIPROC. For unsupported device types you must specify a
device subclass in the CLASS operand. For a complete listing of the available
subclasses refer to VM/SP or VM/SP HPO Planning Guide and Reference.
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Updating DMKSNT

Note: When preparing the RDEVICE and RCTLUNIT entries, refer to “Appendix
A. Configuration Aid” in VM/SP or VM|SP HPO Planning Guide and
Reference.

Along with the changes in DMKRIO, the unsupported device should have a
matching entry in the directory. In the sample directory, the entry for an
unsupported device would be:

DEDICATE vaddr raddr

where raddr is the real address and vaddr is the virtual address. In this case the
VSE/SP virtual machine is responsible for error recovery and error recording
procedures.

The changed RIOGEN macro instruction would be:
RIOGEN CONS=010,ALTCONS=(01F,009)

where 010 is now the address of the VM primary console and 01F, 009 are the
alternate consoles. These addresses must have been specified in the RDEVICE
macro instruction.

You only need to change the DMKSNT file if you intend to save the VSE/SP virtual
machine as a saved system. This is generally not done because there is no good
starting point from which to save the system.

Building a new CP nucleus

If you change the system-dependent files you will have to assemble them using the
GENERATE EXEC or the VMFASM command. GENERATE is a multipurpose
EXEC used to generate VM and to perform updating maintenance of CP, CMS, and
VM service programs. It can also be used to regenerate the VM system after
updating. You can use it to regenerate:

e The directory

¢ The real I/O configuration (DMKRIO)
¢ The system control file (DMKSYS)

¢ The system name table (DMKSNT).

For a complete discussion of the procedure for building a new CP nucleus, with
examples, refer to the VM/SP or VM|SP HPO Installation Guide.

Preparing the Guest VSE/SP Virtual Machine

VSE/SP contains three pregenerated supervisors. You can use two of these when
running VSE/SP under VM:

s $$ASSUPV for MODE=VM
* $$A$SUP3 for MODE =370

You do not need to change or regenerate these supervisors to use them.

22 VM Running Guest Operating Systems




(

When to Use MODE=VM
Use MODE =VM when you want to take full advantage of the VSE handshaking
facilities. These include:

® e o o o o o

SET PAGEX ON for pseudo page fault handling
One-time only paging (by VM)

One-time only CCW translation (by VM)

PAGE release (DIAGNOSE 10)

BTAM autopoll assist

Disconnected console feature

CPCOM macro.

When to Use MODE =370
Use MODE =370 when you want to use Virtual Addressability Extension (VAE) or
run V=R. This will give you limited VSE handshaking support:

o o o o

SET PAGEX ON

BTAM autopoll assist

CPCOM macro.

PAGE release (DIAGNOSE 10).

Changes in $ASIPROC

There are three ways to initialize VSE/SP:

1.

$ASIPROC (ASI master procedure)

The search for SASIPROC.PROC in IJSYSRS.SYSLIB is always the first test
performed by the IPL routine. The IPL routine searches for SASIPROC and, if
$ASIPROC is found, looks for an entry that matches the CPUID. If the
CPUID matches, the procedures named are executed.

$IPL370 and $$JCL370 (default IPL and JCL procedure names)

The IPL routine executes procedures with these names (if available on the
system the $ASIPROC procedure is not found).

. Prompts (interactive IPL)

If neither 370 procedures nor $ASIPROC are found, the IPL routines prompt
the operator for the appropriate IPL/JCL procedures.

To allow an IPL of VSE/SP both natively and under VM, you can catalog an
$SASIPROC with two entries in it. The first entry would be for VSE/SP running
under VM and the second entry for VSE/SP running stand-alone. To allow an IPL
of VSE whether it is running under VM or stand-alone, duplicate the entry for
running VSE natively and change the following:

The real CPUID prefix 00 or 02 to FF or match the CPUID specified in the VM
directory entry by adding FF as a prefix and the processor type as a suffix. (For
example, compare the CPUID specified in Figure 1 with the example in Figure 2

The supervisor to MODE = 370.
The IPL procedure name to the name for the VSE IPL.
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The following figure shows how your $ASIPROC can look. The first entry is for
VSE under VM and the second for VSE stand-alone. When you specify a unique
CPUID in the SASIPROC the same CPUID must be specified in the VSE/SP virtual
machine directory entry or in a SET CPUID command before IPLing VSE/SP.

CATALOG $ASIPROC.PROC REPLACE=YES
CPU=FF0000014361,IPL,=$IPLVMG,JCL=$$JCLVMG,MODE=370
CPU=020600094361,IPL,=$1PLE,JCL=$$JCLE ,MODE=E

[+
Figure 2. Master SASIPROC with VSE/SP Virtual Machine

Changes in the $IPLxxx Procedure
Figure 3, shows the following changes made to allow the IPL of the VSE/SP virtual
machine:

¢ $SASSUPYV is named as the supervisor generated for MODE = VM

e The DPD command is dropped because VM does the paging

e The BUFSIZE parameter is dropped from the SYS command because VM does
all CCW translations. -

01F,$$A$SUPV,VPOOL=256K,P,L0G * SUPERVISOR FOR MODE=VM

ADD 00C,3505 * VM SPOOLED DEVICE

ADD 00D, 3525P * VM SPOOLED DEVICE

ADD GOE,PRT1 * VM SPOOLED DEVICE (3211)
ADD 01F,3277 * CONSOLE

ADD 02E,PRT1 * VM SPOOLED DEVICE (3211)
ADD 05D,3525 * VM SPOOLED DEVICE

ADD O5E,1403 * VM SPOOLED DEVICE

ADD 080:084,3277 * TERMINALS DEFINED AS SPECIAL
ADD 181,3420T9 * ATTACHED TAPE

ADD 530:531,FBA * DEDICATED DISKS

ADD FEC, 3505 * ADDED FOR POWER

ADD FED, 3525P * ADDED FOR POWER

ADD FEE, PRT1 * ADDED FOR POWER

ADD FEF, PRT1 * ADDED FOR POWER

ADD FFA,3505 * ADDED FOR ICCF

ADD FFC,3505 * ADDED FOR ICCF

ADD FFD,3525P * ADDED FOR ICCF

ADD FFE,PRT1 * ADDED FOR ICCF

DEF SYSCAT=DOSRES,SYSREC=SYSWK1

SYS JA=YES,CHANQ=254 ,DASDFP=N0,SEC=NO

DLA VOLID=DOSRES,BLK=55118,NBLK=744,DSF=N,NAME=AREA1
SVA PSIZE=534K,SDL=250,GETVIS=64K

Figure 3. Sample IPL Procedure for VSE/SP Virtual Machine
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The following PROFILE EXEC is shared by VSEMAINT and VSESP31; it resides
on VSEMAINT's 191 disk. VSESP31 has a read-only link to VSEMAINT’s 191.
Sharing the PROFILE EXEC allows you to update the profile for VSESP31 from
the VSEMAINT user ID even while VSE/SP is up and running. We have made
some minor changes to the profile for our own environment; you may want to add
other commands or users as required for your installation.

&CONTROL OFF

*

* A11 IDS execute the following section of the profile.
*

IDENTIFY (STACK

&READ VARS &USERID &ACCOUNT

&IF .&USERID EQ .VSESP31 &GOTO -VSESP31

*

* The following section is executed by all users except VSESP31.
*

&HI = Y

&40 = -

CP SET RUN ON

SET RDYMSG SMSG

CP LINK MAINT 319 319 RR ALL

&IF &RC = 0 &GOTO -ACCESS

4TYPE The 319 disk of MAINT can not be Tinked.

&TYPE Remember the read password of MAINT 319 must be &HI ALL &LO
&EXIT 4

-ACCESS

ACC 319 P

EXEC VSEIPF NOPAN

&EXIT

*

* Only VSESP31 executes the following section.
*

*

-VSESP31

&BEGSTACK

*

* At this point you can enter other commands to be executed on behalf
* of VSESP31.

*

&END

CP IPL 540

*

&EXIT
Figure 4. VSEMAINT's Profile When the Console is Dedicated to VSESP31
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Autologging the VSE/SP Virtual Machine
AUTOLOG is a convenient way to initiate large production VSE/SP systems with
many I/O devices running under VM. The I/O devices needed by the VSE/SP
system require considerable contiguous free storage space for the I/O control blocks
established by VM. If smaller users have logged onto VM before the large operating
VSE/SP system is started, there may be insufficient contiguous free storage space
available for the required I/O control blocks. (The logon of the virtual machine will
still be completed even if the I/O control blocks cannot be established.) As a result,
there may be an insufficient number of I/O devices to run the guest VSE/SP system
and its application programs.

To ensure sufficient contiguous free storage space for a large produc.ion VSE/SP
system, the virtual machine should be logged on immediately after VM is loaded.
This can be done by:

e Having the VM system operator issue the CP AUTOLOG command before
enabling user terminals, or by

¢ Defining the AUTOLOG] virtual machine in the VM directory. The
AUTOLOGT]1 virtual machine is automatically logged on immediately after VM
is loaded and can be used to log on and load virtual machines that require
substantial contiguous storage.

Operator Issuing CP AUTOLOG Command
Before enabling user terminals, the VM system operator can issue the CP
AUTOLOG command for each production guest virtual machine that requires
substantial contiguous free storage. The virtual machine being logged on with the
AUTOLOG command must have an automatic IPL defined in its directory and is
allowed to issue one read to its virtual console. The virtual machine logged on
operates in disconnected mode. The same restraints that apply to any disconnected
machine also apply to virtual machines logged on with the AUTOLOG command.
To invoke the command, the operator would issue:

AUTOLOG userid password

For more information about the format of the CP AUTOLOG command, refer to
VM/SP or VM/SP HPO CP System Command Reference.

Defining AUTOLOG1 in the Directory
To use AUTOLOGTI to initiate several virtual machines, the VM directory statement
loads CMS into the AUTOLOGI! virtual machine. In the PROFILE EXEC, each
CP AUTOLOG command initiates one virtual machine containing a VSE/SP guest
operating system. When using the CP AUTOLOG command, the directory entries
for the virtual machine referred by the CP AUTOLOG command must contain an
IPL statement.

As a result of the CP AUTOLOG command in the PROFILE EXEC, the VSE/SP
virtual machine is loaded and runs in disconnected mode. The VSE/SP virtual
machine user gains access to the virtual machine by doing one of the following:

¢ Logging on with the userid specified in the CP AUTOLOG command
¢ Issuing the CP SEND command from the secondary user’s console
¢ Issuing the CP DIAL command and specifying the guest userid.

When you log off, the contiguous storage space is relinquished and the virtual

machine relinquishes operation. If you want to keep the virtual machine’s I/O
blocks in contiguous storage, and keep the virtual machine running while you
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temporarily give up use of the virtual machine console, issue the CP DISCONN
command. To reestablish usage, issue the CP LOGON command to reconnect to .
the virtual machine. L

Figure 5 shows the AUTOLOG! entry in the VM directory. The IPL statement
initializes CMS, causing the execution of the PROFILE EXEC. The VSE/SP virtual
machines are automatically logged on in disconnect mode.

USER AUTOLOG1 PASSWORD 512K 1M ABG

ACCOUNT ACCTNO BIN1

IPL CMS
CONSOLE 009 3215
SPOOL 60C 2540 R
SPOOL 06D 2540 P
SPOOL GOE 1403
LINK MAINT 190 190 RR
LINK MAINT 19E 19E RR
LINK MAINT 19D 19D RR
MDISK 191 3330 1 1 UDISKA WR RPASS WPASS

Figure 5. AUTOLOG! Entry in VM Directory for VSE/SP Virtual Machines

Figure 6 shows the PROFILE EXEC containing several CP AUTOLOG commands,
one for each virtual machine to be loaded. The last CP command in the PROFILE
EXEC logs off AUTOLOGI.

/*PROFILE EXEC for AUTOLOGing virtual machine */
TRACE E; ADDRESS COMMAND; o
CP SPOOL CONSOLE START; CP SET EMSG ON;
/*The following message will inform the operator that the guest */
/*operating systems are being autologged. */
CP MSG OP The guest VSE/SP virtual machines are being autologged.
CP ENABLE ALL
CP DISABLE O1F
CP AUTOLOG VSESP31 VSESP31;
CP AUTOLOG VSEUSER PASSVSEZ2;
CP LOGOFF o
EXIT .

Figure 6. PROFILE EXEC Containing Several CP AUTOLOG Commands

You can now access these virtual machines through the secondary console (if there is
one), or by logging on with userid VSESP31 or VSEUSER2, along with the
appropriate password.

Automated System Initialization (ASI) Procedures
The ASI procedure allows you to put the required control information into a
procedure cataloged in IJSYSRS.SYSLIB and lets the system execute the commands
without operator intervention each time an IPL or a partition start-up occurs.
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When VSE/SP is running under VM, a few changes have to be made to the
SASIPROC (if you have one). To indicate that a virtual machine is running under
( VM, the CPUID must have a prefix of FF. For example:

CPU=FF0200064331
where:

The first two digits are the prefix
The next six digits are the CPUID
The last four digits are the processor type.

If the CPUID of a virtual machine is equal (except for the first two digits) to
another CPUID in the master procedure, the entry for the virtual machine must be
the first entry within the master procedure as shown below:

CPU=FF0020004331,IPL=$IPLV,JCL=$$JCLH,MODE=370
CPU=020020004331,IPL=$IPLN,JCL=$$JCLH,MODE=E

( To allow an IPL of both native VSE/SP and VSE/SP under VM, catalog the

3 SASIPROC with two entries in it. One entry is for the IPL of the native VSE/SP
and the other for the IPL of VSE under VM. To do this, duplicate the entry for
running VSE/SP native and change:

e Prefix 02 to FF
¢ The mode option to MODE =370 (unless you are already running MODE =370)

e The IPL procedure name to the name referred by the CPUID with
prefix FF

( Next, if you are running MODE=VM, drop DPD. (VM does the paging.) Then
drop the following parameter from the SYS command:

e BUFSIZE (VM will do all channel control word (CCW) translations.)

The ASI procedures can be reused as long as your system environment remains
unchanged. The steps to bringing up a total system is reduced to IPling VM. In
exceptional situations, you may have to bypass ASI and perform an interactive
system initialization (non-automated).

o Note: If you wish to interrupt the execution of the VSE/SP ASIPROC to specify a
( different supervisor you need to log onto the VM console and issue the CP
EXTERNAL command. Issuing this command simulates pressing the
interrupt key on the real computer console, or other functions that cause an
external interrupt. Control is given to the virtual machine immediately. The
format of the EXTERNAL command is:

#cp ext

The external interrupt must be entered before the ASIPROC has been
initialized.

Using EXEC Procedures
An EXEC procedure is a sequence of commands and other statements that can be
processed by CMS. Although certain format and syntax rules apply, the process is
the same as when you create any other type of CMS file.

(v Once an EXEC procedure is stored on direct access storage, the procedure may e
executed simply by issuing the name of the EXEC file. The only exception to this
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rule is the PROFILE EXEC file. The PROFILE EXEC file is executed
automatically when you IPL CMS.

For the VSE/SP virtual machine, a PROFILE EXEC could be used to establish the
proper links and SET commands. For example, you can issue SET FAVOR, SET
QUEUE DROP, and SET PRIORITY from a PROFILE EXEC. (To avoid
reserving routines in storage that are used only once, such as the initialization
routine, do not issue the CP SET RESERVE command from a PROFILE EXEC.)
Because the PROFILE EXEC runs automatically, you are relieved of the chore of
entering these commands. The following is an example of a PROFILE EXEC that
can be used to set up the CP commands mentioned above:

PROFILE EXEC Al F 80 TRUNC=132 SIZE=5 LINE=5 COL=1 ALT=0

===== &TRACE OFF
===== CP SET FAVOR

===== CP SET QUEUE DROP OFF
===== CP SET PRIORITY 5

Figure 7. PROFILE EXEC containing CP SET commands

Issuing CP Conimands from the VSE/SP Virtual Machine

While operating the VSE virtual machine, use CP commands to:

¢ Communicate with the VM system operator or other virtual machine users.
¢ Query the status of virtual machine devices or spool files.
e Attach or detach devices from the virtual machine configuration.

You can communicate with CP by:

* Prefacing the CP command with “# CP”, where “#” is the terminal linend
character. '

Note: At times, CP commands cannot be entered with the #CP function during a
VSE IPL because the CCWs used for the reads to the console expect less data
than the length of the #CP command entered. In this case, the additional
data in the #CP command is truncated and lost.

Notes:

1. You can define the terminal break key by issuing the CP BRKKEY command.
PALl is the default. You must be sure that the PF key associated with this
function is available on the VSE/SP virtual machine console. Otherwise,
choosing a PF key (to activate the breakin function) that does not exist on the
VSE/SP virtual machine console will lock out CP mode. Once the break key has
been pressed the virtual machine stops. If the SET RUN ON command is not in
effect and you wish to return to the VSE/SP virtual machine console, you must
issue the CP BEGIN COMMAND. If the CP SET RUN ON command is in
effect it allows you to activate the attention key (causing a read of a CP
command) without stopping your virtual machine. When the CP command is
entered, it is immediately executed and the virtual machine resumes execution.

2. If you have a local 3270 information Display device and your VSE/SP console is
in display mode, it is recommended that you issue the CP TERMINAL
SCRNSAVE ON and CP TERMINAL CONMODE 3270 commands for your
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machine. This allows you to choose whether the guest screen is saved when your
virtual machine goes into CP mode. You can enter the two commands together,

( h for example:
cp terminal conmode 3270 scrnsave on

Interrupting the ASIPROC under VM

While VSE/SP is IPLing in the virtual machine, you can interrupt its execution by
issuing the CP EXT command at any point prior to seeing the following message:

0J10I IPL RESTART POINT BYPASSED
Once the above message appears the ASIPROC cannot be interrupted.

To resume IPL after a successful interruption, enter a null line. Wait until the
attention has been processed before signaling another one.

Various Uses of the DEDICATE Statement
( The DEDICATE control statement specifies that a real device is to be dedicated to
i this userid. A real device can be dedicated to only one user at a time. In the sample
directory entry in Figure 1 on page 13, we gave an example of how to dedicate the
main processor console to the VSE/SP virtual machine as the VSE/SP operator’s
console. We will now discuss other uses of the DEDICATE control statement.

Note: You can also use the CP ATTACH command to perform the following
functions.

. Magnetic Tapes

A device such as a magnetic tape drive can be used by only one virtual machine at a
time. You can dedicate the tape drive if only one virtual machine will be using it
(for example, for CICS logging), or different users can use it in turns by issuing the
CP ATTACH command.

To dedicate the tape drive to one user, specify it in that user’s directory. For
example:

DEDICATE 181 281

(_‘ This statement allows the operating system to access the device at real address 281
via a virtual address of 181. '

Unit Record Devices

In many cases, spooling represents the most efficient way of handling the unit record
input and output of many virtual machines. However, special cases may justify the
dedication of a real unit record device to a single virtual machine.

One special case is when the virtual machine’s operating system does its own
spooling, such as VSE/POWER under VSE. To eliminate double spooling of printer
output, include a DEDICATE statement in the virtual machine’s directory entry,
such as:

DEDICATE OOE 002

(, This statement causes VM to pass all virtual printer 00E output directly to the real
printer at 002.
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Note: If you dedicate unit record devices to a guest, then you must not have a spool
entry for that same device.

Remote Devices SN

You can use the DEDICATE statement to attach remote 3270 Information Display
Printers (such as 3262, 3268, 3284, 3286, 3287, and 3289) to a virtual machine. For
example, a directory entry can include the statement:

~ DEDICATE NETwork 120 0102

120 is the virtual address of the device in the virtual machine and 0102 is the
resource ID as specified in the DMKRIO. Remote 3270 Information Display
System Printers can also be attached by the NETWORK ATTACH command. For
more details, see the VM/SP or VM/SP HPO Planning Guide and Reference manual.

Unsupported Devices

You can use the DEDICATE statement to put a device that VM does not support
into a virtual machine configuration. To dedicate a device, the device must:

¢ Be physically connected to the VM system
¢ Be supported by the VSE operating system

¢ Not violate any of the restrictions contained in the VM restriction section of the
VM|SP or VM|SP HPO Planning Guide and Reference manual.

For example, a directory entry can include the statement:
DEDICATE 007 012

where real address 012 could represent a real device that is unsupported by VM but
is attached to the processor.

The device would be added to VSE as:
ADD 007 ,xxxx,EML

Note: The EML parameter is required when defining to VSE a device that is
defined to VM as unsupported.

Dedicated Terminal Definitions ~
When the end user is going to use CICS, the terminal can be dedicated to the
VSE/SP system. To ensure that the end user gains access to only the VSE/SP
system, the DEDICATE control statement must be in the directory or the terminal
should be attached to the VSE/SP virtual machine by an authorized user. The
terminal for this end user must be disabled before DEDICATED control statements
and CP ATTACH commands are executed. By having an entry for the end user in
the AUTOLOG1 PROFILE EXEC, the terminal for the end user can be disabled
before the IPL of the VSE/SP virtual machine.

The following is an example of a DEDICATE statement entry that can be used in
the VM directory for the VSEUSER virtual machine.

34 VM Running Guest Operatjng Systems




VMUSERS DIRECT Al F 80 TRUNC=72 SIZE=55 LINE=9 COLUMN

mmmmm kR kkkkhkkhhkhkhhdkkhhdkhhkhhdkkkhkhkkhhdkhhdhhdhhdhhdhdkdhkddrkikk

===z ¥ SYSTEM USERIDS

== R e e e e e ok e e e ok e ok ok ke ke e e e ke e e o e e e e ok ok e e e e e e g de e ok e e e o e K e o K K e de de e de de ke ok
===== |JSER VSEUSER VSEUSER 16M 16M ABDG

===== ACCOUNT 206 7030/85

===== [PL CMS

===== (PTION ECMODE BMX 370E REALTIMER CPUID 000001

===== CONSOLE 009 3215 T OPERATOR

===== SPECIAL 012 3270

===== SPECIAL 013 3270

————— *

===== * The following statement dedicates the console to VSEUSER after
===== * the execution of AUTOLOG1 disables it.

————— *

===== *

===== DEDICATE O1F O1F
*

===== * In this VM directory example we are defining device type 2540
===== ¥ {0 be the virtual reader.
————— %
===== SPOOL 0OC 2540 READER A
===== SPOOL 0OD 3525 A
===== SPO0L OOE 1403 A
===== SPOOL 02C 2540 R A
===== SPOOL 02D 3525 A
===== SPO0L 02E 3203 A
===== | JNK MAINT 190 190 RR
===== | INK MAINT 19D 19D RR
===== | INK MAINT 19E 19E RR

*

Figure 8. VM Directory for VSEUSER with Dedicated Console

The next example is the PROFILE EXEC of AUTOLOG1 where 01F is being
disabled before IPLing VSESP31.

===== CP SLEEP 10 SEC
===== CP AUTOLOG CMSBATCH CMSBATCH IPL CMS PARM BATCH

8

===== CP DISABLE O1F
===== CP AUTOLOG VSEUSER VSEUSER

===== CP LOGOFF
Figure 9. PROFILE EXEC of AUTOLOG]1 for Use with a Dedicated VSE/SP Console
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Nondedicated Terminal Definitions
If the end user needs the facilities of both CMS and CICS, a SPECIAL control
statement must be included in the directory of the VSE/SP virtual machine. The
SPECIAL statement must be included for each terminal needing access to CMS and
CICS. With the SPECIAL statement in the directory, the CP DIAL command can
be used to gain access to the VSE/SP system.

For example, if the VM directory entry for the VSE/SP virtual machine had the
following SPECIAL statement:

SPECIAL 012 3270

You could issue:
dial vseuser 012
or
dial vseuser

If you issue the CP DIAL command without a specified address, VM connects the
terminal to the first available line as defined in the SPECIAL control statement; the
line belongs to the specified userid. If no lines are available or if all lines are busy,
VM issues an error message and does not make the connection.

The end user will remain cbnnected until one of the following happens:

The virtual machine logs off using standard logoff procedure
The virtual machine is forcibly logged off

The terminal is powered off/on

The Normal/Test switch is used.

The end user will also get disconnected if the CP RESET command is issued from
the VSE/SP virtual console or from a user authorized with the CP RESET
command. '

Once disconnected, the end user is free to use the DIAL command to connect to
another userid.

Spooling Options
Most multiprogramming operating systems have their own spooling subsystem. In
VSE/SP this subsystem is VSE/POWER. Because VM also provides its own
spooling, double spooling will occur. This raises the questions of whether an
installation should:

¢ Use only the operating system’s spooling subsystem
¢ Use only VM'’s spooling
¢ Use double spooling.

Spooling Recommendations ‘
If an installation has a significant amount of printing or punching to do, it might
appear that one of the spooling subsystems should be eliminated. This is not
necessarily true.

Use double spooling if:

* You have large quantities of printed output on standard forms, or
* DASD space is not a limiting factor.
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Many VSE/SP virtual machines spool data and must use a common pool of unit
record devices. In this case double spooling will reduce the privilege operations VM
( ‘ must simulate.

For VM to do the spooling for the VSE/SP virtual machine, the spool statement
must exist in the VM directory. This statement must match the ADD statement in
the VSE/SP ASI procedure.

Note: If possible, generate a scaled-down version of the virtual machine’s spooling
subsystem, eliminating those functions not used by that virtual machine.
Make the I/O buffer sizes as large as possible to cut down on SIO
instructions.

Let the VSE/SP virtual machine do the spooling if:

* An installation has only enough DASD spooling space for one spooling
subsystem, and

B ¢ If only one VSE/SP virtual machine generates significant amounts of spooled
( output.

Note: If VSE/SP controls the spooling by either attaching or dedicating unit record
devices, you must not have a duplicate SPOOL statement in the VM system
directory to define the device.

VSE/POWER under VM
The VSE/POWER operation remains the same in the VSE environment.
VSE/POWER makes no distinction between real or virtual devices and it executes
input and output regardless of the devices used. It is advisable that special forms be
( printed on a dedicated printer to VSE/SP.

Controlling Printed Output
Most of the VSE/SP supported printers use a forms control buffer (FCB) to control
the length of forms skips. In addition, some printers can be equipped with the
universal character set feature that is controlled by the Universal Character Set
Buffer (UCB). The following two discussions will describe the effects of loading
FCB and UCB while VSE/SP is running under VM.

Loading Universal Character Set Buffer
( You can load UCB from either VM or VSE/SP. If you are going to load the UCB
under VSE/SP the printer needs to be attached to the VSE/SP machine. The UCB
can be automatically loaded at IPL time or the LUCB command can be used to load
the buffer after VSE/SP has been IPLed. For example, the command:

Tuch 00e,$$bucb00,fold

will load UCB $$BUCBO00 on the printer at 00e, and FOLD will translate lower case
to upper case. There are several default UCB’s provided by VSE/SP and are
documented in VSE/SP InstaIIatzon
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If you want to load the UCB under VM, use the LOADBUF command:
Toadbuf 00e ucs,p64,fold

This command loads the UCB P64 to the printer at address 00E and the FOLD L\w y
option translates lower case to upper case when printing. The buffer can be loaded
at IPL time by adding the above command to AUTOLOG!1’s PROFILE EXEC.

Note: The printer must be drained prior to loading any buffer under VM.

drain 00e

Loading Forms Control Buffer ‘
There are two recommended ways to use a printer with VSE/SP:

¢ Dedicate the printer to the VSE/SP guest and start a POWER print writer
without the VM parameter. In this case, POWER will load the FCB.

e Share the printer among the VSE/SP guest(s) and VM users. In this case, you
should start the POWER print writer with the VM parameter. POWER will
send the FCB as part of the print file. POWER will also pass to VM the forms P
ID and number of copies. You do not need to load the FCBs for any POWER \ )
output. e

If you want to load the FCB in the real physical printer under VM, you must use the
VM LOADBUF command:

Toadbuf 00e fcb fcbl

This command loads the FCB FCBI on the real printer at address 00E. You will
find a list of the FCBs available with VM in VM/SP or VM[SP HPO
Administration.

If you want to use a special FCB, you must have two identical FCB’s with the same
name—one created under VSE/SP and the other loaded onto the VM nucleus. You
can confirm that the FCB is working by dedicating your printer to VM.

The LOADVFCB command can be used in installations that do not have an
FCB-capable printer. The virtual machine’s directory entry must indicate a 3203,
3211, 3262, 3289E, or 4245 even though both the program and operating system
have a real 1403 printer defined. Then the LOADVFCB command can be used to
specify a virtual FCB image for 1403 printers so that programs that use printer
overflow sensing can be spooled to disk.

Details on how to load the FCB and UCB in VSE/SP can be found in VSE/SP
Installation or VM[SP HPO Administration.

Printer Considerations for the 3203-5
When you run VSE/SP under VM, you must define 3203-5 printers as 3211 printers.
Catalog an FCB appropriate for a 3203-5, but use 3211 naming conventions.

Otherwise, the virtual printer will be sensed as a 3203-1 and the wrong FCB will be
loaded.
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Starting the VSE/POWER Printer ,
When you run VSE/SP under VM, the address you use to start a VSE/POWER
printer must be a virtual device address.

VSE/POWER will load the correct FCB.

Use the following command to start the printer:
s 1st,cuu,a,,vm

This starts a list-writer task to print spooled output to the virtual printer with
address cuu. The vm operand tells VSE/POWER that the device is a virtual device
owned by VM.
When vm is specified, VSE/POWER:

¢ Issues NO FORMS CHANGE messages

¢ Loads FCB

* Spools to the specified userid (DEST = (,userid)

¢ Prints/punches only one copy

e Tells VM about class, forms name, copies

¢ Closes the device at end of entry and names the spool file with the VSE/POWER

job name and number.

For more information, refer to VSE/SP Installation.

Varying Devices Off and On Line
Once you IPL the virtual machine, the devices that were not accessible to that
machine at IPL are considered off line. However, the operator can attach more
devices to this machine and have them placed on line as required. The operator can
issue the CP VARY and CP ATTACH commands to make the devices available for
use by a particular virtual machine.

For example, if a graphic device is off line and VSEUSER needs the graphic device
to be made available, notify the operator via a message:

#cp msg op Please attach 080 to VSEUSER as 080

The operator would issue:

vary online 080

SYSTEM RESPONSE:
080 VARIED ONLINE

Operator issues:
attach 080 to vseuser 080

SYSTEM RESPONSE:
080 ATTACHED

The operator informs VSEUSER that the graphic device is now attached and ready
for use.
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Switching Devices between Systems

It is possible to switch devices such as tape drives and printers between VM users.
For example, you might have a VM system that has a VSE/SP virtual machine user
(VSEUSER) and a CMS user (CMSUSER). At different times, each system might
have the need to use a tape drive and printer. Because a tape drive cannot be
shared, the device needs to be attached to one user at a time. If CMSUSER has
only class G privileges, a message must be sent to the operator to attach 181 to
CMSUSER. For example:

#cp msg op Please attach 181 to CMSUSER as 181

When the tape drive is attached, the operator would notify CMSUSER with the
message:

ATTACHED 181 TO CMSUSER AS 181

CMSUSER will have the tape drive for as long as needed. When CMSUSER is
finished using the tape drive, issue the following command.

#cp detach 181

As soon as the tape drive is detached, it is available to other users via the ATTACH
command.

The printer can be set up in two ways:

® VM does all the printing for its users, or
¢ The VSE/SP system does its own printing.

For a VSE/SP virtual machine to do its own printing, the printer has to be attached
to the VSE/SP userid via the CP ATTACH command. (A userid with class G
privileges cannot issue the CP ATTACH command. A message must be sent to the
operator as shown in the example above.) '

Note: If VM was previously doing the printing, the printer must be drained prior to
attaching it to the VSE/SP virtual machine. The CP DRAIN command
brings the spooling system to a controlled halt, or halts the activities on a
device whose spooling status is to be changed. The operator would issue:

drain 00e
The CP ATTACH command can now be issued:
attach 00e vseuser 00e

The printer is now available to VSEUSER for as long as needed. When the VSE/SP
virtual machine no longer needs the printer, the printer must be stopped in the
VSE/SP machine before detaching it. Issue the POWER command:

pstop 00e
and issue the CP command:

detach 00e vseuser

Definition and Use of the Virtual Console Facility

If you have used the DEDICATE or ATTACH control statements to assign a 3270
terminal for the VSE virtual machine (as shown in sample directory entries above),
you need not follow the procedures discussed here. You can use the 3270 defined in
the directory in display operator console mode.

Otherwise, to use a 3270 display terminal as the primary console in display operator
console mode, either have a SPECIAL statement in the VSE/SP virtual machine’s
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VM/SP directory entry or issue the CP DEFINE GRAF command after logon to
VM.

¢ If the SPECIAL statement is used, it would appear in the directory as:
SPECIAL O1F 3270

o If the SPECIAL statement is not used, assume that a local 3270 line has been
enabled by the VM operator. Next, issue the following CP DEFINE command:

define graf 01f 3270

In either case, after you log onto VM (by using the device specified in the
CONSOLE statement) and load the operating system into the virtual machine (by
using the IPL command), you must issue the CP DIAL command at the 3270
console that is to be used in display mode. This action logically connects that 3270
console to the operating system.

The CP TERMINAL CONMODE 3270 command can also be used to obtain a
display mode console for the VSE/SP virtual machine. The console of the VSE/SP
virtual machine is defined in the VM directory as:

CONS O1F 3215 T

The following command allows both VM and VSE/SP operator actions from the
same screen. Before IPLing the VSE/SP machine you have to define the type of
console operation by issuing the CP command:

term conmode 3270

Note: If CMS is running when you issue the CP TERM CONMODE command,
CMS will abend.

In addition, specify:
terminal scrnsave on

This command saves the screen before going into CP mode. It is valid only if
TERMINAL CONMODE 3270 has been specified. When you return from CP
mode, the VSE/SP screen is automatically displayed as it appeared before you
entered CP mode.

If you issue:
terminal breakin guestct]

this command prevents CP messages from appearing on the VSE/SP console and
gives the operator the impression of running stand-alone. CP messages will be
displayed only when:

¢ Priority messages are to be displayed
¢ The CP function is requested.

Note: The CP TERMINAL CONMODE 3270 command is not supported for 3270
terminals going through a Virtual Telecommunications Access Method
(VTAM) service machine or for remote 3270’s.
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Special Considerations for VSE/SP Users Running Under VM

When you use the VSE/SP Display System Activity and the Display Channel and
Device Activity dialogues to monitor system activity, remember that:

‘3‘3\‘

e The SIO/second rate from Display System Activity may seem unusually high.
The dialogue calculates the total I/O rate on the system, including unit record
virtual I/O. To specifically monitor disk or tape device activity, use the Display
Channel and Device Activity dialogue.

e VSE/SP accounting support is used. Therefore, some VM-simulated privileged
instructions are not accounted for, but the data gives you a better overview of
the VSE/SP guest virtual machine.

o All data is valid, except for data displayed as the number of events per second
(for example, SIO/second). This type of data describes only VSE/SP activity.

e When the VSE/SP guest is running MODE =VM, the dialogue displays zeroes
for paging activity. This shows you that only VM handles paging.

e When the VSE/SP guest is running MODE =370, the paging activity data
reflects VSE/SP paging.

Using Virtual Addressability Extension (VAE)

VAE stands for virtual addressability extensions. It increases the virtual size of
previous VSE/SP releases from 16 MB to 40MB (or in the case of VSE/SP 3.2.0,
128MB). It does this by supporting up to three (or in the case of VSE/SP 3.2.0,
nine) address spaces instead of one. Any address space can have a size up to 16MB
as long as the total virtual storage size of the VSE/SP system is not more than 40MB
(or 128MB for VSE/SP 3.2.0). The extended storage layout includes shared system
area, shared subsystem partitions, and private partitions.

VAE is supported for the following processors:

9373 model 20

9375 model 40 and 80

9377 model 90

4381 models 21, 22, and 23.

e o o o

VAE works as if it were up to three copies (called spaces) of the total virtual storage;
the supervisor selects which space to use. A non-VAE system is like a VAE system
with only one space.

When a space is being used, it must have the supervisor, shared subsystem partitions,
and SVA in order to run. Each space works as if it had its own copy of the
supervisor, shared subsystem partitions, and SVA. However, there is only one SVA,
one group of shared subsystem partitions, and one supervisor, which are shared
among the spaces.

What Supervisor Should | Use with VAE?

42

When using the VAE option with VSE/SP, you must use the $$A$SUP3 supervisor
for MODE =370. This means only a subset of the VSE handshaking facilities is
available. It includes:

* SET PAGEX ON -
¢ CPCOM

o
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* BTAM autopoll assist
¢ Release page (DIAGNOSE 10).

MODE =370 also implies double paging by VM/SP and VSE/SP and double CCW
translation unless you run in a V=R machine.

Should | Run VAE as a V=R Guest or a V=V Guest?

Run VAE as a V=R guest for a production system or whenever system performance
is your main concern. As a V=R guest, VSE/SP does all paging and translation

itself without incurring additional overhead from VM. If you set NOTRANS on,

VSE also handles all CCW translations for dedicated and attached devices without
incurring additional overhead. Another performance gain for a V=R guest is
available when you turn off shadow table support.

Run VAE as a V=V guest when you are testing a VAE system while other VSE/SP

production systems are running.

Should | Run One MODE =370 VAE Guest or Multiple MODE = VM Guests?

There are advantages and disadvantages with each mode. Consult the following table

for an overview.

Table 1. One MODE=1370 VAE Guest or Multiple MODE = VM Guests?

¢ VMCEF available

¢ VCNA can be used IUCV
supported).

Option Advantages Disadvantages
Single ¢ A single VSE/SP system to manage
yfé) g:eitm (one console) e If V=R, loss of paging storage for
¢ Reduced Lock Manager overhead other users can have negative effect
and a smaller working set size _ .
because many VSE/SP systems are ¢ If V=V, double paging and CCW
. . translation
combined into one
vem g acow |+ Dl P e e
translation are done only by VSE/SP
« Full VSAM Share Option 4 * Limited VSE handshaking.
e No VSE/SP Lock File (no DASD
sharing).
Multiple e Full advantage of VSE handshaking ¢ Extra overhead and DASD sharing
MODE=VM support requirements
Guests

¢ VSE/SP lock manager overhead

¢ Because of nonshared code, much
duplicate code is needed (supervisor,
SVA, POWER, CICS, etc.)

o Mofe VSE/SP consoles are needed.
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4KB Paging Support for VSE/SP Guests under VM
VSE/SP will always use a 4KB page size when running under VM, whether in AN
MODE =370 or MODE = VM. This permits operation of VSE/SP in MODE =370

‘KV y
on processors that support only 4KB paging. g

Preferred Machine Assist

Preferred machine assist allows a VSE/SP or VSE/AF guest to run under VM/SP
High Performance Option in supervisor state with direct control of its own I/O
operations.

Under VM/SP HPO, VSE/SP Version 2.1 can now operate with the preferred

machine assist hardware feature. With this support it is possible to run a VSE/SP

guest machine with a mode =370 supervisor supporting up to 40MB of virtual

storage in preferred mode together with V=R. Preferred machine assist was

designed to provide performance improvements when running VSE/SP 2.1.7 or later

releases as a preferred machine assist-supported guest on VM with HPO. oo

How Preferred Machine Assist Works
The VSE/SP preferred guest is dispatched by CP to run in real supervisor state. This
cuts down on CP overhead, as CP does not have to simulate most privileged
instructions.

Preferred machine assist determines whether a real interrupt should be handled by
CP or VSE/SP.

The VSE/SP preferred guest owns real page 0 and VSE/SP gets interrupts directly.
These interrupts include:

* CPU timer and clock comparator interrupts
¢ Program, SVC, and I/O interrupts.

Preferred Channels
You can generate VM/SP HPO without including in DMKRIO some of the
physically installed channels and their devices. The exclusion of these channels
identifies them as preferred channels. They are available to the preferred guest but to
no other virtual machine or CP. CP can only use devices on preferred channels
when there is another CP-known path to them, or another CP nucleus with a
DMKRIO that includes them has been loaded.

When you generate VM/SP HPO for preferred machine assist, do not define in
DMKRIO the channels you want used only for VSE/SP I/O. VSE/SP is running
natively when it is dispatched and controls the I/O on those channels. VM/SP HPO
cannot use them since it does not know about them.

If you run VM/SP HPO with a preferred guest at some times and without one at
others, consider keeping alternate copies of DMKRIO and the VM/SP HPO nucleus
available. One set should have all channels defined in DMKRIO; the other would
leave some undefined for exclusive use by the preferred guest.

o
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Generating a False AP System for the Preferred Machine Assist Guest
: When running VM/SP HPO on a dyadic processor complex, you may wish to
( generate CP as an attached processor system. This generation will set up CP so that
it can be IPLed on a dyadic processor, but will use only one side of the dyadic
complex for I/O. It will treat the other processor as an attached processor and will
use it to process CP work and will dispatch virtual machines on it, but it will not
recognize any channels configured on the second processor.

You can now set up the preferred machine assist user ID so that it has affinity to the
processor generated as an AP. This will ensure that the preferred machine assist
guest is always dispatched on the AP. If the real complex is an MP (two channel
sets, one for each processor), the preferred machine assist guest will own the entire
channel set attached to its processor in preferred machine assist native mode. Thus
it can initiate all its I/O directly to the hardware and will receive its interrupts from
the hardware without CP intervention (and consequently without CP overhead).

: The major advantage of this environment is that all VM/SP HPO and VSE I/O is
( physically isolated on different real channel sets. This can make the generation,
‘ maintenance, and especially the operation of the two systems easier.

Be aware that there is one important restriction. All preferred machine assist I/O is
started to its channel set by the preferred machine assist hardware. Thus each device
to which the preferred machine assist guest needs access must have a path through
its channel set processor. You cannot use dedicated or attached devices from the CP
channel set. Nor can you use dialed terminals from CP, minidisks, or virtual devices
of any kind (printers, punches, readers). While the associated commands
(ATTACH, DEFINE, DIAL, etc.) do function and all control blocks are created

( correctly, the preferred machine assist guest cannot reach these devices when it issues

' I/O instructions. No error messages are issued if you violate the restriction. Thus it

is recommended that the “false AP” environment be limited to those installations
that wish to run a preferred machine assist production system divorced from CP.

Preferred Machine Assist Considerations
Make sure you allocate enough storage below the 16 MB line for the preferred guest.
VSE/SP’s entire nucleus and all its I/O buffers must be below the 16 MB line.

( In an AP or MP environment, you must SET AFFINITY for either of the two

, processors. If you want the preferred guest to have exclusive use of one processor
and part of another, you must run VM/SP HPO in single processor mode. If
VM/SP HPO is not in single processor mode, a preferred guest will receive at most
slightly less than one processor.

There is one hardware function—the interval timer—that the preferred guest cannot
use even though it runs in supervisor state. VM/SP HPO needs the interval timer to
control the allocation of time slices, and uses it to regain control from VSE/SP at the
end of the VSE time slice.

| Note: This means that VSE/PT cannot be run in a VSE/SP guest that is using the
| preferred machine assist environment.
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Figure 10. Storage Layout of Preferred Machine Assist System. If you generate VM/SP
HPO to use less than 16 MB of storage, the storage between its top and 16MB is

unusable.
General Restrictions for Preferred Machine Assist N
1. Devices on channels that belong to the preferred machine assist virtual machine "

are not defined to VM/SP HPO at system generation. Because these devices are
unknown to VM/SP HPO, the VM/SP HPO system operator cannot vary them
online to VM/SP HPO without reinitializing the system and including the
devices in DMKRIO.

2. Do not issue DIAGNOSE instructions when running a guest VSE/SP system
with preferred machine assist.

3. You must not have CP-owned volumes and VSE/SP volumes on the same strings
and control units when you are running a VSE/SP guest with preferred machine ;
assist. A path must exist to the DASD volumes from a VM channel, and from a N
channel that VM does not know about.

Without such a path, certain events can cause a deadlock. The hardware
configuration that permits the deadlock is:
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Preferred

machine
assist-owned CP-owned
channel channel
Storage Director 1 Storage Director 2 3880 Storage Control Unit

Preferred More DASD devices

machine
assist

Figure 11. Hardware configuration. The position of the device in the diagram is not
significant. The preferred machine assist device does not need to be the
head-of-string.

The events that cause the deadlock are:

a. The preferred machine assist guest issues an I/O operation to the preferred
machine assist device through storage director 1 of the 3880. This operation
completes with a unit check, which places 3880 storage director 1 in
“contingent allegiance” to the device. This condition is alleviated when the
sense is done to read the device status.

b. CP issues an I/O operation to the CP device through storage director 1.
This I/O operation (CP console function, spooling, or diagnose minidisk
1/0.) is on behalf of the preferred machine assist guest.

1) The CP I/O is not queued to the device with the unit check, so the 3880
rejects it and returns condition code 1 with control unit ‘BUSY".

2) CP queues the I/O operation to be retried when it receives control unit
‘END’. The preferred machine assist guest remains in CP wait (console
function wait, spooling wait, or execution wait, as appropriate).

CP does not redispatch the preferred machine assist guest since it is in CP wait.
The CP wait cannot be cleared until CP receives the control unit END and the
pending 1/O operation successfully completes.

However, the 3880 does not issue control unit ‘END’ until sense is finished and
clears the unit check. But the sense is not finished until the preferred machine
assist guest is dispatched by CP. Therefore, a deadlock occurs.

This situation occurs because each storage director in 3880 Storage Control units
has only one register for storing device status information after a unit check.
Until the status is read, the storage director cannot accept an I/O operation to
another device since that device may also present a unit check and the storage
director has no place to store that status information. This is a characteristic of
the 3880 Storage Control units. The type and model of the attached direct
access storage devices are not relevant. VM/SP HPO treats the 3990s in the
same way as it does the 3880s.
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The following diagrams give configurations that are not subject to this deadlock:

Configuration 1
Preferred
machine
assist-owned CP-owned
channel channel
Storage Director 1 Storage Director 2 3880 Storage Control Unit
Preferred More DASD devices
machine
assist
Configuration 2
Preferred
machine
assist-owned CP-owned
channel channel
I Storage Director 1 I Storage Director 2 l :133'80 I Storage Director 1 l Storage Director 2

Preferred More DASD devices
machine
assist

Figure 12. Configurations not subject to deadlock. If you can arrange your VSE and CP-owned volumes so that they

do not share an internal path, you can avoid these lockouts.
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4. On a 3090 processor, a VSE/SP guest operating system that uses preferred

( - machine assist must be VSE/SP 3.2.0 or a later release.
"VSE/SP Release
Processor Function Required
4381 * Preferred machine assist with V=R using up to VSE/SP Version 4 Release 1

128MB of virtual storage

e VAE with up to 9 address spaces, using a total of
up to 128MB of storage

e VM/370 RSCS support for SNA

o Preferred machine assist with V=R using up to VSE/SP Version 3 Release 1
128MB of virtual storage
¢ VAE with up to 9 address spaces using a total of

up to 128MB
e VM/370 RSCS support for SNA
( N e Preferred machine assist with V=R using up to VSE/SP Version 2 Release
. 40MB of virtual storage 1.7

e VAE with up to 3 address spaces using up to
16MB of virtual storage

308x * Preferred machine assist with V=R, using up to VSE/SP Version 3 Release 1
40MB of virtual storage

e VAE with up to 9 address spaces using a total of -
up to 128MB of virtual storage

. 3090E * Preferred machine assist with V=R, using up to VSE/SP Version 3 Release 1
( with 40MB of virtual storage

: PR/SM™ e VAE with up to 9 address spaces using a total of
up to 128MB virtual storage

5. When you are running a preferred machine assist guest, do not use the CP PER
command.

6. If the 3990 Model 3 with DASD is on a channel that is not defined to CP via
DMKRIO (no RCHANNEL macro), then CP neither intercepts the I/O
, instructions for the subsystem nor receives interrupts from the subsystem. When
( the channel is not defined, CP has no control over the use of 3990 Model 3
functions for the subsystem. This restriction occurs because commands to the
device over this path, from the V=R machine with preferred machine assist can
affect use of the subsystem through other channel interfaces.

Note: Control switch assist, an extension of preferred machine assist is not
supported for VSE, except for the I/O interrupt function, which operates
independently of the PMAYV or PMA options.

For restrictions on generating a VM/SP HPO system with a preferred virtual
machine, see VM/SP HPO Planning Guide and Reference.

PR/SM is a trademark of the International Business Machines Corporation.
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Defmmg Central Processing Unit IDs for the VSE/SP Virtual Machine

When you have several virtual machines sharing DASD, lock files keep.track of
system resources. The lock files must include unique central processing unit ID’s for
each virtual machine running under VM. If you fail to specify unique CPUIDs, all
lock files will default to the real system CPUID, and will therefore be ineffective.
See “Chapter 4. VSE/SP Virtual Machines Sharing DASD” on page 79 for more
about sharing DASD.

N
‘

By default, each virtual machine running under control of VM will have a processor
identification as follows:

FFbbbbbbccccdddd

where:

FF identifies it as a virtual machine running under control of VM
bbbbbb  is a real or virtual CPUID

ccee is the processor type (such as, 3090 or 4381)

dddd is all zeroes

Because the six-digit processor identification number is stored in the VSE/SP lock
file and used to control DASD sharing and system start-up, the CPUID must be
unique for each of the VSE/SP machines. A maximum of 31 sharing CPUIDs is
permitted. This allows a maximum of 31 VSE/SP virtual machines to share the same
lock file. N

The CPUID may be set by the CP SET CPUID command and queried using the CP T
QUERY CPUID command. Only the six hexadecimal digits containing the CPUID

number can be set. Both CP SET CPUID and CP QUERY CPUID are class G

commands available to the general user. For more information on these commands

refer to VM/[SP or VM[SP HPO CP General User Command Reference.

The CPUID may also be specified in the VM directory OPTION statement. For
example:

===== QPTION .... CPUID 000001

The above entry in the VM directory for the VSE/SP virtual machine will ensure
that the CPUID for this virtual machine will always be set correctly. Also, the
CPUID can then be used in the VSE UNLOCK command and in the master
automated system initiation (ASI) procedure.

The data set name constructed by VSE/AF for the label area includes the first 12
digits of the CPUID. When the same VSE/SP system is run both natively and under
control of VM, the data set name will differ in the first two digits (FF instead of the
real processor model number).

You should ensure that the job code language (JCL) automated system initialization
(ASI) procedure loads the label area every time, because you will have to delete the
other label areas when switching between real and virtual VSE/SP machines.

e
LW
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Submitting Jobs to the VSE/SP Virtual Machine

There are two ways of submitting jobs to the VSE/SP virtual machine. You can
prepare the job control language (JCL) under CMS using XEDIT and submit the
job to the VSE/SP virtual machine for execution, or you can use the SUBVSE
EXEC supplied as part of the VSE interface of VSE/SP.

Submitting Jobs under CMS
If you are under CMS and you wish to send a job to the VSE/SP virtual machine for
execution, create the job stream using XEDIT or the editor of your choice. Before
using the virtual punch to punch jobs to the virtual machine, take the precaution of
clearing any files that remain in it from previous jobs. The following command
ensures that the virtual punch does not have any other punch files in it:

spool punch nocont purge

Now you can spool your punch to VSE/SP virtual machine. In our example it will
be VSESP31.

spool punch vsesp3l cl n,

where n is the spool class of the VSESP31 virtual reader. The class can be changed
by issuing the CP SPOOL command on the VSESP31 virtual machine. The default
class is A. You can now issue the CMS PUNCH command:

punch filename filetype filemode (noh

This sends the job stream to the VSE/SP virtual machine. A job stream spooled to
the VSE/SP virtual machine remains in the virtual reader until you instruct the
reader to begin reading it. From the VSE/SP console, you must issue the POWER
READER TASK START to the virtual reader:

pstart rdr,cuu

The virtual device address must match the one specified in the directory entry for
VSE/SP virtual machine.

Submitting Jobs Using SUBVSE EXEC
Jobs may be submitted to a VSE/SP virtual machine by using the SUBVSE EXEC.
The format of the SUBVSE EXEC is:
SUBVSE fn ft fm TO userl FOR user2 ECHO option
where:
user] is the ID of the virtual machine to which the job is sent

user2 is the ID of the virtual machine to which the echo is sent
ECHO option is REPLY|YES|NO|JOB

Optionally, you can enter just the command SUBVSE and fill in the blanks on the
panel that is displayed.

When you use SUBVSE, it is your responsibility to add the PDEST/LDEST

parameter to the POWER JOB card or add the DEST parameter to the POWER
LST/PUN cards.
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After you use the SUBVSE EXEC, use the VSEREP module to respond to the
outstanding requests you will receive. For example:

vserep vsesp3l 0

Note: This command works only if you are using a MODE = VM supervisor.

Transferring Output with the VM Writer Task of VSE/POWER

The VM writer task transfers output created in VSE/SP to the CMS user. Itisa
standard feature of VSE/POWER 2.2 and later versions.

For the VM writer task to work, you must use either the DEST parameter on the
POWER LST/PUN cards or the PDEST/LDEST parameters on the POWER JOB
card. When you do this, you can transfer back to the originating CMS user ID all
print and punch output of jobs submitted through SUBVSE.

Notes:

1. If an interactive computing and control facility (ICCF) user has a VM user ID
with the same name as one of the DEST parameters, the VM user will receive
the output from the VM writer task.

2. If you start a printer or punch task without the VM parameter, a POWER print
writer will issue the CP CLOSE command at the end of each file being spooled.

Example of the VM Writer Task
The VM writer task returns the created output to the CMS user ID wuser2 provided
that:

e The CMS user ID user2 exists on the VM system, and

¢ A virtual printer is started with the same class as specified on the POWER
LST/PUN cards and with the VM parameter.

¢ The DEST (or LDEST or PDEST) for the output is the same as the CMS user
ID.

You can issue the PSTART command from the VSE/SP console, or from the CMS
user ID using VMCEF as follows:

vsecmd vsesp3l pstart 1st,05e,v,,vm

Initializing Minidisks

VSE/SP always uses DOSRES and SYSWKI1 as the volume IDs for its system disks.
If, under VM, you run several VSE/SP guest machines that do not share DASDs,
you will have multiple DOSRES and SYSWK1.

VM, however, does not accept duplicate volume IDs on real disks. To solve this
problem, you must have two volume IDs on such disks:

* A unique volume ID on the real disk used by VM
¢ The label DOSRES or SYSWK1 on a minidisk.
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To set this up:

1. Use the information in VM/SP or VM[SP HPO Planning Guide and Reference
to initialize and format the DASDs that will contain the minidisks. This creates
the unique volume labels required by VM. For CKD devices, the volume label
and allocation byte map are on cylinder 0. For FBA devices, the volume label
and VTOC are part of the first 16 blocks.

2. In the directory entries for each VSE/SP guest machine, define minidisks on the
DASDs you initialized and formatted. Do not define minidisks that start on
block or cylinder 0. For CKD devices, minidisks can begin at cylinder 1. For
FBA devices, they can begin at a MAX-CA boundary following the initial
blocks reserved for use by VM.

3. Initialize the minidisks for each VSE/SP guest system. To do this,
a. Log on to VM using the user ID and password for each VSE/SP system.

b. Use DSF to initialize the minidisks as shown in the following two examples.
Note that these definitions do not affect the VM information that you
created in step 1.

Case 1: Using DSF for an FBA Device (3370-2)
INIT UNIT(cuu) NVFY NOMAP PURGE FBAVTOC(711946,99,1024)
VOLID(xxxxxx)

Case 2: Using DSF for a CKD Device (3350)
INIT UNIT(cuu) NVFY PURGE MIMIC(MINI(554) DEVTYPE(3350)
DVT0C(553,0,30) VOLID(xxxxxx)

Notes:

1. If the above INIT commands are too long to fit into a single line on your
screen, use a dash (—) as the continuation character. The system will then
prompt you for additional information.

2. You cannot use these DASDs when running VSE/SP in native mode.

VSE Interface

The VSE interface provided by VSE/SP Versions 2 and 3 is a set of VSE phases and
CMS modules. The interface routines let CMS users operate VSE/SP systems.
These routines will work only if you are using a MODE = VM supervisor.

When you operate a VSE/SP system this way, you can:

¢ Submit jobs from a CMS terminal to a VSE/SP virtual machine and have
messages from the job be echoed to a specific job owner (CMS user ID).

¢ Execute CP commands within JCL statements and have the resulting CP
messages routed to the CMS job owner.

¢ Retrieve up to twenty of the most recent messages from the console of a VSE/SP
virtual machine.
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¢ Reply to messages that result from the execution of a job. The job must have a
unique job owner (CMS user ID). S

¢ Issue VSE/SP commands to a VSE/SP virtual machine and have the resulting NS
AR (attention routine) messages echoed to the CMS user.

¢ Issue CP commands for execution in the VSE/SP virtual machine and have the
resulting CP messages routed to the CMS job owner.

The VSE interface routines are distributed in IJSYSRS.SYSLIB. You must obtain
these routines from the library and install them on a CMS minidisk.

Installing the VSE Interface
Before you can use the VSE interface, you must distribute the following CMS
modules and the related EXPLAIN files to all CMS users who are authorized to use
the functions. The installation process is described in VSE/SP Installation.
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Modules and EXPLAIN Files for the VSE Interface

CMS File CMS File VSE/SP Library
Name (fn) Type (ft) Book Name Function
$VMCF.PHASE VSE Interface
processing routines.
$SVMCFOPN.PHASE VSE Interface

initialization routines.

VSEREP MODULE | VSEREP.Z Reply to outstanding
messages.

VSEMSG MODULE VSEMSG.Z Retrieve messages from
VSE/SP system.

VSECMD MODULE VSECMD.Z Execute VSE
commands on virtual
VSE/SP system.

VSECP MODULE VSECP.Z Execute CP commands
on virtual VSE/SP
system.

VSEREP EXPLAIN EXPREP.Z VSEREP command
HELP panel.

VSEMSG EXPLAIN EXPMSG.Z VSEMSG command
HELP panel.

VSECMD EXPLAIN EXPCMD.Z VSECMD command
HELP panel.

VSECP EXPLAIN EXPCP.Z VSECP command
HELP panel.

SUBVSE EXEC SUBVSE.Z Submit a job for
execution on a virtual
VSE/SP system.

Notes:

1. Be careful about your control of VSECMD and VSECP; they are intended
mainly for the system administrator. The other modules and EXPLAIN files
can reside on a disk to which all CMS users have access.

2. See VSE/SP Installation for information on the SKVMVSE skeleton in the
ICCEF library 59. You use this skeleton to punch modules, EXPLAINS, and
EXECs from VSE to VM.

If the VSE interface is activated during IPL and the console is running in
display operator console mode, you cannot use the VSE command SET
HC=CREATE since the hard copy file is opened at IPL time and not when
the first // JOB statement is encountered.
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Overview of VSE Interface Routines

Function Used In | Target Environment Comments

VSECP CMS VSE/SP virtual All CP commands allowed.
machine

CPCMD 'VSE VSE/SP virtual Some CP commands allowed.
machine

* CP VSE VSE/SP virtual All CP commands allowed.
machine

*CP VSE VSE/SP virtual

DISCONNECT machine

* CP VSE VSE/SP virtual

RECONNECT machine

CPCOM macro VSE VSE/SP virtual All CP commands allowed.
machine

VSEMSG CMS VSE/SP system Retrieve VSE/SP SYSLOG.

VSECMD CMS VSE/SP system VSE/SP commands and replies.

VSEREP CMS VSE/SP system Answer outstanding VSE/SP requests.

SUBVSE CMS VSE/SP system Submit jobs to VSE/SP virtual

machines.

Using CMS/DOS with VSE/SP

CMS/DOS enables the CMS user to take advantage of the interactive facilities of
VM to develop programs and then execute them in a virtual machine.

CMS/DOS support in VM is based on the VSE/AF Version 1 licensed program.
CMS/DOS contains terms for both CMS (in the form of commands) and VSE/SP (in
the form of control cards); it simulates many of the functions of the DOS VSE/AF
operating system.

How the Library Structure of VSE/SP Restricts CMS Users

VSE/SP Version 2 and Version 3 have different library structures from previous
releases of VSE/SP. They also manipulate the library in different ways. Therefore,
many CMS/DOS functions cannot be used with VSE/SP Version 2 or Version 3
unless you use alternative methods to those dated earlier than VSE/SP 2.1.

Using VSE/SP Librarian Functions in CMS/DOS

You cannot use the following VSE/SP librarian functions from CMS when you are
using VSE/SP Version 2 or Version 3:

DSERV
ESERV
SSERV
PSERV
RSERV
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Suggested Alternatives When Using VSE/SP Version 2 or Version 3
1. Use the librarian functions from the interactive interface of VSE/SP Version 2
( and Version 3. You cannot use these functions from CMS, therefore, log off or
disconnect from the CMS virtual machine and DIAL into the VSE/SP system.
(You can do this from terminals that have been defined with the SPECIAL
statement in the VM directory.)

To end this session, log off from the interactive interface and log on again to
CMS.

To save time in switching between CMS and the interactive interface, you can
use VM/PASSTHRU. See “Using VM/PASSTHRU” on page 58 for more
information.

2. Another option is to create a CMS file with JCL and librarian statements. You
can submit this file to the VSE/SP system and route it back with the VM writer
task. See “Transferring Output with the VM Writer Task of VSE/POWER” on
page 52 for more information.

( Other CMS/DOS Restrictions When You Use VSE/SP Version 2 or 3
Command
or EXEC Restriction Comments
DOSLKED You cannot use this command with You can still use this command
the libraries of VSE/SP. when your input is a CMS TEXT
file or a CMS DOSLNK file.
: FCOBOL You cannot use this EXEC with You can move the DOS/VS
( VSE/SP Libraries. compiler to a CMS DOSLIBS
) however, the COBOL source
program can have no COPY or
BASIS statements.
VMFDOS You cannot use this command to VSE/SP SYSIN tape format is still
load or scan modules from a supported.
VSE/SP distribution library tape.
FETCH You cannot use this command to You can still use this command to
fetch a phase from a VSE/SP fetch a phase from a CMS DOSLIB.
( library.
SET DOS ON You will receive an error message if Use SET DOS ON without filemode
mode you use this command with the to activate CMS/DOS.
mode operand.
ASSGN You cannot assign the following You can still use this command to
system logical units to a VSE disk: assign all other logical units to input
SYSCLB, SYSRLB, SYSSLB with and output devices.
VSE/SP.
DLBL IJSYSCL, IJSYSRL, and IJSYSSL You can still use this command to
are invalid filenames for VSE/SP identify CMS and VSAM files.
libraries.
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What Features of the Interactive Interface Can a CMS User Use?

A CMS user can use all, some, or none of the facilities of the interactive interface, ,
depending on his interactive interface user profile. This profile is defined by the S
VSE/SP system administrator. As interactive interface user profiles may vary, so will

the selection panels CMS users see.

Using VM/PASSTHRU

VM/Pass-through is a VM/SP optional licensed program. It enables a virtual
machine on one system to pass through to an operating system or application on the
same processor or any other processor defined to PASSTHRU.

The VM Pass-through facility runs in a disconnected virtual machine under the
control of VM. You can activate it or deactivate it at any time. You usually
activate it using AUTOLOGI1. The user ID of the PASSTHRU virtual machine can
be any name, but usually it is called PVM.

To use the Pass-Through Facility, you can either:

¢ Execute the PASSTHRU EXEC from the active CMS environment, or
e DIAL into the PASSTHRU virtual machine.

The PASSTHRU EXEC is supplied with the VM/Pass-Through licensed program
(5748-RC1).

How to Switch Between CMS and the Interactive Interface
You again can use VM/PASSTHRU to reach the interactive interface and pass back o/
to CMS. Use either a PF key or a four-character string (for example, % % % %) to
switch back and forth between the interactive interface and CMS.

By using the interactive interface, a CMS user can do many things, such as:

View the VSE/SP system console from a CMS console

Display VSE/SP system activity

Interactively display VTOC information

Execute CICS transactions

Use the Online Problem Determination dialog N
Display VSE/POWER queue entries e
Use VSE/ICCF.

Time-out Limit of VM/PASSTHRU

The default time-out limit for PASSTHRU is 20 minutes. You can increase it to as
much as 9999 seconds (2.7 hours). To do this, redefine the TDISC parameter in the
file PVM CONFIG (a file on the PVM machine).
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Example of the PASSTHRU EXEC

The following is an example of the PASSTHRU EXEC:
EXEC PASSTHRU NODEA * PVM 11 24 80 %%%% ####

The eight parameters of this EXEC are described in the following table.

Parameter Example Description

Name of node NODEA The VM system to where you want to
pass through.

Port address * Use * for local use.

Name of PVYM The CMS user ID on which

PASSTHRU PASSTHRU is installed

disconnected

virtual machine

PF key for capture | 11 When you press this PF key (after

facility passing through to the destination
machine), a copy of the display is saved
in a CMS file called PASSTHRU
DATA A. This file is stored on the
system from the point at which you
started the PASSTHRU EXEC.

Number of lines to | 24

be captured

Width of lines to 80

be captured

Temporary %% % % You can specify either a PF key or a

disconnect 4-character string. Use this to switch
between CMS and the interactive
interface.
If you disconnect from a selection panel,
you return to that panel. If you
disconnect from within a dialogue, you
return to the initial panel “VSE/SP
Function Selection”.

Permanent HHHHE You can specify either a PF key or a

disconnect 4-character string. This will sign you

off from the other system. With this,
you can permanently disconnect from
the interactive interface and return to
CMS. If you want to use the
PASSTHRU EXEC again, you must
again sign on to the interactive
interface.

Note: IBM recommends that you sign
off from the interactive interface
before you use the permanent
disconnect.
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PF Key Overrides ,
If you use a PF key for the capture facility or for the temporary or permanent
disconnect, this setting overrides the setting in the interactive interface. For
example, if you use PF10 for the capture facility, you cannot use PF10 for the
function it represents in the interactive interface.

IPLing the Device Support Facility under VM

Use the Device Support Facility service program to format minidisks for use by
VSE/SP. The VSE/SP Installation manual describes how you can do this when
running VSE/SP under VM.

Problem Determination and the VSE/SP Virtual Machine

IBM provides a variety of support services for its hardware and software. In order to
obtain prompt service for problems you encounter, you will need to know which
resource to use for each major type of problem you experience. Answer the
questions posed below to determine what type of problem you have, and what type
of support is available to assist you in resolving it.

1. Does the problem involve IBM software or hardware or other software or
hardware?

¢ IBM—Proceed to Question 2.
¢ Other—Refer problem to internal resources or appropriate vendors.

2. Is the problem related to hardware or software?

¢ Hardware—Contact IBM Customer Service.
» Software—Identify the problem source.

The procedure you normally follow to identify the source of a problem is similar for
all problems.

Once a problem is detected, observe all the symptoms. Ordinarily these symptoms
are error messages, abnormal ends of jobs, loops, wait states, or program checks.
Also note special conditions associated with the failure. Such special conditions are
likely to include one or more of the following:

A new job running

A recent sysgen

A change in system configuration

A new procedure in use

Something different from the last time the run was made.

These are the kinds of conditions that may be related to the failure. In all cases,
document the symptoms and conditions you observe.

The best procedure in problem determination is to gather enough information so the
IBM Support Center can check your problems against problems others have
reported. It is likely that someone else has had the same problem. If so, the
symptoms you report will quickly lead to the known solution.
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VSE/SP Virtual Machine DUMP Procedure

To get a stand-alone dump of a VSE system proceed as in native mode, with these
( differences:

1. Issue the CP command CP STORE STATUS instead of doing a machine save.
Then issue SET RUN OFF.

2. Attach a tape unit to the VSE/SP machine when you IPL the VSE stand-alone
dump program.

| Note: The VSE stand-alone dump program must be created in the same
| environment (MODE =VM or MODE =370) as the environment being
l dumped.

If you are using handshaking and the VSE/SP storage is in the virtual machine, you
can use the CP VMDUMP command, but you will not be able to use VSE/SP’s
INFOANA to debug the VSE/SP virtual machine.

You may want to use VSE/SP’s INFO/Analysis (INFOANA) to debug VSE/SP
( problems, but this will require using VSE/SP DUMP utilities. It allows you to
‘debug problems interactively, create problem reports on the VSE/SP machine, and
go into dump scan mode.

Backup/Restore Procedure for the VSE/SP Virtual Machine

VM’s DASD Dump/Restore (DDR), TAPE DUMP, MOVEFILE, VMFPLC2
DUMP, and VSE/SP FASTCOPY should be used for backing up and restoring the
o VM/SP or the VSE system. It is advisable to back up your system on a regular
( basis. The following chart shows the functions each utility has:

VM DATA VSE/SP DATA
ALL DDR FASTCOPY or
DDR
CMS CMS FAST BACKUP

PP, TAPE DUMP,
MOVEFILE, VMFPLC2

( DUMP, VMTAPE,

y VMBACKUP
VSAM DATA Access Method Services Access Method
SETS Services

Note: You cannot use DDR on a file that was backed up using
VSE/FASTCOPY or use VSE/FASTCOPY on a file that was backed
up using DDR.

You should take time to plan the backup of your total system. In deciding which
backup method to use, ask yourself:

¢ What type of tape drive will be used in the backup procedure?
¢ How often will the system be backed up?

- When backing up CMS minidisks, you might want to consider using the high speed
( CMS Minidisk Backup and Restore Utility, VMTAPE, or VMBACKUP.
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Backing up and restoring VSAM DATA SETS will be handled with the normal
access method service utilities in both the VM and the VSE/SP environment.

Note: The VSE/SP system should be shut down before you back it up using DDR.

To take a stand-alone backup in a virtual machine (i.e., MAINT's user ID), yéu
must spool the punch to yourself:

spool punch *

Bring up the DDR:
punch ipl ddr s (noh

Load the DDR into the virtual machine:
ip1 00C

Using VM/VCNA in a VSE/SP-under-VM Environment

VM/VCNA is an ACF/VTAM application that runs in a VSE/SP partition. The
VSE/SP virtual machine controlling the Systems Network Architecture (SNA) is
called the VTAM service machine.

The installation steps are shown in Virtual Machine/VTAM Communications Network
Application (VCNA) Installation, Operation, and Terminal Use.

VM/VCNA allows the use of an SNA terminal as a console for a virtual machine
such as CMS; it is the link between the SDLC protocol on the SNA network and
VM.

Figure 13 on page 63 illustrates the data flow of VM/VCNA.
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Figure 13. Data Flow of VM/VCNA

Using VTAM SNA Console Support (VSCS) in a VSE/SP-under-VM

Environment

VSCS (VM/SP SNA Console Services) is a component of VM/VTAM. Together

they comprise an alternative to VCNA.

The group control system (GCS) component of VM/SP coordinates a set of

VM/VTAM virtual machines. A typical GCS “group” includes:

A VTAM virtual machine

An RSCS Version 2 virtual machine

An NCCF virtual machine
An NPDA virtual machine

A GCS recovery virtual machine.
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VSCS may run as a separate virtual machine in a GCS group, or it may run together
with VTAM in the VTAM virtual machine. VSCS supports all the functions of
VCNA and has the following advantages:

A guest operating system is not needed

VSCS installation is simpler than VCNA

VSCS terminals display the VM/SP system identifier

You can use the 3290 display station

You can use the CP DIAL command on SNA 3270 and 3290 display terminals.

VTAM Configuration for a VSE/SP Guest

The following example is a sample directory entry for a VTAM machine.

USER VTAM GCS8508 16M 16M ABCDEFG
ACCOUNT 112 BOX04-19

OPTION DIAG98 ECMODE MAXCONN 400
IUCV *CCS P M 10

IUCV ANY P MO

IPL GCS PARM AUTOLOG

CONSOLE O1F 3215

SPOOL 06C 2540 READER *

SPOOL 0OGD 2540 PUNCH A

SPOOL OOE 3211 A

LINK MAINT 595 595 RR

LINK MAINT 298 191 RR

LINK MAINT 29A 29A RR

Notes:

1. DIAG98 allows the use of real I/O operations. CCWs are not translated by CP
but are provided by VTAM in its virtual machine, thereby providing a fast path
through CP for I/O processing. Because VTAM uses specialized code for this
transaction, it requires less CPU time than CP generalized translation. Part of
DIAG98 protocol requires that pages containing VTAM buffers be locked.

2. CCS is used by VSCS to communicate with CP.

3. ANY is used by VTAM to communicate with the members of the GCS group.
VTAM Restrictions

¢ VM/VTAM cannot support a TERM CONMODE 3270 console. This means

that you should have a non-SNA control unit or a display/printer-adapter
(DPA) or a console port in order to have a VSE/SP DOC console.

* You cannot log onto the VTAM virtual machine on an SNA terminal.
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Migrating from VCNA to VSCS

If you decide to migrate from a VCNA environment, as shown in Figure 17 on
page 67, to a full SNA environment with VM/VTAM, as shown in Figure 18 on
page 68, then you can use the following checklist.

1. Install VM/VTAM.

2. Punch your old VTAM definitions either from your ICCF library or from your
system library to the MAINT machine. See »Figures 14 and 15 for examples.

3. Start an appropriate printer and punch to get the members sent to MAINT.
For example:

s pun,02d,r,,vm
or
s 1st,02e,r,,vm

4. Give each B-Book a VM name such as CDRMROM VTMLST and file all the
books on MAINT’s 298 disk.

5. Check your startup book and remove the PROMPT statement if there is one.
Change or remove your buffer specifications, because VM/VTAM has different
kinds of buffers. (See Figure 16 on page 66.)

6. Start VM/VTAM according to “Starting Up VM/VTAM?” on page 74.

* $$ JOB JNM=DTS,CLASS=0,DISP=D

* $$ LST CLASS=R,DEST=(*,MAINT)

* $$ PUN CLASS=R,DEST=(*,MAINT)

// JOB DTS PUNCH DTSMEMBERS TO VM
// ASSGN SYS10,DISK,VOL=SYSWK1,SHR
// EXEC DTSUTIL

PUN M(44 ATCSTRNB)

PUN M(44 ATCCONCD)

PUN M(44 VTMAPPL)

PUN M(44 SNAROM)

PUN M(44 NSNAROM)

PUN M(44 PATHROM)

PUN M(44 CAROM)

PUN M(44 CAROMKJ)

PUN M(44 CDRMROM)

PUN M(44 CDRSROM)

PUN M(44 VTMSW1)

END

/&

* $$ EO0J

Figure 14. Punching VTAM Definitions to the MAINT Machine (Sample 1)
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* $$ JOB JNM=LIBR,CLASS=0,DISP=D
* $$ LST CLASS=R,DEST=(*,MAINT)
* $$ PUN CLASS=R,DEST=(*,MAINT)
// J0B LIBR PUNCH DTSMEMBERS TO VM
// EXEC LIBR

A S=PRD2.CONFIG

PU ATCSTRNB.B

PU ATCCONCD.B

PU VTMAPPL.B

PU SNAROM.B

PU NSNAROM.B

PU PATHROM.B

PU CAROM.B

PU CAROMKJ.B

PU CDRMROM.B

PU CDRSROM.B

PU VTMSW1.B

/*

/&

* $$ EOJ

Figure 15. Punching VTAM Definitions to the MAINT Machine (Sample 2)

vtam d net,bfruse

Ready;

IST0971 DISPLAY ACCEPTED

IST3501 VTAM DISPLAY - DOMAIN TYPE = BUFFER POOL DATA

IST6321 BUFF BUFF CURR CURR MAX MAX TIMES EXP/CONT
IST6331 1D SIZE TOTAL AVAIL TOTAL USED EXP  THRESHOLD
IST3561 1000 00311 00300 - 00300 00300 00020 00000 00050/-----
IST3561 LPOO 01016 00012 00009 00012 06006 00O 00EO3/-----
IST3561 WPOG 00160 00013 00011 00013 00003 00000 00001/-----
IST3561 LFOO 00120 00007 00007 00007 0000 00000 00001/-----
IST3561 CRPL 00116 00200 00188 00200 00013 00000 ©00030/-----

IST3561 SFOO 00072 00056 00052 00056 00004 00001 60001/00103 00051

IST3561 SPOO 00112 00002 00002 00002 0EOEO 00000 00001/-----
IST3561 APOO 00488 00010 00002 00010 00008 00000 00001/-----
IST4491 CSALIMIT = NOLIMIT, CURRENT = 000228K, MAXIMUM = 000228K
IST5951 IRNLIMIT = NOLIMIT, CURRENT = 000000K, MAXIMUM = 000000K
IST3141 END

Figure 16. Buffers for VM/VTAM

Possible Networks for Virtual Addressability Extension

For installations running with virtual addressability extension (VAE), the following

two figures illustrate possible network scenarios. With the installation of

ACF/VTAM Version 3 for VSE/SP, SNA physical units may be owned by a VSE/SP
virtual machine running VCNA, while some terminals may establish sessions with a
Customer Information Control System (CICS) running in a VSE/SP VAE system.
(VCNA does not function in a VAE environment.) Or this VCNA virtual machine

can be replaced by a VTAM virtual machine.
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VM/SP
VSESP23 VSE
VSE/SP 2.1.3 VSE/SP 2.1.3
V=R 4MB (VAE) V=V

CiCs ® VCNA Partiton
VTAM V3 VTAM V3
B0O B20
CTC
®
3279- 3274-
S3B A4l
090

Figure 17. Terminals Owned by VSE/SP V =V With the Possibility of a Cross-domain Session to CICS via VCTC and
a Session to VM through VCNA
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VM/SP {

VSESP23
VSE/SP 2.1.3 GCS
V=R 4MB (VAE)

cics ¢
VM/NTAM

VTAM V3
B20 920

CTC

3279- 3274-
S3B A41

880

Figure 18. Terminals Owned by VM/VTAM With the Possibility of a Cross-domain Session to CICS via VCTC and a
Session to VM

Generating a USSTAB for VM/VTAM

To make your work easier, generate a new USSTAB. The samples are provided in
Figure 19 on page 69.

1. Copy the provided sample USSTAB ‘ISTINCDT ASSEMBLE’ from MAINT’s o
298 disk.

2. Change the USSTAB name to VTMV3USS and add your DBDCCICS
application.

3. Assemble the new USSTAB:
global maclib vtamac

assemble vtmv3uss

4. Add the USSTAB to the LKEDCTRL file (as, for example, ISUSER
LKEDCTRL in Figure 20 on page 70).

5. Link the ISCUSER:

vmflked iscuser

You will get a new ISCUSER LOADLIB. %/
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VTMV3USS ASSEMBLE (USSTAB)

VTMV3USS USSTAB
SPACE 4
LOGON USSCMD
USSPARM
USSPARM
USSPARM
EJECT
LOGOFF  USSCMD
USSPARM
USSPARM
USSPARM
EJECT
UNDIAL  USSCMD
EJECT
WM USSCMD
USSPARM
USSPARM
USSPARM
EJECT

TABLE=STDTRANS

CMD=LOGON , FORMAT=PL1
PARM=APPLID
PARM=LOGMODE
PARM=DATA

CMD=LOGOFF , FORMAT=PL1
PARM=APPLID

PARM=TYPE ,DEFAULT=UNCOND
PARM=HOLD ,DEFAULT=YES

CMD=UNDIAL, FORMAT=PL1

CMD=VM, REP=LOGON , FORMAT=BAL
PARM=P1,REP=DATA
PARM=LOGMODE
PARM=APPLID,DEFAULT=VM

CICS USSCMD  CMD=CICS,REP=LOGON,FORMAT=BAL
USSPARM PARM=P1,REP=APPLID,DEFAULT=DBDCCICS
USSPARM PARM=P2,REP=DATA

EJECT
IBMTEST USSCMD
USSPARM
USSPARM
EJECT
MESSAGES USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
USSMSG
EJECT

CMD=IBMTEST, FORMAT=BAL
PARM=P1,DEFAULT=10
PARM=P2 ,DEFAULT=ABCDEFGHIJKLMNOPQRSTUVWXYZ0123456789

MSG=1,TEXT="INVALID COMMAND SYNTAX'
MSG=2,TEXT="'% COMMAND UNRECOGNIZED'
MSG=3,TEXT='% PARAMETER UNRECOGNIZED'
MSG=4,TEXT='% PARAMETER INVALID'
MSG=5,TEXT="'UNSUPPORTED FUNCTION'
MSG=6, TEXT="'SEQUENCE ERROR'

MSG=7 ,TEXT='SESSION NOT BOUND'
MSG=8,TEXT="INSUFFICIENT STORAGE'
MSG=9,TEXT="'MAGNETIC CARD DATA ERROR'
MSG=11,TEXT="'% SESSIONS ENDED'
MSG=12,,TEXT="'REQUIRED PARAMETER OMITTED'
MSG=13,TEXT="'IBMECHO % '

Figure 19 (Part 1 of 2). VTMV3USS ASSEMBLE (USSTAB)
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STDTRANS DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC

DC
DC
DC
DC
END USSEND

END

X'000102030440060708090A0BOCODAEOF"
X'101112131415161718191A1B1C1D1E1IF"
X'202122232425262728292A2B2C2D2E2F
X'303132333435363738393A3B3C3D3E3F"
X'404142434445464748494A4B4CADAEAF!
X'505152535455565758595A5B5C5D5E5F !
X'606162636465666768696A6B6C6DOEGF '
X'707172737475767778797A7B7C7D7ETF'
X'80C1C2C3C4C5C6C7C8CIBABBBCBDBESF '
X'96D1D2D3D4D5D6D7D8DIIAIBICIDIEIF '
X'AGA1E2E3E4ESEGE7ES8EIAAABACADAEAF'
X'B0B1B2B3B4B5B6B7B8BIBABBBCBDBEBF '

X' CBC1C2C3C4C5C6C7CBCICACBCCCDCECF !
X' DBD1D2D3D4D5D6D7DBDIDADBDCDDDEDF *
X' EOE1E2E3E4E5E6E7EBEQEAEBECEDEEEF !
X'FOF1F2F3F4F5F6F7F8F9FAFBFCFDFEFF'

END OF ASSEMBLY

Figure 19 (Part 2 of 2). VITMV3USS ASSEMBLE (USSTAB)

ISCUSER LKEDCTRL

%ERASE
%MAXRC 8

%LEPARMS NCAL LIST XREF LET RENT

INCLUDE DTIUSER3
NAME DTIUSER3(R)
INCLUDE ISTINCDT
ENTRY ISTINCDT

NAME ISTINCDT(R)
INCLUDE VTMV3USS
ENTRY VTMV3USS

NAME VTMV3USS (R)

Figure 20. ISCUSER LKEDCTRL

DTIUSER3 ASSEMBLE
DTIUSER3 DTIGEN  DTIUSER=3,
PRTSHR=Y,
TIMECPY=30,
APPLID=VM,

70

TIMEREL=120

END

Figure 21. DTIUSER3 ASSEMBLE
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ACF/VTAM Version 3 for VSE/SP 2.1.3

The default buffer size of VFBUF and VPBUF is 4KB. You cannot modify this
size. You can, however, change the size of LFBUF.

Buffers for ACF/VTAM Version 3 for VSE/AF 2.1.1

F3 016 5D50I VTAM DISPLAY - DOMAIN TYPE = BUFFER POOL DATA
F3 016 5G32I BUFF BUFF CURR CURR  MAX MAX TIMES EXP/CONT EXP
F3 016 5G331 1ID SIZE TOTAL AVAIL TOTAL USED EXP  THRESHOLD INCR

F3 016 5D561 VF 4096 00015P 00016P N/A 00005P N/A N/A N/A
F3 016 5D561 VP 4096 00064P 00026P N/A 00044P N/A N/A N/A
F3 016 50561 SF 00392 00020 00017 00020 00004 00000 00003/----- 00010
F3 016 5D561 LF 00343 00050 00040 00050 00028 00000 ©0003/----- 60011
F3 016 5D56I SP 00112 00003 00003 00003 0000 00000 060O1/----- 00032

F3 016 5D56I LP 01344 00012 00008 00012 00007 00001 00002/00008 00003
F3 016 5D56I WP 00184 00040 00037 00040 00005 00001 00619/00059 00020
F3 016 5F95I IRNLIMIT = NOLIMIT, CURRENT = 0000000, MAXIMUM = 0000000

F3 016 5D141 END

Figure 22. Buffers for ACF/VTAM for VSE/AF 2.1.1

Virtual Storage Requirements of ACF/VTAM V3

To bring up VTAM Version 3 with the same nodes and buffer definitions, you will
need to increase the virtual and real storage sizes in the VTAM partition. If not
enough storage is available, one of the following messages will appear.

F3 018 5A481 VTAM START REJECTED - INSUFFICIENT STORAGE FOR BUFFERS
F3 018 5B33I VTAM TERMINATION IN PROGRESS

F3 018 5B02I VTAM IS NOW INACTIVE

F3 003 EOP $3JCLROM

F3 016 5B161 MEMBER CAROM NOT FOUND ON VTAM DEFINITION LIBRARY
F3 016 5A611 VARY ACT FOR ID = CAROM FAILED - NODE UNKNOWN TO VTAM
Figure 23. Possible Error Messages in Bringing Up VM/VTAM

Setup of a VCTC and Operational Considerations

Definitions for VM/VTAM
All VTAM definitions and profiles reside on MAINTSs minidisk 298, which should
be linked by the VTAM machine in read-only mode as 191. After maintaining your
VTAMLSTs (B-Books), you have to reaccess this disk from the VTAM machine in
order to have your changes activated. Therefore, put the following in the PROFILE
GCS:

ACC 191 A
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Defining the Virtual Channel
You can define the virtual CTC in the PROFILE GCS.

DEF CTCA 900
DEF CTCA 920

Defining the VTAMLST for CTC

$2CTC VBUILD TYPE=CA
S2CTCG  GROUP LNCTL=CTCA,REPLYT0=25.5,MAXBFRU=(10,30)

S2CTCL1 LINE ADDRESS=920
S2CTCP1 PU PUTYPE=4
S2CTCL4 LINE ADDRESS=900
S2CTCP4 PU PUTYPE=4

Figure 24. CTC VTAMLST

The default value of REPLYTO = is three seconds. The maximum value is 25.5
seconds.

Other VTAMLSTs

SSCPID=2
Figure 25. ATCSTR00 VTAMLST

SSCPID=2,

HOSTSA=2,

MAXSUBA=31,

CONFIG=YK,
CRPLBUF=(200, 15, ,01,30),
10BUF=(300,256,40, ,01,50)
NOTRACE, TYPE=VTAM

Figure 26. ATCSTRYK VTAMLST

APPLROMV,
SNAYK,
NSNAROMV,
CAYK,
PATHYK,
CDRMYK,
CDRSYK

Figure 27. ATCCONYK VTAMLST

VBUILD TYPE=APPL
VM APPL  AUTH=(PASS,ACQ,BLOCK) ,AUTHEXIT=YES ,ACBNAME=VM,
PARSESS=YES, PRTCT=VM

Figure 28. APPLROMV VTAMLST
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VBUILD TYPE=LOCAL

D3274A41 PU

D3279P16 LU
D3279P17 LU
D3279P18 LU
D3279P19 LU

CUADDR=880,MAXBFRU=15,VPACING=1,
PUTYPE=2,ISTATUS=ACTIVE
LOCADDR=18,DLOGMOD=D4A32793 ,USSTAB=VTMV3USS
LOCADDR=19,DLOGMOD=D4A32793 ,USSTAB=VTMV3USS
LOCADDR=20,DLOGMOD=D4A32793 ,USSTAB=VTMV3USS
LOCADDR=21,DLOGMOD=D4A32793 ,USSTAB=VTMV3USS

Figure 29. SNAYK VTAMLST

LBUILD
VOBO LOCAL

VOB1 LOCAL

voB2 LOCAL

VoB3 LOCAL

CUADDR=0B@ , TERM=3277 , FEATUR2=(MODEL2) ,
DLOGMOD=53270,USSTAB=VTMV3USS
CUADDR=0B1, TERM=3277, FEATUR2=(MODEL2) ,
DLOGMOD=53270,USSTAB=VTMV3USS
CUADDR=0B2 , TERM=3277 , FEATUR2=(MODEL2) ,
DLOGMOD=53270,USSTAB=VTMV3USS
CUADDR=0B3, TERM=3277, FEATUR2=(MODEL2) ,
DLOGMOD=53270,USSTAB=VTMV3USS

Figure 30. NSNAROMYV VTAMLST

S2CTC VBUILD
S2CTCG  GROUP
S2CTCL1 LINE
S2CTCP1 PU
S2CTCL4 LINE
S2CTCP4 PU

TYPE=CA

LNCTL=CTCA,REPLYT0=25.5 ,MAXBFRU=(10,36)
ADDRESS=920

PUTYPE=4

ADDRESS=000

PUTYPE=4

Figure 31. CAYK VTAMLST

PATHYK PATH

DESTSA=1,
ER5=(1,1),
VR5=5

Figure 32. PATHYK VTAMLST

CDRMYK VBUILD TYPE=CDRM

VMVTAM CDRM
VSEVTAM  CDRM

SP23VTAM CDRM

SUBAREA=2,CDRSC=0PT,CDRDYN=YES,
ISTATUS=ACTIVE,VPACING=2
SUBAREA=4,CDRSC=0PT,CDRDYN=YES,
ISTATUS=ACTIVE,VPACING=2
SUBAREA=1,CDRSC=0PT,CDRDYN=YES,
ISTATUS=ACTIVE,VPACING=2

Figure 33. CDRMYK VTAMLST
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CDRSYK VBUILD TYPE=CDRSC

ROMACICS CDRSC CDRM=VSEVTAM
VCNA CDRSC CDRM=VSEVTAM
RM80O CDRSC CDRM=VSEVTAM
RM81 CDRSC CDRM=VSEVTAM
RM82 CDRSC CDRM=VSEVTAM
RM83 CDRSC CDRM=VSEVTAM

LJ109001 CDRSC CDRM=VSEVTAM
LK109001 CDRSC CDRM=VSEVTAM
LL109001 CDRSC CDRM=VSEVTAM
LM109001 CDRSC CDRM=VSEVTAM
DBDCCICS CDRSC CDRM=SP23VTAM

Do8o CDRSC CDRM=SP23VTAM
Do81 ‘CDRSC CDRM=SP23VTAM
Dos2 CDRSC CDRM=SP23VTAM
De83 CDRSC CDRM=SP23VTAM

LJ188001 CDRSC CDRM=SP23VTAM
LK188001 CDRSC CDRM=SP23VTAM
LL1880601 CDRSC CDRM=SP23VTAM
LM188001 CDRSC CDRM=SP23VTAM

Figure 34. CDRSYK VTAMLST

Starting Up VM/VTAM

There are two ways to start up VM/VTAM. During your first tests with
VM/VTAM, you may want to bring up VTAM manually. The PROMPT parameter
in the VTAM startup book is not supported.

1. Make a comment line out of the ‘EXEC VMVTAM’ in the PROFILE GCS of
the VTAM machine. The GCS recovery machine will be autologged by the
AUTOLOGI1 machine. VTAM will be autologged by the GCS recovery
machine.

2. Log on to the disconnected VTAM machine.

3. Enter:
. VMVTAM xx
where xx is the suffix of your VTAM startup list.
For example:

‘VMVTAM YK’ will start VTAM with ATCSTRYK VTAMLST after executing
ATCSTR00 VTAMLST.

Entering just ' VMVTAM’ will bring up the default list ATCSTR0O0 VTAMLST.

Another way is not to change the PROFILE GCS of the VT AM machine, but to
prevent the GCS recovery machine from autologging the VTAM machine. After the
autolog of the GCS recovery machine, logon to the VTAM machine. After seeing
that GCS has been loaded, you then give the command VMVTAM and answer as
you would in OS with R replid suffix, where suffix is the xx of the ATCSTRxx
VTAMLST.

To start up VM/VTAM automatically, modify the ‘EXEC VMVTAM’ statement in

the PROFILE GCS to ‘EXEC VMVTAM xx’, where xx is your startup list. An
example is given in “PROFILE GCS” on page 75.
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PROFILE GCS

/**
*** Title-
b PROFILE OF THE VTAM

*kk
**/

MACHINE

/** NOW FIND OUT WHICH VTAMLST WE WANT TO USE
*%k

/** SAY 'WHICH VTAM LIST ARE

WE USING TODAY?'

SAY "ENTER IT'S TWO CHARACTER CODE 'XX'"

PARSE UPPER PULL LIST_NO

**/
* %

**% Set CP options to improve performance of VTAM virtual machine

*%

'CP SET QDROP VTAM OFF'
'CP SET FAVORED VTAM'
'CP SET PRIORITY VTAM 1'
'CP SET PF11 RETRIEVE'
'CP SET PF23 RETRIEVE'
'CP DEF GRAF 0BO'

'CP DEF GRAF 0B1'

'CP DEF GRAF 0B2'

'CP DEF GRAF 0B3'

'CP DEF CTCA 900'

'CP DEF CTCA 920'

/* DON'T FLUSH PAGES WHEN IDLE
/* VTAM ALWAYS DISPATCHABLE

/* GIVE PRIORITY TO VTAM

/* LET'S REMEMBER A COMMAND

/* LET'S REMEMBER A COMMAND

/* TERMINAL ADDRESSES TO DIAL
/* VTAM MACHINE

/* VIRTUAL CTC TO VSE
/* VIRTUAL CTC TO VSESP23

'CP LINK MAINT 59F 59F RR RVM4'

'ACC 191 A’

/**

**% VTAM initialization

**/
'"EXEC VMVTAM YK'

/* 'CP AUTOLOG RSCS password'
exit 0

Figure 35. PROFILE GCS

Notes:

/* REACCESS MAINT 298

*/
*/
*/
*/
*/
*/
*/

*/
*/
*/

Starts RSCS Virtual Machine if any*/

1. The REXX PULL instruction in conjunction with GCS will make it possible to
answer in the OS format; that is, R replied answer.

2. If you activate the REXX PULL instruction, you should change the EXEC

VMVTAM YK statement to:

EXEC VMVTAM list_no
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VMVTAM GCS

/**

Fedkk
dedek
*kk
*dk
*k%k
*kk
dedkek
dkk
dedkk
*kk
dedkk
dedkk
*kk

**/

/**
%k

**/

g
deded
**/

Title-
VMVTAM

Function-
Initialize VM/VTAM and VSCS for use.

Parameters-
list_value

Returns-
00 (VTAM has been successfully activated)
-0 (VTAM activation failed)

parse source . . exec_name

arg list_value . '(' options

if list_value = '' then
list_value='00'

VTAM initialization

'ACC 29A F/F'
'ACC 59F G/G'
'GLOBAL LOADLIB ISCUSER VTAM VSCS RSCS'
'LOADCMD VTAM ISTINVOO'
' LOADCMD VSCS DTISLCMD'
'VTAM START LIST='list_value
rcode=rc
if rcode -=0 then /* If VTAM start failure
do /* Error, VTAM startup failed
say '**ERROR** VTAM initialization failed'
exit rcode
end /* Error, VTAM startup failed

VSCS initialization

'VSCS START PARM=3' /* Initialize VSCS with user3
rcode=rc /* Save startup return code
if rcode -=0 then /* If VIAM start failure
do /* Error, VTAM startup failed
say '**ERROR** VSCS initialization failed'
exit rcode ‘
end /* Error, VTAM startup failed
exit 0

Figure 36. VMVTAM GCS
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Starting the CTC Major Node

i Before you can start the channel-to-channel (CTC) major node, couple the virtual
( ‘ channels together. Issue the following command:

couple 920 vsesp23 b20

This command can work only if the VSESP23 machine is logged on and the
appropriate channel B20 is defined. Because VTAM is normally one of the first
machines logged on, issuing the couple command from a VSE/SP guest is
recommended. Refer to “Starting the CTC Major Node for a VSE/SP Guest” on
page 78.

Definitions for VSE/SP Systems

Defining the Virtual Channel
, The CTC can be defined in the same manner as for VM/VTAM. The appropriate
( DEF statements are put in the PROFILE EXEC of the VSEMAINT machine which
) shares its profile with all VSE/SP guest machines.

Defining the IPLPROC Entry
The entry for a virtual CTC in the IPLPROC should look like this:

ADD B20,CTCA,EML

The EML option prevents the system from sensing the address at initial IPL. If you
do not code this option, you will get an incorrect PUB entry when the CTC is not
(’ ready. In this case the system sends the console a message like:

01711 ACT UAL DEVICE TYPE X'FF' FOR B20 INSERTED IN PUB

The following table shows how the system reacts to various status of CTC
definitions when you do not use the EML option.

Table 2. PUB Entries for CTC
Situation qvB20 Pub Entry
( | CTC not defined DEV B20 DOES NOT EXIST Correct
CTC defined CTC B20 NOT READY Incorrect
CTC defined and CTC B20 COUPLE to VTAM 920 Correct
coupled

Defining the B-Book for CTC
CTC VBUILD TYPE=CA
CTCG GROUP  LNCTL=CTCA,REPLYT0=25.5,MAXBFRU=(10,30)
CTCL4  LINE  ADDRESS=BOO
CcTCcP4 PU PUTYPE=4
C1CL2 LINE  ADDRESS=B20
CTCP2 PU PUTYPE=4

The definition of the CTC is the same as for VM/VTAM except for the addresses of
( the channels.
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Starting the CTC Major Node for a VSE/SP Guest

Before you activate your CTC major node you should make sure that the virtual

CTC is coupled to another machine. Put the couple command in the PROFILE AN
EXEC of the VSEMAINT machine for every VSE/SP guest machine that uses a N\
virtual channel-to-channel (VCTC).

Check the status of the channel by issuing:
q v B20
If the channels are still not coupled, from the VSE/SP console you can issue:
* cp couple b20 vtam 920
It is possible that some intervention will be required on the VM/VTAM console,

because VM/VTAM does not activate the CTC major node if the channels have not
been coupled at initialization.

f: EN
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DASD sharing is possible under VM using the VSE lockfile mechanism. Minidisks
that are defined with the multiple write feature can be used by different VM users as
shared disks (fullpack or partial minidisks).

Resource sharing across systems will function properly only if each sharing virtual
machine has a unique CPU identification (CPUID). Therefore, a different CPUID
must be defined for each virtual machine. Before IPLing a VSE/SP virtual machine,
you must define CPUID in the OPTION control statement, or you can use the CP
SET CPUID command. Without this, catastrophic errors will occur in the VSE lock
file. See “Defining Central Processing Unit IDs for the VSE/SP Virtual Machine”
on page 50 for instructions for using the SET CPUID command.

In general, the benefits of operating in the VSE environment are also realized when
operating under the control of VM: '

Avoidance of Library Duplication:

* As the number of VSE virtual machines increases, so does the requirement for
direct access storage space. In many cases, VSE libraries are duplicated for each
of the virtual machines. DASD sharing allows you to save direct access storage
space by avoiding duplication of libraries.

Reduction in Maintenance Effort:

e As additional virtual machines are added, additional system programmer time is
required to generate and maintain the VSE system. Often, it is necessary to keep
several virtual machines synchronized, so service to one virtual machine
necessitates the same service to others. With DASD sharing, updates and
maintenance need be applied only once.

Shared Spooling:

¢ When the number of virtual VSE machines exceeds the number of physical
printers available, the printer(s) can be switched back and forth between the
virtual VSE machines. This requires the operator to insure that a VSE/POWER
printer task is not started for any virtual machine that does not have a real
printer available (in cases where a real attached printer is required).
Alternatively, some virtual machine output can be spooled to VM, and the
printer switched between VSE/POWER and VM. With the VSE/POWER
shared spooling feature, one set of VSE/POWER files can be shared among a
maximum of nine VSE/SP virtual machines. This allows multiple VSE virtual
machines to send their output to a single VSE/POWER-controlled real printer.
This situation is less prone to operator error, because no switching of printers
between virtual machines is required.

DASD Sharing Considerations for the VSE/SP Virtual Machine

Whatever the benefits of DASD sharing you’d like to bring to your installation,
consider the cost of additional complexity, impact on performance, and the potential
for data integrity exposures. ‘Elements to consider and plan for include:

System configuration: you must compromise between flexibility and complexity
System design in terms of DASD mapping

Resource and load balancing

Recovery and restart

Performance implications

® © © o o
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¢ Operational control of the multi-processor environment
¢ Programming considerations for user resource protection
¢ Data integrity.

Careful planning is necessary to use DASD sharing efficiently and successfully.

If possible, avoid sharing DASD. If this is not possible, aim for a shared DASD
design that is as simple as possible.

Many of the factors to be considered in designing a shared DASD system apply
equally to nonshared systems. Considerations unique to the DASD sharing
environment include:

Hardware Design:

¢ The internal speed of all processors involved must be well balanced. For

instance, the faster machine will probably dominate the slower one. However,
there might be a valid configuration if the slow machine is performing a specific
task in support of the fast machine, rather than operating as an equal partner.
Alternatively, a slow machine can be used to control one or more 3800 printing
subsystems, and share SYSRES and spool files with a faster processor. In this
case, the amount of interference between the two processors will be minimal and
the operator can fully control the subsystem. complete control of the subsystem.

When both pr.ocessors support similar applications and share the workload on a
more nearly equal basis, the power of the processors should be reasonably
comparable.

* An adequate I/O configuration should be provided. To achieve appropriate
performance and availability, alternate I/O paths must be provided by using a
combination of channel and string switching.

Software Design:

Numerous software design considerations influence the overall performance of a
system. They become even more complex if multiple systems must coexist.

In order to minimize the SEEK time of DASD devices, the placement of the
following system data sets should be evaluated very carefully:

¢ Lock file (communication area): this file controls the actual file sharing activity.
It should be placed on the least active of the shared DASD.

¢ The volume table of contents (VTOC) for each individual DASD.
o VSE/POWER QUEUE and DATA files (for releases earlier than VSE version 3
only).

To optimize the I/O traffic, the VSE/POWER DATA file should be split up into
multiple extents if the DASD configuration permits this.

In general, all frequently used files on the same spindle should be grouped together.
Again, the purpose is to keep the SEEK times as short as possible.

Files not shared between CPUIDs should be placed on a separate DASD string to
avoid unnecessary contention for res