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Preface

This manual contains recovery procedures for complex systems environments. The customer may wish
to tailor the document to the requirements of his installation.

This document provides the basis tor a quick reference handbook for IBM ES/3090 operators. Emphasis
in the book is on MVS/ESA recovery facilities and 1/O recovery procedures. This edition of IBM ES/3090
Complex Systems Recovery and Availability System Recovery Procedures is based on a publication that
was previously published as IBM 3090 Models 400E and 600E System Recovery Procedures. Processor
Complex recovery and recovery planning, a reconfiguration checklist and Processor Complex recovery
procedures can be found in IBM ES/3090 Complex Systems Recovery and Availability Reconfiguration and
Recovery Procedures.

Since data processing installations vary widely, this book cannot include all procedures for all IBM ES/3090
instailations, or, indeed, all procedures for any installation.

Currency

One difficult aspect of any documentation dealing with a product subject to frequent changes is keeping
the document curreni. Furiherimoie, there are several levels of scftware and hardware installed at any
one time, so there can be different correct procedures for certain situations. This document attempts to
reflect the state of the products, both hardware and software, at the time of the final draft of this document
(January 1989). Additional documentation is included about features that have been announced but are
not necessarily available at this time in all installations.

All procedures described in this bulletin were tested on an IBM 3090 Model 200S at system EC level 223770
with MVS/ESA Version 3 Release 1.0e (MVS/ESA 3.1.0e) installed, with several APARs that were available
at the time when the system was built.

Organization

This manual is divided into 19 chapters, each of which addresses a different aspect of system recovery.

Chapter One provides a reference table that lists symptoms and refers to the chapters in this book where
the symptom is discussed.

Chapter Two describes disabled wait states and gives directions about the actions to be taken for each
of them.

Chabter Three offers wail state diagnostic procedures for wait state problems. The contents of this chapter
are mainly referred to from the previous chapter and describe the use of the ALTCP frame in several sit-
uations.

Chapter Four gives an overview of appropriate actions if the system appears to be in an enabled wait state.

Chapter Five offers procedures for handling problems that are common at IPL time and instructs the user
on how to overcome these situations.

Chapter Six offers procedures for handling disabled and enabled loops and instructs the user on how to
perform a proper instruction trace.

Chapter Seven describes what to do when one or more of the MVS consoles are lost.

Chapter Eight introduces DCCF messages, how to recognize them, and how to respond to them.
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Chapter Nine introduces the concept of device boxing.
Chapter Ten describes how to recognize and how to react to missing interrupts.

Chapter Eleven gives procedures for handling DPS devices, and shows the user how to recognize and re-
synchronize DPS array out-of-sync situations.

Chapter Twelve offers procedures for recognizing and removing write inhibit conditions.

Chapter Thirteen describes 3990 SIM messages and gives procedures for unfencing all types of fencing
conditions.

Chapter Fourtteen describes how to decide whether an unconditional reserve channel command is to be
issued by the system, especially when reserved devices are involved.

Chapter Fifteen contains procedures for recognizing hot I/0 and handling hot I/0 wait states.
Chapter Sixteen has procedures for handling channel path recovery situations.
Chapter Seventeen describes the recognition and handling of I/0 hang conditions.

Chapter Eighteen describes the recognition and handling of GRS ring reconfiguration, recovery, and re-
start.

Chapter Nineteen describes how to react to configuration and malfunction alerts.

How to Tailor this Book

This manual can be obtained from ITSC Poughkeepsie in machine-readable form to allow you to tailor it
to your needs or to integrate it into your existing operator documentation. Either send the Reader’s
Comment Form from the back of this publication or send a request, through your IBM representative, to
userid ITSCMAN at WTSCPOK.

The book was created using the starter set of the Generalized Markup Language (GML) of Release 3 of the
IBM Document Composition Facility Program Product (program number 5748-XX9) and can be formatted
and printed by anyone having access to that product.

We suggest you delete the procedures and paragraphs that are not needed for your installation and add
your own recovery procedures, as appropriate.

Related Publications
The following publications provide additional information that may assist the presenter or student to obtain
a fuller understanding of the subject area:

IBM ES/3090 Processor Complex: Recovery Guide, SC38-0070

MVS/ESA Planning: Recovery and Reconfiguration, GC28-1837

IBM ES/3090: Complex Systems Recovery and Availability Configuration Considerations, Volume I:
GG24-3340, Volume Il: GG24-3341, and Volume IIl: GG24-3342

IBM ES/3090: Complex Systems Recovery and Availability, Volume |: GG24-3343, Volume Il: GG24-3344,
and Volume lIl: GG24-3345

IBM ES/3090: Complex Systems Recovery and Availability Reconfiguration and Recovery Procedures,
GG24-3347

IBM ES/3090: Complex Systems Recovery and Availability Technical Guide, GG24-3348
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IBM ES/3090: Complex Systems Recovery and Availability Exercise Guide, GG24-3349

IBM ES/3090: Complex Systems Recovery and Availability Exercise Installation and Run-Time Proce-
dures, GG24-3350

IBM 3090 Processor Complex: Recovery Concepts, GG24-3077

IBM/3090 Processor Complex: System Recovery in a Complex Environment, Volume |: GG24-3195,
Volume |l: GG24-3196, and Volume lll: GG24-3197

Storage Subsystem Library: IBM 3990 Storage Control Introduction, GA32-0098
Storage Subsystem Library: IBM 3990 Storage Control Reference, GA32-0099

Storage Subsystem Library: IBM 3990 Storage Control Planning, Installation, and Administration
Guide, GA32-0100

Systemn/370 Extended Architecture Reference Summary, GX20-0157
MVS/ESA Diagnosis: Data Areas, Volume 5, LY28-1047

MVS/Extended Architecture: System Messages, Volume 2, GC28-1377.
MVS/ESA Message Library: System Messages, Volume 1, GC28-1812
MVS/ESA Message Library: System Messages, Volume 2, GC28-1813
MVS/ESA Message Library: System Ceodes, GC28-1815

MVS/ESA System Programming Library: Initialization and Tuning, GC28-1828

IBM Enterprise Systems Architecture/370: Principles of Operation, SA22-7200.

Trademarks

The following trademarks of the IBM Corporation are mentioned in this manual:

® & 0 0 0 0 0 0 00 0 0 0 0

Enterprise Systems Architecture/370
ESA/370

ES/3090

Enterprise System/3090

MVS/ESA

MVS/XA

PR/SM

Processor Resource Systems Manager
VM/XA

MVS/DFP

DFSMS

MVS/SP

Hiperspace

Hipersorting
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1.0 Using this Book

Each chapter in this book deals with a separate aspect of system recovery. The way the information in a
chapter is presented depends on the particular problems discussed in the chapter. Note, however, that
the information is presented in the way that will make it easiest for you to use and tailor. For example,
most procedures are presented on a single page, or on facing pages. Further, when a particular diagram
is required for several procedures (as in Chapter 8) the diagram is repeated for each procedure. This
arrangement provides you with all the needed information at the point you need it, and relieves you of the
necessity for looking in two places to get a complete procedure.

Within each chapter, the information is presented in a sequence that is either alphameric (such as diag-
nostic procedures in procedure number order) or logical, with similar problems grouped together.

Figure 1 through Figure 3 are reference tables that direct you to the appropriate part in this book. Find
the problem under the headings “Action or Symptom” and refer to the section listed under “Task to Per-
form”.

Figure 4 through Figure 6 are reference tables that direct you to the actions to be taken if the listed
message appears. Find the message number under the heading "Message” and refer to the section listed
under "Task to Perform”.

ACTION OR SYMPTOM TASK TO PERFORM

ACR after spin loop "Spin Loop" on page 47

Boxed devices "Device Boxing'" on page 65

Cancel key "Cancel Action" on page 62

Cause codes "DPS Device Messages — Problem Cross Reference"
on page 82

Channel path recovery "Channel Path Recovery" on page 113

CHPID alert "Alerts" on page 125

Dasd ERP "Recognizing a Write Inhibit Condition" on page
&7

DCCF "Disabled Console Communication Facility'" on
page 59

DCCF messages "Responding to Messages Issued Through DCCF" on
page 61

DCCF responses "Responding to Messages Issued Through DCCF" on
page 61

Figure 1. Cross Reference Table (Part 1 of 3)
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ACTION OR SYMPTOM

TASK TO PERFORM

Device boxed

"Device Boxing" on page 65

Diagnostic procedures

"Wait State Diagnostic Procedures'" on page 19

Disabled loop

"Disabled Loop" on page 46

Disabled wait

"Disabled Wait States'" on page 7

Display device number
from subchannel number

"PDO1" on page 20

Display device number
from UCB address

"PD02" on page 21

DPS devices "Dynamic Pathing" on page 79

DPS device handling "Handling Dynamic Pathing Devices" on page 79

DPS operational procedures "Handling Dynamic Pathing Devices' on page 79

DPS cross reference "DPS Device Messages — Problem Cross Reference"
on page 82

DPS array out—of—sync " Recognizing DPS Array Out—of—Sync' on page 80

DPS array resync.

"Recovering a 3990/3380 Out of Sync Condition"
on page 81

Enabled loop

"Enabled Loop'" on page 43

Enabled wait

"Enabled Wait States' on page 33

GRS reconfiguration

"GRS Ring Reconfiguration'" on page 119

GRS recovery

"Recovering from GRS Ring Disruption" on page
121

Hot I/0 "Hot I/0" on page 101

Hot I/0 messages "Hot I/0 Message — I0S111A" on page 105
Hot I/0 recognition "Recognizing Hot I/0" on page 101

Hot I/0 wait states "Handling Hot I/0 Wait States' on page 107

Instruction trace

"Instruction Trace" on page 51

I/0 hang

"I/0 Hang Conditions" on page 117

IML control unit

"Handling Dynamic Pathing Devices' on page 79

Loop "Loops'" on page 43
Figure 2. Cross Reference Table (Part 2 of 3)
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ACTION OR SYMPTOM

TASK TO PERFORM

Loop

"Loops'" on page 43

Loop recording

"Instruction Trace" on page 51

Missing interrupt (MIH)

"Missing Interrupts' on page 69

Missing interrupt messages

"Missing Interrupt Handler Messages' on page 69

Page data set

"Page Data Set Volume Error" on page 99

Resynchronize DPS arrays

" Recognizing DPS Array Out—of—Sync' on page 80

Spin loop

"Spin Loop" on page 47

Spin loop handling

"Spin Loop'" on page 47

Spin loop responses

"Handling Wait State 09X" on page 50

| Spin loop time out

"Spin Loop" on page 47

Start pending

"Handling Message I0S071I" on page 70

Unconditional reserve U/R

"Unconditional Reserve'" on page 97

Wait state

"Disabled Wait States" on page 7

Wait state codes

"Disabled Wait States" on page 7

Write inhibit

"Write Inhibit" on page 87

Write inhibit handling

"Handling Write Inhibit Condition" on page 87

Write inhibit messages

"Messages Issued During Write Inhibit Process-
ingf on page 87

Write inhibit removal

"Removing a Write Inhibit Condition'" on page 88

Figure 3.

Cross Reference Table (Part 3 of 3)
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MESSAGE TASK TO PERFORM
IEA466E PATH PERMANENT "Write Inhibit" on page 87
1/0 ERROR
IEA467E PATH WRITE "Write Inhibit" on page 87
INHIBITED FOR WRITES
IEA468E WRITE INHIBITED "Write Inhibit" on page 87
PATH ENCOUNTERED
TEA469E PATH HAS BEEN "Write Inhibit" on page 87
VARIED OFFLINE
IEA469E PATH CANNOT BE "Write Inhibit" on page 87
VARIED OFFLINE
IEF281I ddd NOW OFFLINE "Device Boxing' on page 65
DEVICE IS BOXED
10S004I I0S RECOVERY "Handling Message I0S004I" on page 116
FATLURE
I10S062E ERROR ON CHANNEL "Handling Message I0S062E" on page 113
PATH-STOP SHARING SYSTEMS
I10S070E ddd,MOUNT PENDING "Handling Message IOSO70E" on page 69
10S0711 "Handling Message I0S071I" on page 70
I0S075E "Handling Message I0S075E" on page 71
TI0S076E "Hand1ling Message I0SO076E" on page 71
T0S077E "Hand1ling Message I0SO77E" on page 71
10S1001 DEVICE ddd BOXED "Device Boxing' on page 65
I0S101I DEVICE ddd BOXED "Device Boxing" on page 65
1081021 DEVICE ddd BOXED "Device Boxing' on page 65
10S102I DEVICE ddd BOXED "Hot I/0" on page 101
OPERATOR REQUEST
10S1041 DEVICE ddd BOXED "Device Boxing" on page 65
UNCOND RESERVE FAILED
10S1051 DEVICE ddd BOXED "Device Boxing' on page 65
BY UNCOND RESERVE PROCESS

Figure 4. Message Cross Reference Table (Part 1 of 3)
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MESSAGE TASK TO PERFORM

I0S106E VARY ddd OFFLINE "Device Boxing" on page 65
TO JES3
I0S109E HOT I/0 RECOVERY "Hot I/0" on page 101
INITIATED FOR DEV ddd
I0S109E HOT I/0 RECOVERY "Hot I/0" on page 101
INITIATED FOR DEV ddd
I0S109E HOT I/0 RECOVERY "Hot I/0" on page 101
INITIATED FOR DEV ddd
1052031 CHANNEL PATH yy "Hot I/0" on page 101
SUCCESSFULLY RECOVERED
10S110A 10S HAS DETECTED "Hot I/0 Message — 10S110A" on page 103
HOT I/0 ON DEVICE ddd
T0S111A 10S HAS DETECTED "Hot I/0 Message — I0S111A" on page 105
HOT I/0 ON DEVICE ddd
I0S112A I0S HAS DETECTED "Hot I/0 Message — I0S112A" on page 106
HOT I/0 ON DEVICE ddd
I10S113W I0OS RECOVERY FAIL— "Handling Message I0S113W and Wait State 113"
on page 116
URE-RESERVES MAY BE LOST
10S162A CHPID XX ALERT "Malfunction Alert — I0S162A" on page 126
I0S163A CHPID XX ALERTRS "Configuration Alert — I0S163A" on page 125
10S202I CHANNEL PATH yy "Hot I/0" on page 101
FORCED OFFLINE
10S2021 CHANNEL PATH cc "Channel Path Recovery'" on page 113
FORCED OFFLINE
10S203I CHANNEL PATH cc "Channel Path Recovery' on page 113
SUCCESSFULLY RECOVERED
10S427A component FAILURE "Message I0S427A" on page 98
REPLY WITH UR,BOX OR NOOP
I0S4281 ddd,cc, RECOVERED "Message I10S428I" on page 99
THROUGH CHANNEL PATH zz
1084291 ddd NOT RECOVERED "Message 10S429I" on page 99

THROUGH ALT CHANNEL PATH

Figure 5. Message Cross Reference Table (Part 2 of 3)
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MESSAGE

TASK TO PERFORM

ANOTHER SYSTEM

6

TI0S450E ddd,cc text " Recognizing DPS Array Out—of-Sync" on page 80
PATH TAKEN OFFLINE

10S4511 ddd, BOXED, text " Recognizing DPS Array Out—of—-Sync'" on page 80

1084521 ddd,cc text " Recognizing DPS Array Out—of-Sync'" on page 80

ISG022E Disrupted GRS "Recovering from GRS Ring Disruption" on page
121

1SG023E GRS Disrupted "Recovering from GRS Ring Disruption" on page
121

Figure 6. Message Cross Reference Table (Part 3 of 3)
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2.0 Disabled Wait States

A disabled wait state is a wait state in which the system will accept no Machine Check, External, or I/O
interrupts (it is disabled for interrupts). A disabled wait state is characterized by the following:

® No input is accepted at the master console.

* A message is sent to the system console and the processor controller alarm is sounded when the PCE
detects the loading of a disabled wait PSW.

® The disabled wait message can be re-displayed by pressing the VIEWLOG key.

The message has the form:

(62103)
Fededededededdodededededddddedenman PRIORITY MESSAGE #&ddededededededodedededododedodededededodndedededs
* kS
* CPy has entered disabled wait. *
* PSW = 000A0000 00000nnn *
x kS
* Intended Console: System *
wla ot

* Detailed Information: The processor has loaded a wait PSW
* which is disabled for all interrupts.

ot
W

* System Action: None. The processor remains in the operating

* state but is not executing instructions. *
-t ot

* User Action: Refer to operating system message and wait codes
* publication for recommended action.

ot ot
" «

JRCSC SO PR SRR S S S SRS S SO K PO SRS SRS SR SO S SR SISO SRS SRS SRS SO SO S SR SO S SR SR SR SR S SR S SR SIS S SRS S SRS SRS S SR S SR SO S S 1.
FE i i A i i o A i A A A o A A A e A A R A A A S A A A A i A A A A i A A A A A A i o S A i A I e A I S I A AN iy

The PSW has the form: 000A0000 00000nnn
P

In the PSW, the digit marked by the "p’ indicates that the system is in a wait state (bit 14 is on), and
nnn’ is the wait state code.

Some disabled wait state PSWs contain extra information and have the form:

PSW=000A0000 00xxOnnn
PP

The digits marked by "‘pp” may contain:
= A CP identifier, in the case of a spin loop Wait09X, for example.

= A reason code, in the case of a Wait055, for example.

Disabled Wait States 7



Disabled wait states are used:

¢ To terminate MVS when the hardware or MVS detects an unrecoverable error (this is a non-restartable
wait).

e To communicate to the operator a condition that requires operator action when normal communication
through the MVS operator console is not possible (this is a restartable wait).

The Disabled Wait States Codes Reference Table, shown in Figure 7 through Figure 16, can be used as
a quick reference chart for the operator to handle disabled wait states. The contents of this table are
based on MVS/ESA System Codes. The table has been simplified and updated for the 3090 Processor
Complex, but it should be used only by the operators; system programmers should refer to MVS/ESA
System Codes for a full description.

For specific situations where the operator action is more complicated and requires not only one, but a
sequence of operations, a set of procedures is given in the pages following the reference table. The pro-
cedures are named PDxx and are described under “Wait State Diagnostic Procedures” on page 19.
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WAIT

STATE REASON ACTION
002 HW failure during IPL Try again, if problem persists, call CE.
003 HW failure during IPL Check for IPL device enabled or try to
(IPL device) IPL from a different device.
004 HW failure during IPL Try again, if problem persists, call CE.
Isolate the failing wunit using procedure
"PDO1" on page 20.
005 HW failure during IPL Make sure the IPL pack is ready
(unit failure) and re—IPL the system. If IPL continues to
fail try from your alternate IPL volume. See
"PDO1" on page 20.
006 I1/0 error reading Call system programmer to check if the data
set SYS1.NUCLEUS is not in secondary extents.
SYS1.NUCLEUS at IPL Also, refer to "PD09" on page 28.
007 No console available Check consoles.
(NIP) Check IOGEN or MVSCP definition of consoles.
Refer to "PD11" on page 31.
00A No SYS1.LINKLIB in Call system programmer.
catalog
00B Master Scheduler ABEND | Try again and print the dump that was taken
by the system. If second try is unsuccessful
take a SADUMP and call the system programmer.
00C User error Notify system programmer.
00D Master Scheduler ABEND | Try again. If unsuccessful, take a SADUMP and
notify the system programmer.
00E User error Check that the alternate nucleus selection
was correct in the Load Parameter field. If
problem persists, call the system programmer.
00F User error (No Correct the IPL address and try
IPL text on volume) again.
013 System error Take a SADUMP and try to re—IPL.
014 System error Take a SADUMP and try to re—IPL.
015 Hardware problem (3092) | Re—IPL and notify hardware support.
during NIP
Figure 7. Disabled Wait State Codes Table (Part 1 of 10)
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WAIT

STATE REASON ACTION

016 Hardware problem (3092) | Re—IPL and notify Hardware support.

during NIP
017 Hardware problem during | Isolate the failing unit using
IPL (unit check) "PDO1" on page 20 and re—IPL.

019 User or Hardware error | Often the result of pressing the START key.
This causes the non—IPL online processor to
enter WAIT STATE 019. It is not necessary
to re—IPL. Continue IPL procedure and the
waiting processors will be started automat-
ically by MVS/SP V2 and V3.

01B Slip trap match Notify system programmer and follow his

(restartable) instructions or your predefined installation
procedure. Either restart the waiting CP or
take a SADUMP and re—IPL the system.

01C System error Take a SADUMP and re—IPL.

020 Hardware error Take a SADUMP and re—IPL.

(3092) Notify hardware support. Check the processor
controller. Try to do a switch—over or IPL.
If this does not work, partition the machine
and use the side with a good 3092.
021 I/0 error on Check the security key on the master console.
console at IPL Check the IOGEN or MVSCP definition of the
master console.Try to re—IPL. If unsuccess-
ful, switch off the master console and IPL
using the alternate comsole. Also, refer to
"PD11" on page 31.
022 User or hardware error | Verify that the correct volume is mounted.
Duplexed page Register 7 contains the UCB address of the
Primary and secondary verified device. Use "PD02" on page 21
devices not ready to check the VOLSER, and re—IPL.
Figure 8. Disabled Wait State Codes Table (Part 2 of 10)
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WAIT

STATE REASON ACTION
023 System error Take a SADUMP and re—IPL.
024 System or hardware Take a SADUMP and re—IPL.
error If unsuccessful, check that the Read/Write
switch on all system DASD devices is set to
R/W. Notify the system programmer.
025 Duplicate Nucleus entry | Notify system programmer
point during IPL and take a SADUMP.
028 Invalid I/0 Re—IPL with valid I/0 configuration
configuration identifier] identifier in the second and third
specified digits in the Load Parameter field on the
OPRCTL
or SYSCTL frames of the system console.
029 TOD clock in error (NIP)| Depress 'TOD ENABLE' and 'ALT' during IPL
until first IPL message is received.
02D User Error (Accessing Take a SADUMP and notify the system
MSS during NIP) programmer. Do not access any MSS volumes
during NTP.
02E Hardware error on Notity the system programmer who will
paging data sets allocate new paging space. Run EREP.
030 Abend during NIP Take a SADUMP and re—IPL. Notify the system
programmer.
031 User error, no UCB If possible, mount the IPL pack
for IPLdevice on a device you know to be SYSGENed and
re—IPL. If not possible or still unsuccess-
ful, take a SADUMP and notify the system
programmer.
032 User, module missing Record the complete PSW, take a SADUMP.
in NUCLEUS and notify the system programmer.
033 I/0 error during NIP Try to re—IPL. If unsuccessful, record the
complete PSW and notify the system programmer.
035 Entry point in Nucleus Notify the system programmer
not found during IPL and take SADUMP.
Figure 9. Disabled Wait State Codes Table (Part 3 of 10)
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WAIT
STATE REASON ACTION
037 User or hardware error | Record preceding messages, take a SADUMP, and
notify the system programmer.
038 Not enough real Check the configuration and
storage to IPL notify the system programmer.
039 User error (Volume Take a SADUMP and notify
error at IPL) the system programmer.
03A User error during CLPA Record preceding messages and mnotify the
system programmer.
03B Module not found in LPA | Record preceding messages and mnotify the
system programmer.
03C User, page space Increase space for page space
shortage and re-IPL. The messages that precedes this
wait code specifies which page space (COMMON,
or LPA) was too small.
03D Not enough real Check the configuration and
storage for CSA notify the system programmer. Probably the
CSA is too large.
03E User error, page space Notify system programmer and re—IPL after
shortage during IPL increasing the available page space.
03F User error (Invalid Notify the system programmer
invocation of a NIP and take a SADUMP.
function)
040 User or system error Record the full PSW, take a SADUMP,
(ABEND during NIP) and notify the system programmer.
044 Machine check during The logical address of the CPU
NIP is in bits 40-47 of the PSW. Re—IPL and, if
error persists, configure the failing CPU
offline. That will require a power—on—reset.
Report the problem to your hardware CE.
045 User or system error Notify system programmer
during IPL and take a SADUMP.
046 User or system error Notify system programmer
during NIP and take a SADUMP.
Figure 10. Disabled Wait State Codes Table (Part 4 of 10)
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WAIT

STATE REASON ACTION
04A TOD clock error Restart the target CP. Press the 'TOD ENABLE'
and 'ALT' keys at the system console for se-
veral seconds and IPL will continue.
050 Hardware error Take a SADUMP, re—IPL, and run EREP.
(multiple ACR)
051 Software error Take a SADUMP, re—IPL, and run EREP.
during ACR
052 Hardware error Take a SaJUMP, re—~IPL, and run EREP.
during ACR
053 SQA has been exhausted | Notify system programmer.
054 Nucleus member error Reason code in bits 40-43 of PSW. Notify the
system programmer.
055 Module not found in Reason code in bits 40-43 of PSW.
SYS1.NUCLEUS Most usual reason codes are:
RC=01 — Dat—off nucleus module not found.
Ensure Load Parameter first digit is cor-
rect.
RC=02 — Dat—on nucleus module not found. |
Ensure wewebtd awd ®hivd Load Parameter f;
digite correct.
e
RC=03 - IPL information table not found
(IOSIITXX)™ "pepy 270 = 090 v i
RC=04 - Moduiejiistmtablébﬁdt found
Notify system programmer to provide correct
member(s) in SYS1.NUCLEUS.
059 User or system error Notify the system programmer
during IPL and take a SADUMP.
05C User or hardware error | Take a SADUMP and re—IPT.. If
during IPL problem persists, notify system programmer.
05D User or hardware error Take a SADUMP and re—IPL. If the problem
during NIP persists, notify the system programmer.
05E Hardware error | Restore the master catalog to the proper
during NIP volume. Try to re—IPL. If problem persists,
notify the system programmer.
Figure 11. Disabled Wait State Codes Table (Part 5 of 10)
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WAIT

14

STATE REASON ACTION

05F User error during NIP Check SYSCATxx in NUCLEUS and re-IPL.

060 System error Re—IPL with CLPA.

061 ASM detected TOD clock Correct the TOD clock,

error and re—IPL the systenm.
062 Reserved device in STOP all sharing systems and restart
channel path recovery the waiting CP. Completion of recovery is
signalled by message IOS201E or by wait state
code 114. See "Handling Wait State 062" on
page 114.

063 User or system error Take a SADUMP and notify the system program-
mer.

064 System error during NIP | Check Read/Write switch on DASD devices (must
be on). Record full PSW contents. Take a
SADUMP and notify the system programmer.

064—3 | Restart during NIP Probably RESTART Key depressed accidentally
instead of TOD key. Re—IPL.

064—4 | Machine Check during NIH Refer to procedure "PD10" on page 30.

065 System or user error Take a SADUMP and notify system programmer.

06C Hardware error Remove the CHPID indicated in storage location

(channel) X'414' using procedure "PDO5" on page 24.
Run EREP.
06F Hardware error Use procedure "PD06" on page 25
(paging device) to recover. See also '"Page Data Set Volume
Error" on page 99.

070 Not enough real storage | Check configuration to ensure enough on—line
storage. Re—IPL with more real storage if
possible; otherwise, notify system program-
mer.

Figure 12. Disabled Wait State Codes Table (Part 6 of 10)
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WAIT

STATE REASON ACTION

071 Not enough virtual Notify the system programmer.

storage

072 User error Notify the system programmer.

073 Hardware error (missing | Bits 40-43 of the PSW contain reason code.

interrupt during IPL) If RC=01, the IPL program is waiting for an
I/0 interrupt (may be caused by a hardware
error — device or control unit — or a reserve
on the SYSRES issued by a sharing system).
IF RC=02, the IPL program is waiting for an
external interrupt (may be from the service
processor).
In both cases: try to IPL again. Contact
hardware support if unsuccessful.

074 Error in IPL logic Reason code is bits 36—43 of the PSW. Take
a SADUMP, notify the system programmer, and
run EREP.

075 User error during IPL Notify the system programmer. Record the full
PSW. Reason code is in bits 36—43 of the PSW.

076 User error during IPL Take a SADUMP, notify the system programmer.

077 User error during IPL Notify the system programmer.

078 I/0 error on master Try to IPL again and notify

catalog the system programmer.

079 I/0 configuration Re~IPL with different

incompatible with I/0 configuration, matching
system code the MVS/XA release.

081 User error during IPL Take a SADUMP, notify the system programmer.

083 Software error Stop all processors. Bits 40-47 of the PSW
contain the reason code. Take a SADUMP and
re—IPL the system. Notify the system pro-
grammer.

084 Software error Bits 40-47 of the PSW contain the reason code.
Take a SADUMP, re—IPL the system, notify the
system programmer, and run EREP.

085 User error during IPL Re—IPL with the CLPA option.

Figure 13. Disabled Wait State Codes Table (Part 7 of 10)
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WAIT
STATE REASON ACTION
09x x=(1-E) spin loop Use the procedures described in
timeout "Spin Loop" on page 47 to handle the spin
loop.
0A1 Excessive spin loop All recovery actions have been exhausted.
condition Notify system programmer.Take a SADUMP and
re—IPL.
OEO Hardware error Try to re—IPL. If the error persists, try
(SIGP during IPL) to locate the failing CPU and to IML in a PP
configuration without the side that contains
that CPU. See procedure '"PD03" on page 22.
OE1 Hardware error Notify the system programmer and
during reconfiguration the hardware support personnel.
0E3 User error during IPL Notify the system programmer.
0E7 Hardware error Partition the machine and proceed
(processor controller on the good side. Call hardware support.
0E8 Software error during Bits 32-47 of the PSW contain
NIP the reason code. Take a SADUMP and notify the
system programmer. Re—IPL.
101 Common area shortage Take a SADUMP and notify the system
(system) programmer. Re—IPL with a bigger SQA spec-
ification.
102 Real storage shortage Take a SADUMP and notify the
for SQA ' system programmer. Re—IPL.
104 Software Take a SADUMP, re—IPL the system, and run
EREP. :
110 Hot I/0 (Non DASD) See "Handling Hot I/0 Wait States'" on page
107. Run EREP.
111 Hot I/0 (Non—res. DASD) | See "Handling Hot I/0 Wait States" on page
107. Run EREP.

Figure 14. Disabled Wait State Codes Table (Part 8 of 10)
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WAIT

STATE REASON ACTION

112 Hot I/0 (Res. DASD) See '"Handling Hot I/0 Wait States'" on page
107. Run EREP.

113 Channel path recovery Notify the system programmer of possible data

error integrity exposure. Refer to '"Handling Mes-
sage I0S113W and Wait State 113" on page
116.

114 System recovered from Refer to "Handling Wait State 114" on page

115.
channel path error

115 Page data set See "PD04" on page 23.

unavailable

116 MIH on page device See "PD07" on page 26.

detected during Restart

200 User error Record the PSW, save the preceding messages
and notify the system programmer.

201 System error Record the PSW with reason code in bits 32-47.
Restart the target CP in wait ( 'RESTART CPx').

202 System error Record the reason code using "PD08" on page
27. Report the error to the system programmer
and restart.

A0O System error Record preceding message IEA802W. Take a
SADUMP. Re—IPL and run EREP.

A01 Hardware error Re—IPL. Run EREP and notify

MCH threshold reached hardware support.

A18 User or hardware error | Check that all paging devices are ready and
at the right address, and restart. If no
obvious error is found, take a SADUMP and
re—IPL.

A19 Hardware error Run EREP and call hardware support.

(channel subsystem lost)

A20 System error Take a SADUMP. Notify the system programmer.
Try to re—IPL without the FLPA parameter.

A21 System error Take a SADUMP and notify the system program-
mer. Try to re—IPL without the MLPA or FLPA
parameter. Record message IAROO3W.

Figure 15. Disabled Wait State Codes Table (Part 9 of 10)
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WAIT
STATE REASON ACTION
A22 Wait because another The system resolves this wait state
processor is in automatically. No operator action
recovery required.
A23 Error during MCH Take a SADUMP, re—IPL ,and run EREP.
A24 Loop during MCH Take a SADUMP, re—IPL and, run EREP.
A26 Invalid machine check Take a SADUMP, re—IPL and, run EREP.
code
A27 Hardware error (one CP) Proceséing continues on other processors.
This wait state does not affect the other CPUs
in the complex. Run EREP.
A28 Error during MCH Take a SADUMP, re—IPL and, run EREP.
A29 Error during system Take a SADUMP, re—IPL and, run EREP.
termination
A2A User error Take a SADUMP and notify the system program-
mer.
CCC Quiesce performed Restart the waiting CP when you want to end
quiesce.
Figure 16. Disabled Wait State Codes Table (Part 10 of 1)
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3.0 Wait State Diagnostic Procedures

This chapter describes diagnostic procedures for wait state problems.

Use of the AI TCP Frame

The diagnostic procedures may involve displaying storage, the PSW, or the general purpose registers to
obtain information. The following should be noted:

1. When operating in LPAR mode, ensure that the system console is displaying the partition you want to
alter. Enter the service language command:

SETLP lpname

to display the partition you want to use.

2. It is not possible to use the Display function (ALTCP frame) if the CP is in the Load or disabled wait
state. In this case, the PA frame and VIEWLOG key may be helpful, or it may be possible to display
storage using another CP that is not in the Load or disabled wait state.

3. Early in an IPL, before the virtual storage address translation tables have been set up, use the fol-
lowing options to display storage:

‘A2 B2" (Display Real Storage)

When the IPL is complete, storage in the address range X'000-X’FFF” may be displayed using either
option ‘A2 B2’ (Display Real Storage) or "A2 B3’ (Display Primary Virtual Storage), since the virtual
and real addresses are the same.

4. If all processors are in a disabled wait state, you can display storage to obtain diagnostic information
by invoking the OPRCTL frame and selecting option ‘03" (SYSRESET).

Note: A system reset causes the status of the subchannels to be reset in the Channel Subsystem.
An IPL is necessary afterwards. This may be useful in the case of a WAITO2E to help isolate the failing
paging device.
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PDO1

THIS PROCEDURE PROVIDES THE DEVICE NUMBER FROM THE SUBCHANNEL NUMBER

The subchannel number is found at location X’B8’ (184) in virtual storage. This procedure should be used
for the following wait states:

WAIT004
WAIT005
IPL Enabled Wait (Steps 1-9)

Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:

‘F ALTCP’

2. When the ALTCP frame is displayea, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

‘A2 B2’ (Display Real Storage)
4. Enter:
‘B8’ at “Address(hex) = >’

5.  Note the data starting at storage location X’B8’. Record or print the first four bytes "yyyyyyyy”: Out
of those bytes, the last two (addresses X’BA” and X’BB’) contain the subchannel number.

6. Invoke the IOPD frame by entering:
‘F IOPD’ or by selecting 08 on the INDEXO frame.
7.  When frame IOPD-00 is displayed, select “A5" {Device Configuration).
8. Enter the subchannel number found above (at addresses X’'BA” and X'BB’).
9. Frame IOPD-50 is displayed (Device Configuration Display).

This frame contains, for the selected subchannel number, the device number, the unit address, and
the installed channel paths.

10. Determine the failing path to the device using the IOPD option A3. Observe the LPUM field to deter-
mine the last path used.

11. Use the service language commands to vary all but one path to the IPL volume offline (include the
supposedly failing path).

12. Attempt to IPL again.

13. It may be necessary to remove the device from the configuration.
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PDO2

THIS PROCEDURE LOCATES THE DEVICE NUMBER FROM A GIVEN UCB ADDRESS
The UCB address is found in general register 7.
This procedure should be used for the following wait state:
WAIT022
Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:

‘F ALTCP’

2. When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

"A2 B5” (Display General Registers)
4. Print the frame or write down the contents of register 7, which contains the UCB address: X"aaaaaaaa’.
5. Entern

"A2 B3’ or just ‘B3’ to display the general registers (since display mode is already in effect).
6. Enter:

‘aaaaaaaa’ (the UCB address obtained above) at ‘Address(hex) = >~

This displays the actual UCB. At offset X’0OD’ there are three bytes, that contain the EBCDIC repre-
sentation of the device number. At offset X"1C’ there are six bytes, that contain the EBCDIC repre-
sentation of the VOLSER that is supposed to be at that device number.

7. Verify that the correct volume is mounted and restart the system.
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PD03
THIS PROCEDURE LOCATES THE FAILING CPU ADDRESS IN CASE OF SIGP FAILURE WAIT STATES

This procedure should be used for the following wait state:
WAITOEO

Procedure

1. At the system console, press the VIEWLOG key.

2. Locate the message:
‘0COx CPy SIGP FAILED ............. g

3. CPy is the failing CP.
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PDO04

THIS PROCEDURE HELPS YOU LOCATE THE PAGING DEVICE NUMBER, AND TO RESTART THE SYSTEM
IN SOME WAIT STATE SITUATIONS

The address of the error information area is found at location X’40C’ in main storage.

This procedure should be used for the following wait state:

WAIT115

Procedure

1.

At the system console, invoke the ALTER/DISPLAY frame with:
‘F ALTCP’

When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

Enter:

"A2 B3’ (Display Primary Virtual Storage)
Enter:

’40C’ at "Address(hex) = >~

Print the frame or write down the contents of location 40C ("aaaaaaaa’), which is the address of the
error information area.

Enter:

‘aaaaaaaa’ (the contents of location X’40C’ obtained above) at ‘Address(hex) = >~
This displays the contents of the error information area:

e Offset X’4-7" contains the wait state code.

e Offset X’10" contains the reason code in hex:

X’80" = The pack mounted contains a different volume label from the one that
was mounted at IPL time.

X’40° = Intervention required for the specified device.

X20" = Device not operational.

X’10" = Permanent I/O error.

¢ Offset X"12-13" contains the device number.

If the reason code is X’80Q’, verify that the proper pack is mounted and enter RESTART at the system
console.

If the reason code is X’40’, ready the device and enter RESTART at the system console.

If the reason code is X'10” or X"20’, verify that the channel and the control unit are in normal state and
enter RESTART at the system console.

Wait State Diagnostic Procedures 23



PDO05

THIS PROCEDURE HELPS YOU LOCATE THE CHANNEL PATH IN ERROR, REMOVE THAT CHANNEL PATH,
AND RESTART THE SYSTEM IN SOME WAIT STATE SITUATIONS

The CHPID in error is found at location X’414" in main storage.

This procedure should be used for the following wait state:

WAIT06C

Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:
‘F ALTCP’

2. When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

"A2 B3’ (Display Primary Virtual Storage)
4. Enter:
‘414’ at ‘Address(hex) = >~
to get the id of the channel path in error.
5. Display the channel configuration frame by entering:
'F CHNCFA’ or by selecting option 04 from the INDEXO frame.
6. Enter:
"CHPID xx OFF’
where "xx” is the CHPID in error.
7. Enter:
'"RESTART CPx’
where CPx is the CP in wait state.
8. At the MVS operator console, enter:
"CF CHP(xx),OFFLINE,UNCOND’
for the defective CHPIDxx.

24 IBM ES/309024tm. Complex Systems Recovery and Availability



PDO6

THIS PROCEDURE HELPS YOU LOCATE THE PAGING DEVICE ADDRESS, AND TO RESTART THE SYSTEM
IN SOME WAIT STATE SITUATIONS

The address of the error information area is found at location X"40C” in main storage.
This procedure should be used for the following wait state:

WAITO06F
Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:

‘F ALTCP’

2. When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

‘A2 B3’ (Display Primary Virtual Storage)
4. Enter:
‘40C" at ‘Address(hex) = >~

5. Print the frame or write down the contents of location 40C ("aaaaaaaa’), which is the address of the
error information area.

6. Enter:
“aaaaaaaa’ (the contents of location X"40C’ obtained above) at “‘Address(hex) = >~
This gives you the contents of the error information area:

e Offset X’0-1" contains the channel path identifier
e Offset X"2-3" contains the device number

7. Verify that the device is owned by the system.
8. Depress the STOP key.
9. Enter:
"A1 B3’ (Alter Primary Virtual Storage)
10. Enter:
‘30E” at “Address(hex) = >~

11. Move the cursor to location X’30E” and enter one of the following recovery codes:

I

00 Retry to access the device without any recovery. If the problem persists,

the wait state code "0O6F’ is re-issued.

01 = Recover access to the device through an alternate path. Because of data integrity exposure,
quiesce any other system that has access to this device BEFORE entering X'01".

02 = Force the device offline.
12. After entering the above, restart the waiting CP by entering:

"RESTART CPx’
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PDO7

THIS PROCEDURE HELPS YOU LOCATE THE PAGING DEVICE ADDRESS, AND TO RESTART THE SYSTEM
IN SOME WAIT STATE SITUATIONS

The device number of the failing paging device is found at location X"40C” in main storage.
This procedure should be used for the following wait state:

WAIT116
Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:

‘F ALTCP’

2. When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

‘A2 B3’ (Display Primary Virtual Storage)
4. Enter:
‘40C’" at ‘Address(hex) = >~

5. Print the frame or write down the contents of location X"40C’ (“aaaaaaaa’), which gives the device
number of the failing paging device.

6. Verify that the device is ready and restart the waiting CP with:
‘RESTART CPx’
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PDO08

THIS PROCEDURE HELPS YOU LOCATE THE REASON CODE SUPPLIED FOR A WAIT202
The reason code is found at location X’40C’ in main storage.
This procedure should be used for the following wait state:
WAIT202
Procedure

1. At the system console, invoke the ALTER/DISPLAY frame with:

‘F ALTCP’

2. When the ALTCP frame is displayed, specify the number of a CP that is not in the Load or disabled
wait state.

3. Enter:

"A2 B3’ (Display Primary Virtual Storage)
4. Enter:
’40C’ at ‘Address(hex) = >"

5. Print the frame or write down the contents of location X’40C” ("0000800x” or "0000fccc’). Report this
information to the System Programmer.
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PDO09

THIS PROCEDURE HELPS YOU LOCATE THE CAUSE OF AN I/0 ERROR FOR A WAIT006
This procedure should be used for the following wait state:
WAIT006
A WAIT006 may indicate a hardware problem on a CHPID used to access the SYSRES device during IPL.

The following messages may be issued at the hardware system console:

LOAD failed. Interface control check. (35712)
LOAD failed. Channel or device status not valid (35710)

Procedure

1. At the system console, invoke the IOPD frame: ‘F IOPD’

2. When frame IOPD-00 is displayed, select option “A5" (Device Configuration).

3. Enter the device number of the Load address (SYSRES device).

4. Note the installed channel paths to the device.

5. At the service console, display the Interface Control Check Index frame (Figure 17):

‘FIFCC’
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07 NOV 88 13:39:32

INTERFACE CONTROL CHECK INDEX <IFCC>

A= SELECT LOG (1-50)

. 01
01
. 29
. 28
27
. 27
27
27
03
10. 23
11. 23
12. 23
13. 14
14. 14
15. 14

OO WN

NOV
NOV
OCT
OCT
0CT
OCT
OCT
OCT
SEP
AUG
AUG
AUG
JUN
JUN
JUN

88
88
88
88
88
88
88
88
88
88
88
88
88
88
88

MORE DATA ABOVE

COMMAND ==>

Figure 17. IFCC Frame

13:
13:

00

02:
22:
04:
04:
04:
22:
12:
12:
12:
03:
03:
03:

AND BELOW: PRESS BKWD OR FWD.

36:
35:
:03:
16:
50:
56:
56:

56

36:
15:
15:
15:
08:
08:
08:

17.
13.
24,
22.
.01
.34
.63
144,
17.
17.
.57
.02
A
17.
.28

59
47
45

17
17
17

17

18
79
13
62

67
38
16

35

CHPID62
CHPID62
CHPID2B
CHPID2B
CHPID2B
CHPID62
CHPID62
CHPID62
CHPID62
CHPID63
CHPID63
CHPID63
CHPIDSC
CHPIDSC
CHPID5C

B= DISPLAY

X1. CHPID LOG

X2. INTERFACE TRACE
X3. CSAR TRACE

C= SELECT
-> 1. ALL CHPIDS
2. SPECIFIC CHPIDS

(59885)

The frame displays a log of the Interface Control Checks.

If an IFCC is recorded for one of the CHPIDs to the SYSRES at the time of the WAIT0O06, at the system
console, enter the command:

"CHPID cc OFF’

where ‘cc’ is the CHPID with the IFCC.

Try to re-IPL without the failing CHPID.
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PD10

THIS PROCEDURE HELPS YOU IDENTIFY THE CAUSE OF A MACHINE CHECK FOR A WAIT064-4
This procedure should be used for the following wait state:
WAIT064-4 (PSW = 000A0000 00040064)

A WAITO064-4 indicates a Machine Check interrupt was received during NIP processing. One possible
cause is that an I/O interrupt was received from a device that has not been defined in the IOCP. In this
case, the Channel Subsystem cannot present an I/O interrupt since there is no subchannel associated with
the device, and so it presents a Machine Check interrupt.

Another cause of WAIT064-4 is changing the state of a resource during the MVS IPL. Do not do the fol-
lowing during an MVS IPL:

(] If running under VM/XA host, do not attach, detach or define any I/0 device during the MVS IPL.

e Ifrunning in LPAR mode, do not configure online or offline any CHPIDs to the logical partition in which
MVS is being IPLed.

If these occur during NIP, a WAIT064-4 is loaded.
Procedure
1. At the system console, press the VIEWLOG key, and look for a message of the form:

INTERRUPTION FROM DEVICE NOT IN IOCDS. CHPID=6C, UA=E4. (25197)

2. Check that the correct IOCDS is in use.

3.  Report this problem and the full text of the message to the CE and the System Programmer.
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PD11

THIS PROCEDURE HELPS YOU RESOLVE WAIT007 AND WAIT021

This procedure should be used for the following wait state:

WAIT007 (PSW
WAIT021 (PSW

000A0000 00000007)
000A0000 00000021)

A WAITO0O07 indicates that no console was available during NIP.

A WAITO021 indicates that an I/O error occurred on the main console following an I/O operation.

Procedure
1. Using the installation console configuration diagram, locate the master and first alternate consoles,
and the control units.
2. WAITO021.
Using the ALTCP frame on the hardware system console, for the target IPL processor, use the fol-
lowing commands:
F ALTCP — select CP
A2 B2
address 'BO'
to display location X’"B8’-'BB’ to obtain the Subchannel ID of the last I/O interrupt (X’BA-BB’ has the
SID). This may indicate the device’s subchannel number where MVS wrote the ‘Specify Sysiem Pa-
rameters’ message .
Use the IOPD frame to determine the device number associated with this subchannel.
Use frame IOPD option A5 to determine the device number.
Use the customer’s configuration diagrams to determine the device type.
If the device number represents a VTAM CTCA, use the service language command "CHPID cc OFF’,
to vary the associated CHPID to the VTAM CTCA offline, and re-IPL
3. Check the following:

e Console security switch should be set in the correct position (if not, this is a typical case for a
WAIT021).

e Consoles powered on - check the display power on indicator.
e Coax cables connected - use the test/normal switch and check the coaxial cable.
e No Sub-Channel available;

Use 'F IOPD’ option A5 and the device number, to determine whether the device is supported
(ES/3090 Basic Mode); or supported and in the logical partition (ES/3030 LPAR Mode).

Check whether the correct IOCDS is used when a subchannel is not available to support the de-
vice. Also check the IOCP input.

For LPAR Mode only: When a device does not have a subchannel allocated to the target logical
partition, the following message is displayed on the system console.

REQUESTED DATA NOT DEFINED FOR LOGICAL PARTITION xxxx (60761)

e Channels available
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Use IOPD frame option A5 and the device number to determine the paths defined to that device
and use the CHNCFA frame to determine the state of the CHPIDs.

e  Control unit powered on - check the control unit power indicators.
®  Control unit online - check the control unit online/offline switch.
e  Control unit IMLed - re-IML the control unit.

e Console UCB online - check for any I/O generation changes.

® Check for ‘coax patch panel” changes.
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4.0 Enabled Wait States

An enabled wait state exists when MVS finds no work to dispatch in the system. This may be a normal
state, when the system is idle for example, or it may be a symptom of a problem.

Typically, line 24 of the system console will appear as shown in Figure 18 during an enabled wait state.

ITSC—POK 0O ..W. 1 ..W. 2 ..W. 3 ..W. & ..W. 5..W. PSW1 Operating

Figure 18. Hardware System Console Line 24

Prior to placing a processor into a disabled wait state, MVS has detected a problem. MVS loads a coded,
disabled wait state PSW to indicate the cause of the problem to the operator. Refer to “Disabled Wait
States” on page 7. In an enabled wait state, MVS is not aware of a problem, even though one may exist,
and the PSW has the form:

PSW = 070E0000 00000000

This is called the ‘no-work wait” or "dummy wait’, because MVS loads this PSW when there is no work to
dispatch in the system.

One of the characteristics of an enabled wait state is that communication with the operating system is still
possible through the master console.

Check at the system console to determine whether the system is really in a wait or if a high priority job is
looping. For that purpose, one of the SAD frames should be set up to display the utilization of all CPUs.

Also, check for outstanding replies to messages. Enabled wait states usually indicate that the system is
waiting for:

e  Work

A problem in a subsystem - for example, JES2 - may prevent new work from starting. If MVS/ESA
appears to be responding to commands, the subsystems should be investigated.

®  Operator action or response
An outstanding operator response may cause a bottleneck.
®  Missing interrupt

If a paging device has a missing interrupt condition, the operator may not be made aware of the
problem because some system communications routines are pageable. In this case, the system may
enter an enabled wait state.

e A system resource

When a lengthy, unexplained enabled wait state occurs, and you believe there is work for the system
to do, the availability of system resources should be checked.

=  Enqueue Lockout

Critical system resources may be enqueued and not released. The components not freeing the
resources should be investigated. GRS and RMF can be used to display resource contention.
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= Missing Resources

Critical system resources may have been removed during previous error recovery. For example,
during Unconditional Reserve recovery a critical DASD path may have been taken offline.

CONFIG members should be set up to reflect all critical system resources:
A Processors

A Storage - expanded and central

A CHPIDs

A Critical DASD devices and paths

It can be difficult to determine the cause of an enabled wait state, since the problem rmay not be imme-
diately visible to the operator. There are, however, some things you can do to help determine the cause
of a wait.

Procedures

Two procedures are provided :

1.
2.

PROCEDURE 1: For a system already IPLed.
PROCEDURE 2: For a particular enable wait state during IPL operations.

Procedure 1 - System already IPLed

1.

34

Issue:
‘DR,L’

to check for outstanding operator action. Ensure all DDR swap requests are resolved, and all requests
to bring offline devices online (outstanding message IEF238D) are satisfied.

Issue:

‘D M =CONFIG(xx)’

to check for any missing critical resources.
Issue:

‘DAL

to see if there is ready work waiting to execute.

Look for a job step name of STARTING, which indicates that the system has not successfully com-
pleted initiation of the step.

Issue:

DU

to see whether there is any critical device busy (BSY), mount pending (MTP), or not ready {(NRD).
Issue:

‘D GRS, C’

to display resource contention.

Using RMFMON, issue "SENQ’ and ‘SENQR’ to see whether there is enqueue contention. You can also
use RMF Monitor lll for that purpose (ENQ, ENQR, or ENQJ options).

If possible, check through the SYSLOG for any indications of a problem:

e  Storage shortage messages
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10.

1.

12.

13.

®  Subsystem resource shortages (VTAM buffers, or JES2 spool, for example)
o |/O error messages (indicating loss of devices, paths, CHPIDs)

At the system console, invoke the SAD frame to display CPU utilization. If available, display processor
utilization by storage key to determine whether a specific subsystem is causing the problem.
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