Discussed is a capacity planning procedure called USAGE. Vari-
ous business elements to be individually measured and tracked
are presented. Outlined are methods for estimating workload
growth. Separate limits of capacity for on-line workload and
batch workload demand are discussed. A simple graphic presen-
tation procedure is included to communicate the results of a
study to those who need the information for making business de-
cisions.

A capacity planning methodology

by J. C. Cooper

The crucial problem for installation managers is that of under-
standing their application and growth environments sufficiently to
gain an understanding of the current workload, to forecast the
future workload, and to plan future data processing capacity to
meet the needs of the business. Although the CPU is not the only
resource that requires planning, it is generally the most critical.
The methodology discussed in this paper focuses on capacity
planning for the CPU.

To do this, the current workload is broken down into its most
important components, which are called business elements. The
business plan is also analyzed, and sources of increased workload
and new workload are identified. This information is used to
quantify future workload requirements for the planning period of
interest. Both current and future CPU capacities are quantified and
compared with the workload requirements for the planning pe-
riod. Separate guidelines are used to track the on-line component
of the workload and the total workload requirements. This com-
parison of CPU capacity and workload requirements allows the
data processing manager to have an organized view of the growth
of the data processing installation, and to plan for the timely ac-
quisition of new hardware to meet the objectives of the business.
We call this methodology Understanding Your Application and
Growth Environment (USAGE). Like other management method-
ologies, a USAGE capacity plan can be tracked by measuring the
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future system and comparing those measurements with the fore-
cast. Such a capacity plan can be updated periodically.

The technique was developed in 1974 in Canada, and was based
on the experiences of some forty large data processing installa-
tions. The technique was brought to the U.S.A. in 1976 for fur-
ther testing, and the resulting program has been operating since
January 1977. It has been widely used to understand current
workload and to forecast future workload requirements.

General concepts

USAGE focuses on the processor resource consumption as re-
corded in System Measurement Facility (SMF). USAGE is aimed at
systems whose operating system is MVT, VSi, SVS, MVS, or MVS/SE
for which SMF is available. The input to a study is one month’s
SMF data. (The USAGE concepts have been applied to other oper-
ating systems, such as DOS, although that is not discussed in this
paper. The term MVS/SE means MVS/System Extensions.)

A USAGE study begins by analyzing the current system workload
from one month’s SMF measurements made while the system is
operating. Other measures, such as Resource Measurement Fa-
cility (RMF) information for long-running jobs, can be used to aug-
ment these data.

The second major portion of a study is to forecast the future
workload on the system. This requires knowledge of the business
plan for growth in the data processing installation. A forecast
should show underlying growth of business volumes as reflected
in current applications plus planned new applications. There
should be an attempt to quantify the latent demand in the system,
i.e., the workload demand not presently running due to the cur-
rent service level, but which will be run when new capacity in-
creases the service level. Thus knowledge of the future business
plan is converted into future system workioad. This future work-
load information, when combined with measurements of the cur-
rent system, allows a forecast of the total future workload to be
made. Typically, such a forecast is made every six months.

Each capacity planning study is part of a continuing series of such
studies. As with any management tool, feedback from reality is
important. In this way, those who measure the existing system
and those who forecast future workload become more proficient
in these skills.

It is assumed that the system is reasonably well tuned and will
continue in that state. It is also assumed that there are no serious
bottlenecks other than the CPU, and that DASD devices, control
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units, and channels will be added as required." It is further as-
sumed that SMF is running continuously and recording wait time,
elapsed time, and CPU time for each job and TSO user. If MVSis the
operating system, Measurement Facility 1 (MF1) or Resource
Measurement Facility (RMF) is also installed to record wait times.

Guidelines help in all phases of a study, since they provide default
values in categories for which real measurements do not yet exist.
Guidelines are averages over many installations, although any
given installation may deviate from those averages. It is impor-
tant to understand these deviations from average on the basis of
supporting data, so that corrective steps can be taken if the devia-
tions are excessive or unexplained. Guidelines are intended only
for a USAGE study, and are not intended to be used out of the
USAGE context. There are guidelines for several installation man-
agement categories, and part of the USAGE process is to deter-
mine whether each category is required or is applicable to the
installation being analyzed. Thus the guidelines can be used as
reasonableness checks for existing data. If actual data are not
available in a category, the guideline value can be used as a
default and the USAGE study can be completed. When important
guideline parameters are accepted blindly from the default val-
ues, the risk is that the values may not represent the data process-
ing installation being studied. A current study even with in-
complete information is an impetus to do another study at a later
date when more complete information is available.

Guidelines used in subsequent USAGE studies of an installation
should be refined to better describe the actual environment. Thus
the installation should track either the parameters that are impor-
tant or those that are in doubt so as to provide feedback that
allows measured data to replace the guideline values.

The USAGE day is a twenty-four-hour period. For the purposes of
a study the day is divided into homogeneous units, depending on
the work being processed. These units are called production time
periods. There is usually an on-line (or prime) period during
which the system is driven in large part by interactive users. Typ-
ically this is from 8 o’clock in the morning to 5 o’clock in the
afternoon, for a single-time-zone operation. The rest of the day
can usually be viewed as batch operation.

The twenty-four-hour day is further analyzed to determine the
times the CPU is available and is not available for normal produc-
tion. Unavailable time is the sum of such things as scheduled pre-
ventive maintenance, idle time, and time lost by hardware or soft-
ware failures. USAGE assumes that the system will be unavailable
an average of two hours per day. Thus twenty-two hours are
available for normal production, i.e., the upper bound for capac-
ity planning.
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The standard month is 20 working days. If the month being ana-
lyzed in a particular data processing installation has a different
number of weekdays, appropriate guidelines should be altered.

The average maximum CPU utilization for an MVS system ex-
pected in a full month is 90 percent of the elapsed time. Total
elapsed time in a 20-day month of 22-hour days is 440 hours. The
average maximum CPU utilization is 90 percent of the 440 hours,
or 396 hours. As a guideline, we have rounded the 396 hours up-
ward to 400 hours per month. The same procedure is used to cal-
culate the average maximum CPU utilization for installations that
count a greater number of work days per month.

For the eight-hour on-line period, we assume that there is no pre-
ventive maintenance and no stand-alone time. Thus for the prime
period there are 8 hours of elapsed time and, at 90% utilization,
7.2 hours of CPU busy time available.

Elapsed time can be measured by using SMF Type 1 or Type 70
records. MVT, MFT, VS1, and SVS produce Type 1 records, and MVS
produces Type 70 records. The elapsed time can be segmented
into CPU busy time and wait time as reported in the SMF Type 1
and 70 records. The wait time as accumulated by SMF has been
validated using a hardware monitor and therefore does not re-
quire adjusting. MVS requires that MF1 or RMF be running in order
to produce Type 70 records. The CPU busy time is then the dif-
ference between the measured elapsed time (wall clock time) and
the wait time. CPU busy time divided by elapsed time yields the
cPU utilization rate or percent CPU busy.

SMF does not account for all the CPU time used in the computer
system. Rather, it is intended for job accounting, and as such, it is
biased toward repeatability. The price for this repeatability is that
all the CPU time spent is not allocated by SMF to each job, which
leaves a pool of CPU time called system time. This system time, or
uncaptured time, contains CPU time spent for the following types
of activities:

Operator commands

Job entry and output

Job scheduler

TSO control and TCAM

Supervisor multiprogramming support
Supervisor virtual storage support
Other scp-dependent functions

Task Control Block (TCB) time is allocated to each job by SMF in
all systems. In MVS, System Request Block (SRB) time is also allo-
cated to each job and reported by SMF. The balance of the CPU
busy time is not directly allocated by SMF to any specific job or
task. Figure 1 illustrates the time relationships explained for MVS.
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If the total CPU busy time is less than 400 hours the system should
be investigated to find the reason. If the system is not used on a
round-the-clock or five-days-per-week basis, there is reserve ca-
pacity in the off hours. Possibly the system has a very light on-
line load during the day and a heavy batch load in the off-period.
Another possible explanation is that the system has availability
problems. In this case, a study should be started by the installa-
tion to determine the reason for each failure, and to put in place
procedures to minimize outage durations and the repetition of
known failures.

For the purposes of a USAGE study, the SMF TCB time used is that
found in the Type 4 or 5 records for jobs and Type 34 or 35 rec-
ords for TSO. The total SMF TCB time for the month should sum to
about one-half the total CPU busy time. If the total SMF TCB time
collected is much less than one-half the total CPU busy time the
system should be investigated further. It might be that there are
started tasks, such as IMS or CICS, for which SMF is not recording
TCB time. (SMF in MVS/Systems Extension 2 measures started
tasks.) In this case, special effort must be made to measure or
estimate the amount of CPU time consumed by these started tasks.
Another possibility is that the system has a large percentage of
TSO. The amount of TCB time accumulated by SMF for TSO is con-
siderably less than for the same work accomplished via batch.

It is possible that a job is running with TIME-1440, and the accumu-
lated TCB time is not being recorded for the job by SMF. (SMF in
MVS/SE2 measures these jobs.) If this is the case, such jobs should
be reviewed to determine whether TIME=1440 is still valid. Yet
another reason might be that the CPU is the global processor run-
ning Job Entry System 3 (JES3). In this case, the JES3 portion of
the work being done by the CPU is not being reported by SMF.

It is possible that the total SMF TCB time is much greater than one-
half the total CPU busy time. Such a system is probably a batch
environment with a heavy compute-bound workload.

As stated previously in this paper, SMF does not record all the CPU
time expended on behalf of a particular job. Its purpose is to be
consistent rather than complete, in order to satisfy requirements
of charge-back systems. In addition, the portion of time captured
by SMF varies with the workload type and the specific SMF imple-
mentation for the various scps. The capture ratio is the propor-
tion of the total CPU time that is captured by the measurement
tool. In this case, the capture ratio is the proportion of the total
CPU time that is captured as SMF CPU time.

If only one application is running in a system, the capture ratio
can be measured. The capture ratio is defined to be the total SMF
TCB time divided by the total CPU busy time less the demand pag-
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Table 1 Capture ratio guidelines

Workload type Capture ratios

MVT/VSI SVS§ MVS
ICB

TSO trivial (data entry)
TSO program development
TSO foreground work/SPF
Batch testing
Data center operations
Commercial production
Long scientific

or emulation

ing time. Demand paging time is the CPU time expended to satisfy
page faults. If the SCP’s MVS and SRB time is being measured and
used, the capture ratio is the TCB time plus SRB time divided by
the total CPU busy time less the demand paging time.

The capture ratio varies between approximately 25% and 97%
captured. Thus the capture ratio can help allocate uncaptured
CPU time to specific applications. Capture ratio guidelines are
given in Table 1. These guidelines are averages; actual values for
the particular workloads and particular data processing installa-
tions should be used where possible.

True CPU hours are the real measure of job CPU utilization. For
example, if batch and TSO both have the same amount of SMF
hours it is possible for the TSO load to be twice as large in true CPU
hours. Assume that commercial production batch has a capture
ratio of 0.8 and that TSO program development has a capture ratio
of 0.4. Then, for example, if the SMF CPU time for each is 10
hours, the true TSO CPU hours are 25 and the true batch CPU hours
are 12.5. Thus TSO has twice as much true CPU time as batch.

The true CPU hours, after adjustment via the capture ratios, more
accurately describe the relative CPU consumption of the two types
of workload. Consequently, forecasting based on the true CPU
times more accurately reflects the CPU resource utilization of a
changing workload profile and leads to more realistic con-
clusions.

The summation of all true CPU time after the capture ratios are
applied should approximate the measured total CPU busy time. If
the calculated amount is within 5% of the measured amount, the
correspondence is good. If it is within 10%, it may be acceptable.
If the error is larger than 10%, further analysis is required.

IBM SYST J @ VOL 19 « NO 1 & 1980 COOPER




demand
paging
CPU
load

production
time
periods

business
elements

If the calculated total true CPU time is low, SMF may be missing
some portion of the workload, or the capture ratios may not ade-
quately reflect the workload characteristics. If the calculated total
true CPU time is high, the capture ratios should be investigated.
After capture ratios have been chosen, they should not be
changed unless there is a very good reason. If the capture ratio is
changed it should be carefully noted because changes make it dif-
ficult to compare future USAGE studies with past ones.

Demand paging is the paging the system does to dynamically
manage real storage using less real storage than virtual. It does
not include functional paging caused by TSO swapping and/or Vir-
tual /0 (V1I0). The demand page rate in MVS is the non-swap, non-
VIO page rate. RMF measures these categories of paging and can
be used to differentiate between them for the MVS user. The de-
mand paging requirement is not only for the path length of the
paging mechanism, but also for other overhead items, such as
more dispatching and more queue management. For example, the
guidelines for a System/370 Model 158 running MvS 3.7 with
performance-selectable units is that one page per second requires
approximately 0.4% of the CPU.

The CPU cost of demand paging is not included in the capture
ratio. Generally, demand paging is a separate line item in the US-
AGE study. Demand paging should be measured for each period
since it varies by workload mix and normally differs from period
to period.

The current system

To tailor the USAGE study to the current data processing installa-
tion, the first step is to define the production time periods that
characterize the installation. Most typically these are an on-line
period during the day and a batch period during the evening and
night. The weekend is generally a separate period with its own
characteristics.

The second step is to define the business elements that character-
ize the data processing installation. A business element is a
grouping of work that is similar from a data processing point of
view and can be mapped back into the business in a meaningful
manner. Examples of business elements might be major appli-
cations such as payroll, the workload submitted by a major de-
partment such as engineering, or a major system such as on-line
banking. This requires intimate knowledge of the work being
done by the system and may require contacting members of user
departments. It is important to define enough business elements
so that the growth of these categories of work can be traced to
some natural portion of the business, yet not so many as to cause

COOPER IBM SYST J @ VOL 19 @ NO 1 » 1980




misunderstandings among those who are to be informed about the
forecasting process.

The business elements are defined to the program that analyzes
the SMF data. This allows all the CPU time consumed by the jobs in
that business element to be summed. Thus, another way of look-
ing at business elements is that they consist of work that can be
characterized by one capture ratio. In addition, in the forecasting
phase, the business element is a portion of the workload that is
expected to grow at a common rate.

Business elements are grouped under the following major head-
ings: Production, Testing, and Operations Support. Production
includes the batch and on-line jobs that support business opera-
tions. Testing represents investment in new applications and is a
major source of future growth. Operations Support is the ongoing
cost of doing business in a data processing installation.

Certain types of business elements should always be included in
the USAGE study. Each major on-line system should be included,
even if it is currently small. Typically this portion of the workload
is growing and, therefore, should not be overlooked. All testing
should be broken out into separate business elements. For ex-
ample, it is preferable to separate new development from mainte-
nance testing. Operations support should be a separate business
element and should include systems programming, backup of
data bases, monitoring and measuring, and reruns. The Opera-
tions Support normally requires between 8% and 13% of the total
CPU time. Values outside this range may indicate that all support
functions are not being accumulated properly or that a review is
required of all activities in the grouping.

After the data processing installation has been characterized by
defining the production time periods and the business elements,
the SMF tape can be analyzed. This is usually done by a program
that sums the CPU time for each job that is defined to be in a
particular business element. This sum is the amount of CPU time
captured during the month for that business element. Other
sources of system measurement can also be used to characterize
the workload. For example, the IMS log tape can be used to char-
acterize the IMS load on the system. The measurements can be
summarized on a Measured Data Worksheet such as is shown in
Table 2, where P1, P2, and P3 are three production time periods.

Measurement analysis starts by collecting all measured CPU time
by business element and by production time period from the SMF
tape and other sources of measured CPU time. This is usually done
by a computer program. This measured SMF time, however, does
not completely characterize the true CPU time. The Current
Worksheet, shown in Table 3, can be used to summarize the mea-
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Table 2 Measured data worksheet

CPU/SYSTEM ID

MONTH

Business elements

Measured CPU time

Production/Revenue
On-line
Time share

gbtotal

Testing/lnvestment
Development
TSO
Batch
Enhancement
TSO
Batch
Other
Subtotal

Operations Support Development Cost

Maintenance
TSO
Batch
System programming
Installation support
Reruns, etc.
Subtotal

System Summary
Paging %
Paging time
True CPU time

surement analysis. It also has space for three production time
periods, P1, P2, and P3, and allows the capture ratios (CR) for
each business element to change with the production time peri-
ods.

Next a first set of capture ratios are assigned to the business ele-
ments in order to calculate the true CPU time for each business
element by time period. These values are summed for each pro-
duction time period, and the result is compared with the known
total CPU time calculated from the elapsed time and the wait rec-
ord. If the sum of the calculated true CPU time is within 10% of the
total CPU time, the set of capture ratios may be satisfactory. It is
the objective of this study to balance the sum of the calculated
true CPU times and the total CPU time within 5% or at worst 10%.

The goal of such a study is to limit the risk in decision making.
The accuracy of the measurements is valuable only to the extent
that it matches the accuracy of the forecast information provided
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Table 3 Worksheet for the current state of the system

CPU/SYSTEM ID MONTH

Business elements Capture ratio and true CPU time

CR P2
Production/Revenue
On-line
Time share
Batch

Subtotal

Testing/Investment
Development
TSO
Batch
Enhancement
TSO
Batch
Other
Subtotal

Operations Support/
Development Cost
Maintenance
TSO
Batch
System programming
Installation support
Reruns, etc.
Subtotal

System Summary
Paging %
Paging time
True CPU time

Utilization %
Capacity %

by the user groups. This procedure should be repeated until there
is a satisfactory balance between the summation of true CPU time
and the total CPU time. This may be done by changing the capture
ratios. Any wide deviation from the suggested guideline values
should be well understood, since it may be pointing to a loss of
data in the measurements. As a result of this analysis it becomes
possible to state, in terms of CPU hours per month, how much
each business element costs. These data are given in the subtotals
in Table 3. When complete, Table 3 represents the present state
of the system.

The forecast

The first step in making a forecast is to understand the business
plan of the data processing installation and to translate that into
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new workload to be done by the system at specific future dates.
The forecast workload includes both the growth in the current
system workload and any new workload planned or anticipated.
A forecast based on a USAGE study is projected two years into the
future. A forecast worksheet is a replication of Table 2 for the
current state of the system plus each of four half-year periods (at
6, 12, 18, and 24 months) for two production time periods (P1 and
P2), since a USAGE study usually generates forecast data at six-
month intervals. Other intervals can be chosen if necessary. For
example, a large IMS application might be going into volume pro-
duction nine months hence. The first milestone in the study oc-
curs in six months, but the second should be in nine months to
reflect major change. Thus, growth is projected in two ways: (1)
as a percentage increase in existing CPU hours, and/or (2) as a
fixed number of hours added into the business element at some
future time.

USAGE uses a simple model to forecast future CPU utilization. The
growth identified in the forecast portion of the study is applied to
the measured CPU hours for each business element, and the result
is the amount of CPU time predicted for some future time. Al-
though this is a simple model, it has proved to be a good match for
the accuracy of forecast data. When combined with an ongoing
tracking procedure to refine the forecast, USAGE has been very
useful to many data processing installations in getting them
started in capacity planning.

Other models may be appropriate if the installation has exceeded
the USAGE guidelines, has known bottlenecks, or has very critical
response-time requirements. In such cases, one might try an ana-

lytic model® or a discrete event simulator, as described in Refer-
ence 3. Benchmarking is another approach to modeling for capac-
ity planning purposes.

The first area to investigate for load growth is volume growth (or
natural growth) in existing applications due to growth of the en-
terprise. Volume growth is usually an increase in the number of
transactions per unit time. In on-line applications, this growth
translates simply into transactions per second. In batch systems,
volume growth can be in the number of jobs or in the complexity
of each job, depending on how the application is organized. In a
USAGE study, this growth in CPU hours per month is usually ex-
pressed as a percentage increase for each business element.

It is important to identify each new application that will go into
production during the planning period. If the new application is in
an early stage of development and little is known about it, a satis-
factory estimate of CPU hours can be based on data for a similar
application. Other applications that are closer to realization
should have better resource consumption information available
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as part of the application design, implementation, and test pro-
cesses. For example, in an on-line application the planning phase
should include an estimate of the frequency of occurrence of par-
ticular types of transactions and their associated path lengths.
This will allow the calculation of the percent of CPU time con-
sumed at some future time.

One technique for estimating future CPU workload requirements
is based on CPU time consumed during the development of a new
application. USAGE allows the data processing installation to de-
fine its categories and to measure the machine time currently used
for maintenance, enhancement of existing applications, and de-
velopment of new applications. Given these measurements, a
transfer ratio is needed to allow the projection of future produc-
tion CPU time from present measured development CPU time. This
transfer ratio usually falls in the range of 0.8 to 1.2. A ratio of 1
implies that for every hour of development work measured on the
CPU today there will be one hour of additional production work
one year hence. Enhancement and new development produce
equal amounts of new production CPU time in the future. That is,
the same transfer ratio usually holds for both. An exception to
this range of transfer ratios is in the case of conversion of an
existing program where the transfer ratio is approximately 2.
These guidelines for the division of work type in the application
development installation and the transfer ratio should be tailored
to the individual data processing installation.

Another source of load growth is new services that enhance the
way of doing business. A new service is a package that the data
processing installation can purchase and, with a minimum effort

by the programming staff, deliver a new service to the end users.
Examples are personal computing for the professional user, such
as A Programming Language (APL) and text processing. These
new services are a source of load growth that is not based on the
number of programmers in the development installation, but can
be based on the number of end users.

If a professional is to use the system, he must use it frequently
enough to maintain his skill. Otherwise he spends too much
time relearning the procedure necessary to access the system and
little time doing professional work. Other criteria for successful
use of a system by a professional are high availability and consis-
tently good performance. Availability starts with adequate access
to a terminal. Most needs can be met where there is one terminal
for each five professionals. As a guideline, each professional con-
sumes 0.2 hours of System/370 Model 168 CPU time or 0.5 hours
of Model 158 CpPU time per month. If the professionals are using
more time than this, they probably need more terminals. If it is
projected that the professional uses substantially less CPU time
than that indicated here, the actual use may approach zero due to
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Table 4 Transaction volumes in an unconstrained environment per eight-hour day

Application Users/ Transactions/
terminal day

Data entry 1 1000

Inquiry 1 300

Production 1 500

Programmer 2.5-3 1200
5

Personal computing 500

lack of skill in using the facility. On the other hand, if the use
represents a real need, the CPU time required will climb to the
indicated figure.

Latent demand is work that is not being submitted to the system
due to some constraint. The constraint may be one of policy, e.g.,
a certain class of work cannot be processed on first shift, or the
constraint may be due to poor response time or to lack of an ade-
quate number of terminals in an interactive situation. In any case,
if the constraint is removed, additional work which is not cur-
rently being processed will appear in the system. Although there
is no exact way of calculating latent demand, Table 4 allows an
estimate to be made. Measurements are made of the path length
of the average transaction for a class of work and the current
transaction rate of the application per terminal, and the total CPU
consumption for the month is calculated. Note that if this cate-
gory of work corresponds to a business element, the CPU hours
can be gotten directly from the USAGE study. This amount of CPU
time can be compared to a theoretical amount of CPU time using
the transaction volume per day in Table 4. The difference in CPU
hours represents an estimate of the latent demand expected to
appear when the constraint is removed.

For example, if a data entry transaction takes 200 ms of CPU time
on average, and there are 750 transactions per day, in a 20-day
month each terminal consumes 0.83 hours of CPU time. In addi-
tion, if it is felt that the response time for data entry is not as good
as it could be, and a larger CPU is added to improve the response
time, the number of transactions per day per terminal may go to
1000, as indicated in Table 4. If all other factors remain the same,
and the data entry work is available, each terminal is estimated to
consume 1.1 CPU hours in a 20-day month. Thus the estimated
latent demand is the difference, or 0.27 CPU hours per terminal per
month. See Reference 4 for a further discussion of latent demand.

Probably the major result of the USAGE study is that the capacity

planner has a much better understanding of the data processing
installation, both from a current point of view and as it may look
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in the future. The projection of the future data processing installa-
tion is characterized on a Forecast Worksheet, which, as was
mentioned earlier in this paper, is a five-fold replication of Table
2. This is a form for quantifying the capacity and the requirements
of the data processing installation over the next two years at six-
month intervals. With the Forecast Worksheet information, there
is sufficient information to form a basis for a capacity plan.

As a result of the forecast analysis, it is possible to estimate the
cost in terms of CPU hours per month of the business elements by
production time period at the future time period of interest. After
the workload has been forecast, a new system to meet this re-
quirement may be characterized. Then the capacity of the future
system versus the future workload requirements can be calcu-
lated.

In the USAGE study, we are tracking the total CPU hours by busi-
ness element and production time period for an entire month.
Generally, we assume a guideline of a maximum sustained avail-
able capacity for an MVS system to be 90%. Thus, for planning
purposes, we choose to limit the average CPU utilization during an
8-hour prime production time period to 7.2 hours of CPU time.
That is the limit of available sustained capacity for the total work-
load. In the off-prime production time period there are 16 hours
less the 2 hours of unavailable time (or 14 hours) at 90%, which
yields 12.6 hours off-prime CPU time per day of available sus-
tained capacity for the total workload.

On-line workload—such as Information Management System
(1Ms), Customer Information Control System (CicS), or Time
Sharing Option (TSO)—should be tracked separately, since it has
the quality of instantaneous demand for service, which is mea-
sured by response time.

Normally the work of an on-line system has peaks and valleys in
the demand for service that follow the habits of the users. Typi-
cally, there is a peak around ten o’clock in the morning, a valley
at lunch time, and another peak around two o’clock in the after-
noon. This demand profile may be modified by the number of
geographical time zones covered and the type of work being done
by the system. If three time zones are covered, the variations in
workload may be less extreme, since lunch time occurs over a
three-hour period. If the system is controlling a steel rolling mill,
the demand profile will be very flat day and night, twenty-four
hours a day, seven days a week. If the workload is a programming
installation that has enough terminals and capacity, the peaks and
valleys may be pronounced.

Although we are tracking average CPU time per month, the system
must provide for peak demand of on-line services. Thus the aver-
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age amount of CPU available to some applications has to be lim-
ited for planning purposes in order to meet the need of the peak
period.

We account for peak service requirements with the concept of
peak-to-average ratio. This can be measured by finding the on-
line consumption of CPU time for the peak half hour of the peak
day of the month. This is generally 1.5 times the average CPU
consumption for the on-line applications on the peak day. Then
find the ratio of the average CPU consumption on an average day
of the month to the average CPU consumption of the peak day.
This ratio is also about 1.5. To find the peak-to-average ratio for
the entire month, the two measured ratios are multiplied, which
yields 2.25. That is, the expected CPU consumption during the
peak half hour is 2.25 times the average for the month for the on-
line applications.

For an overall capacity limit of 90%, and if the on-line apph-
cations during the peak half hour of the month use the entire 90%,
the average utilization for the month is the peak utilization di-
vided by the peak-to-average ratio. In the example, the peak utili-
zation of 90% is divided by 2.25 to yield 40%. This is the maxi-
mum average utilization for all on-line applications. If this maxi-
mum is exceeded, one can expect longer response times in on-line
applications. It is key to the study that the on-line applications be
tracked against this capacity limit as a separate item.

Thus, there are separate limits for the total CPU demand in a pro-
duction time period and the on-line demand for that period. In a
USAGE study, both of these limits are used in the forecasting
phase, and the workload demand for each category is tracked
against them. This is the basis for a trend toward systems running
out of capacity in the on-line category before the total capacity is
exhausted in the prime shift.

Projecting system configurations

For estimating future systems represented by CPUs not yet in-
stalled, we use a table of Average Relative Internal Performance
(ARIP) for various CPUs. (Reference 5 has a table of such relative
power factors for CIcS.) This is not a MIPS (Millions of Instruc-
tions Per Second) value, since, with the advent of firmware as-
sists such as MVS/SE, it is possible for the measured instruction
rate to decrease while the relative internal performance in-
creases. For projecting future systems on the basis of a USAGE
study, a demand versus capacity plot, such as is shown in Figure
2, is used. The figure shows the total demand and the total pro-
cessor capacity over a projected two years. The jog in the demand
curve indicates a change when new software is introduced that
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Figure 2 Total demand versus capacity for prime shift
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can lead to a lower total demand. Such a drop in demand could
also be caused by the migration of some portion of the workload
away from this system or out of this production time period.

The dashed line indicates new capacity added to the system in
time to provide a capacity upgrade before total demand exceeds
total capacity. As previously discussed, total demand is not the
only consideration in a capacity planning study. The on-line
workload demand should also be tracked independently. In Fig-
ure 3, on-line demand and on-line capacity are compared with
total demand and total capacity. On this basis, the processor up-
grade must be planned much earlier so that on-line demand can be
accommodated by new on-line capacity. Clearly, in conjunction
with such an analysis, there must be a financial analysis to put a
business value on the various possible alternatives of processor
upgrades and on the timing of those upgrades.

Concluding remarks

USAGE is an orderly procedure that starts by measuring an exist-
ing system. Like any effective management process, this should
be an ongoing process. Projections should be tracked and re-
worked periodically. The results of a study are useful for planning
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Figure 3 On-line demand versus capacity for prime shift

NEW TOTAL CAPACITY

CPU HOURS PER MONTH

TOTAL CAPACITY

NEW ON-LINE CAPACITY

|
24
PROJECTED MONTHS

purposes, and as in any good management procedure, projections
should be checked against reality. In capacity planning with
USAGE, the results should be tracked against measured data. Dis-
crepancies should be analyzed so that later projections can be
made more accurately. The information should be fed back to the

personnel who forecast growth rates, so that their understanding
of the relationship between their portion of the business and the
data processing installation can be updated and their future fore-
casts can be more accurate.

In summary, USAGE is a good place to start in the capacity plan-
ning of an installation. It allows the various business elements to
be individually measured and tracked. It outlines methods of esti-
mating the workload growth, and sets separate limits of available
capacity for on-line workload and batch workload. The simple
graphical presentation procedure facilitates communication of re-
sults of a study to those who need them for planning purposes.
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