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This  paper  describes  a voiceldata circuit-switching 
system  known  as the ROW CBX 11. The  paper  first 
discusses  what the ROLM CBX  I1 family  does,  describ- 
ing the most  important  functions  and  relating them to 
popular  voice  and data  applications. The  second  sec- 
tion  describes  how  the CBX I/ works,  delineating the 
architecture and  giving  some details of the system  im- 
plementation.  The  final  section  offers an assessment  of 
what the CBX 11 and  similar  products  might  become  in 
the future. 

A private branch  exchange, or PBX, is  a commu- 
nication  system that provides telephone service 

to one or more organizations. PBXS are usually  lo- 
cated at users’  sites and traditionally provide  basic 
voice  switching  services  for three classes  of  ports: (1) 
telephone users; (2) attendants, or operators,  who 
perform the manual operations associated  with the 
system; and (3) trunk  lines (or  simply trunks) that 
connect switching  facilities to the public and private 
telephone networks. If trunk lines connect to other 
PBXS, they are called tie trunks or tie lines; if  they 
connect to the public  switched  network,  they are 
called CO trunks (the traditional name for the gate- 
way to the public  switched  network  is the central 
ofice or central exchange). The PBX routes incoming 
calls  directly to telephones or to attendants, from 
which the calls  may  be  extended to station (tele- 
phone)  users. The PBX provides station-to-station 
calling  without the use of the telephone network, 
and it  allows station users to access the telephone 
network  for  outgoing  calls. The PBX performs circuit 
switchingon the voice  signals:  it  gives the appearance 
to users that there are connections between  pairs of 
telephones  for the duration of the calls. 
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The first PBXS were  called  switchboards, and attend- 
ants made connections manually,  using  plug-and- 
socket  patch-panels.  Soon  after the development  of 
the manual switchboard, inventors developed auto- 
matic PBXS that used  stepping  switches driven by 
pulses  from  rotary  dial  telephones. This technology 
saw application from the 1890s until well into the 
1960s. Crossbar  switching  became  available in the 
1930s and flourished into the 1970s. Reed  relays and 
solid-state  crosspoints were introduced in the 1960s, 
as  well as time-division  multiplexing (TDM).’ In 1968, 
the FCC handed  down the Carterfone  Decision,’ 
which  began to open  much of the telephone industry 
to competition. The combination of  a  competitive 
business environment and low-cost  integrated  cir- 
cuits caused  increased innovation in  the 1970s, as 
demonstrated by several  new  switching  technologies. 
Time-division  switches  employed  two  types of mod- 
ulation: (1) pulse  amplitude  modulation, in which 
the input signal  is  periodically  sampled, and the 
value of that sample  is  represented in the value of 
an analog  pulse; and (2) delta  modulation, which  is 
a  digital  coding technique in which the input signal 
is  periodically  sampled, and the difference  between 
the value  of the current sample and the previous one 
is  encoded and transmitted as  a  single  bit.  Space- 
division  switches  used  solid-state  crosspoints  con- 
structed  with pnpn diodes,  silicon-controlled  recti- 
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fiers,  bipolar  transistors, and field-effect  transistors. 
Introduced in 1975  were the first pulse code modu- 
lation (PCM) P B X S . ~ ' ~  PCM, in which the digital  signal 
represents the value of the signal at the instant of 
sampling,  has  gained  wide  acceptance and is  now 
the predominant technology  for  systems  larger than 
one hundred lines. 

By necessity, the first automatic systems  used  distrib- 
uted-control organizations as their stepping struc- 
tures, thus integrating both control and switching 
technologies. Later systems  designers  specified  con- 
trol architectures based on centralized  hardwired 
relay  logic,  followed  by  hardwired  solid-state  logic, 
and later by special-purpose computers. As computer 

Most businesses  find  that  about  75 
percent of their  telephone  expenses 

consists of charges for network 
usage  and  long-distance calls. 

technology  advanced,  general-purpose computer 
technology  proved  to  be  economical for PBX control. 
As in general-purpose computing, microprocessors 
are used  increasingly  for  all but the most demanding 
applications (in this case, the largest PBXS). 

The ROLM C B X ~  was  first  shipped in April  1975 and 
was the first production pulse  code modulation PBX. 
The original product handled  from 100 to 800 tele- 
phone users. In 1979,  a  smaller  system that allowed 
economical  configurations  as  small  as  40  lines and a 
4000-line product were announced. In  1983, ROLM 
announced a  successor product, the CBX 1 1 , ~  based on 
a new  switching architecture that makes  possible 
substantially more switching  capacity and affords 
greater  flexibility in allocating this capacity to users. 

Features  and  functions  of  the CBX family 

Presented  here are the voice and data capabilities 
supported by the ROLM CBX, which  is  called  simply 
the CBX in this  paper. 

Voice features. When  designing the CBX, we looked 
into voice  usage  with a view toward introducing 
functions and features  for  cost  savings.  Most  busi- 
nesses  find that about 75 percent of their telephone 
expenses  consists of network  usage  charges,  such as 
CO-trunk costs, and the charges  associated  with  long- 
distance  calls.The CBX provides  several  mechanisms 
to control these  expenses. 

Toll restriction. When  using  this  cost-reduction  fa- 
cility, the system administrator assigns station users 
to different  categories,  each  with  its  own  set  of  rules 
for  allowed  calls.The CBX can  restrict  calls by central 
office  prefixes as well  as  by area  codes, to allow 
control of  message-unit  charges and long-distance 
costs. 

Call-detail  recording (COR). CDR saves information 
about outgoing and incoming  calls. For all or se- 
lected  outgoing  calls, the system  records the calling 
number, the called number, the time of the call, its 
duration, an optional account code, and some  addi- 
tional information. From the collected  records,  local 
or remote  analysis  programs pro&.ce reports that 
allow  businesses to bill  telephone usage to depart- 
ments or customers,  detect  abuses, and devise  ways 
to change the network  configuration to improve  cost 
efficiency. 

Least-cost  routing. The CBX provide a routing facil- 
ity that frees the station user  from  ?raving to under- 
stand the configuration of  special  transmission  facil- 
ities, by automatically  placing  each  call  over the 
least-cost  service.  If the lowest-cost trunks are busy, 
the system  may  allow the user  access to more  expen- 
sive  facilities, or it  may  force the user to wait until 
one of the low-cost  services  becomes  avarrable. Effi- 
cient use  of the network  involves  operating the sys- 
tem in such  a way that the low-cost  facilities are busy 
nearly  all the time. To make  this situation palatable 
to the user, the CBX 9ffers  a  feature,  called cull 
queuing, that allows the user  accessing  a  busy  facility 
to wait in a queue with  Mher  callers. The system 
administers the queue on a  first-in,  first-out  basis, 
dialing the number automatically  when the caller 
reaches the head. If the lowest-cost  facilities are not 
available  after  a  predetermined  waiting  period, the 
system  allows the call to go out over more expensive 
services. 

System administrators can combine the toll  restric- 
tion, call queuing, and least-cost routing facilities to 
allow instantaneous access  for certain users to the 
direct-distance-dialing  network,  if the least-cost  fa- 
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cilities are busy. Other calls  would  have to queue 
through a  hierarchy of  facilities. 

Private networks. The CBX can operate with  networks 
of other PBXS connected by leased  tielines or earth- 
satellite  facilities. It also  works  with private switched 
networks  supplied by common camers or regional 
operating companies. Many system administrators 
specify an integrated numbering plan  for  all  sites on 
the network,  allowing station users to dial remote 
stations in the same way as  local  extensions. 

User features. The CBX offers many features to in- 
crease the speed and convenience of using the tele- 
phone. If an extension  is  busy, the caller  may  ask 
the system to call  back  when that number becomes 
free.  People can answer  ringing telephones from any 
location (by number or by group),  easily arrange 
conference  calls, and transfer  calls to other stations. 
If a  call  is  in  progress  when  a  new  call comes in, the 
system informs the user of the new  call and allows 
alternating conversations with the callers,  even on 
single-line  telephones. The user  may put a station in 
do-not-disturb state, whereupon callers hear a  special 
busy  signal. The system  forwards  calls to alternate 
stations or to message systems if the called station is 
busy, if it is in the do-not-disturb mode, or if there 
is no answer. The user  may  also invoke uncondi- 
tional forwarding. The CBX provides  abbreviated 
dialing in three forms: (1)  the user  may  save and 
repeat the last number dialed, (2) the user  may  select 
from  a private library of numbers, or (3) the user 
may  access  a  system-wide  pool. For internal calls, 
the system  displays the number of the calling station 
or the name of its principal user,  while the phone is 
ringing. 

Voice messaging. PhoneMaiP is a computer-con- 
trolled voice  messaging  system that connects to the 
CBX. It sends and receives  voice  messages and an- 
swers  telephones, by digitizing the messages and 
storing them on disk files.’ Subscribers to the system 
retrieve these messages, send  replies,  forward the 
messages to their colleagues, or save them for later 
action from any tone-dial telephone or ROLM- 
phone@ telephone. The system  guides  users through 
their options with  synthesized  speech prompts. A 
communication link integrates the PhoneMail sys- 
tem with the CBX, thereby  allowing such enhanced 
capabilities as flexible telephone answering, message 
notification, single-digit  access,  reply to internal call- 
ers, and distribution lists. 

Specialized applications. In addition to widely  used 
services, the CBX implements some specialized  tele- 

phone services. One of these is the Automatic Call 
Distribution (ACD) system,  which  is  useful to busi- 
nesses in  which  several  agents perform an undiffer- 
entiated service  for  callers,  such as airline reservation 
centers, customer service operations, and catalog 
sales  offices. The system distributes incoming calls 
to agents and equalizes their workloads. If all the 
agents are busy, the system  plays  a suitable recorded 
message to the caller, and provides  music to encour- 

Most new PBXs today are digital 
circuit  switches  that  switch  analog 

information. 

age him to wait.  When an agent  is  available, the 
caller  who  has  waited the longest  is connected. The 
CBX keeps  statistics that allow  supervisors and man- 
agers to evaluate the performance of both the system 
and the agents.  Many  businesses that are too small 
for stand-alone ACDS can afford an ACD system com- 
bined  with  a PBX. 

Another specialized  system  is Centralized Attendant 
Service  (CAS), in which the attendants for  a number 
of PBXS are concentrated at one location called the 
CAS center that connects to CAS branch PBXS by tie 
trunks. When  a  call comes into a branch, the system 
routes it over one of the tie trunks to the center. At 
the center, an attendant answers the call and extends 
it to  an appropriate station in the branch, whereupon 
the system  frees the tieline  for the next  call. A CAS 
system requires fewer attendants than would  be  nec- 
essary  if  each PBX were operated  separately. Having 
all the attendants in one location  simplifies admin- 
istration. 

Data  features. Most  new PBXS today are digital circuit 
switches that switch analog information by first en- 
coding it into digital form. Many such systems can 
economically  provide  local  digital circuit switching 
for data applications, because much of the equip- 
ment for data switching  is  needed  for  voice com- 
munications as well. 

In today’s  office,  two popular models  for computa- 
tion exist. In the mainframe interactive (MFI) model, 
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Figure 1 Local terminal  attachment  through  a PBX 

the user interacts with  programs running on a time- 
shared  machine,  called the host, using a terminal of 
limited  intelligence. In the Personal Computer (PC) 
model, the user  programs run on a private,  local 
machine. The MR model  has a long  history and a 
large  base  of  application  programs.  Indeed,  because 
almost  all  host  application  programs  were  written 
for the MFI model,  personal computers emulate MR 
terminals for  most  local and virtually  all  remote 
communication. 

If the user  spends  most of the time interacting with 
only one local  host, the terminal can  be  cost-effec- 
tively  wired  directly to the  host or to a terminal 
controller that is in turn connected to the host. The 
wiring  from an MR terminal to the host computer 
should be part of a uniform  wiring  scheme, so that 
changes  in terminal locations do not require changes 
in  wiring. The IBM Cabling  System,  which  includes 
an adapter to allow  most IBM 327X terminals to use 
unshielded telephone twisted-pair  wiring,  is a com- 
prehensive implementation of  such a scheme. If each 
user  uses a terminal substantially less than full time, 
a switching element, such  as the PBX shown  in  Figure 

1, between the terminals and the computer (or ter- 
minal controller) allows more users than computer 
ports. This function, called port contention, can  pro- 
vide  economic  benefits in many  circumstances. 

A remote host computer allows  several  alternatives. 
First,  each terminal can  have a modem and can  use 
the same PBX facilities  as  those that provide  voice 
communications to access the remote host  through 
the switched  network.  Also, a terminal controller can 
be installed  near the terminal users,  who communi- 
cate  with the host  through a modem that multiplexes 
the data from  many terminals into one stream to 
save  modem and communications costs.  Figure 2 
shows that the PBX can  connect the user’s terminal 
to a modem, and connect the modem to a trunk. 
This  scheme  is  called modem pooling. Whether  this 
is more  economical than the second  alternative  de- 
pends upon data rates and usage patterns. 

If the user  requires  access to application  programs 
that reside  on  different  hosts, there are two  main 
alternatives. If the hosts support a common network- 
ing  scheme,  such as SNA, the user  can communicate 
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Figure 2 Remote  terminal  access  through  a PBX 

with one host,  which then can  provide connection 
to applications in other hosts. This approach can 
support connection to both local and remote appli- 
cation programs,  but  it  may, at the same time, 
impose  performance  penalties and use  host  resources 
for the networking.  Alternatively,  a PBX may be 
introduced between the terminals and the hosts, 
possibly  with  protocol  converters at either the host 
or terminal ends. 

In the Personal Computer model, desktop computers 
often  need to share information or peripheral equip- 
ment. Both PBXS and local-area  networks (LANS) pro- 
vide the means  for  such  sharing. PBXS are usually 

limited to data transfer  rates of 64K bits  per  second 
or less.  These  rates,  although  usually adequate for 
terminal-to-host communications, could  impose 
performance limitations in  some  machine-to-ma- 
chine applications.  Local-area  networks  provide  in- 
creased  performance in these  applications,  because 
of their ability to deliver  a  large portion of their 
aggregate  bandwidth to any user  for short periods. 

PBX connections are usually  available at almost any 
location in a  building,  whereas  smaller  areas are 
usually  wired  for LANS. PBXS have  access to wide-area 
communications facilities,  which are useful to LAN 
users. PBXS and LANS can thus usefully  be  connected 
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Figure 3 PBWLAN communications  through  gateway 
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with gateways or protocol converters that connect a 
circuit-switched  network and a LAN. This provides 
interoperability for  devices connected to each  type 
of network,  as  shown in Figure 3. A LAN-connected 
user can go through a gateway, emulating an MFI 
terminal, to access remote or local  hosts. A PBX- 
connected user can access LAN services through a 
gateway,  albeit at lower performance than would  be 
possible by direct connection to the LAN. 

CBX data  communications capabilities. The CBX 
provides  circuit-switched, point-to-point communi- 
cations between data devices at rates up to 64K bits 

The  user  can  have  simultaneous 
voice  and  data  connections  to 

different  destinations. 

per  second. Data devices  may  be synchronous or 
asynchronous, and may  use  simplex,  half-duplex, or 
full-duplex communications. The circuits through 
the CBX are transparent to protocol and code  set. 
Attached data devices  may  be terminals, personal 
computers (with communication interface and ap- 
propriate terminal emulation software), computer 
ports, modems, statistical  multiplexors, protocol 
converters, LAN gateways,  etc. 

Desktop devices are connected to digital  telephones, 
which  provide standard 25-pin R S - ~ C  connectors. 
Data Communications Modules (DCMS) in the phone 
provide  signaling  for the terminal devices. Computer 
room applications use rack-mountable versions of 
the DCM. Figure 4 shows a typical installation, indi- 
cating which  signals  flow on which  wires. 

The digital telephones multiplex  voice and data  on 
a high-speed link, but the two  types of signals are 
switched independently by the CBX. Thus, the user 
can have simultaneous voice and data connections 
to different destinations. Every data device attached 
to the CBX has an extension number. In addition, the 
system groups extensions which  provide an undiffer- 
entiated service  (such  as a set  of computer ports 
attached to a host) and gives them a pilot number 

386 KASSON 

and an alphanumeric name. The CBX distributes calls 
to the extensions in  such a data group on a round- 
robin  basis.  Users  who  call a data group that is 
entirely  occupied enter a priority-ordered queue, 
with  calls completing as  facilities  become  available. 
The CBX keeps  statistics on extension utilization, 
average and peak queue lengths,  average time in 
queue, etc. Using  such  statistics, a computer center 
manager  can eliminate underutilized equipment or 
identify  oversubscribed  services.* 

Because a data group may contain equipment with 
mixed communications characteristics, the CBX per- 
forms extensive interoperability checks.  When a user 
calls such a group, the CBX searches the member 
extensions  for a line that matches the characteristics 
of the calling terminal. 

The user  may  request a data call  from the keypad of 
the telephone or from the terminal itself, through an 
interactive dialog  with the CBX processor.  (Only  asyn- 
chronous terminals using the ASCII code  set  may use 
the latter facility.) To establish a call  from the phone, 
the  user  presses a “data” button followed by an 
extension number, a data group pilot number, or  an 
external telephone number. In the last  case, the CBX 
searches its pool  of modems for one that matches 
the  characteristics of the terminal. A digital circuit is 
established  between the terminal and the modem 
and an analog connection is established  between the 
modem and a selected trunk. The telephone number 
supplied by the user  is sent out  on the trunk. A timer 
is then started, and the CBX monitors the modem for 
receipt of carrier. If the carrier is detected  before 
expiration of the timer, the call  is  considered com- 
pleted. 

When  requesting a call  from the terminal, the user 
enters a camage return character. The CBX uses this 
character to compute the data rate of the terminal 
and issues a prompt. The user then enters the exten- 
sion number, external number, or alphanumeric 
name of the desired  party.  When the user queues for 
a busy resource, the CBX periodically  displays the 
user’s current queue position on the terminal. The 
user  may  access other services, such as a directory of 
all  of the callable data groups. 

The system administrator may connect any two data 
devices  from the CBX’S administrative terminal. The 
advantage of establishing  such connections through 
the CBX as  opposed to hardwiring them is that the 
connections can  easily  be rerouted to bypass  failed 
equipment, to meet  time-of-day  peak  loads, or  to 
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Figure 4 Digital  communications  over  ROLMlink 

reorganize computer room equipment. In this appli- 
cation,  the CBX serves as the electronic equivalent of 
a patch panel. 

Organizations going from hardwired to switched 
connections may find themselves vulnerable to  ad- 
ditional accidental or malicious breaches of com- 
puter security. The CBX can help prevent unauthor- 
ized  access to computer information by assigning a 
security class to each terminal attached to  the CBX. 
The CBX data base contains a list  of the callable 
resources associated with each security class and 
completely hides resources from unauthorized users. 

Callable resources can also receive  password protec- 
tion by which the CBX prompts  the user for the 
password  before completing the call.  Passwords can 
also be associated  with terminal devices. These se- 
curity features complement the  normal host com- 
puter security functions. 

CBX II implementation 

Most modern PBXS are best understood by consider- 
ing the switching mechanisms separately from the 
control architecture. This section describes the 
switching structure first. 
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Figure 5 Timedivision multiplexing 

Switching. In time-division multiplexing, as conven- 
tionally applied to telephone systems, input analog 
signals are sampled at regular intervals at rates some- 
what above twice the highest frequency of interest. 
The analog samples are converted to digital repre- 
sentations, which are multiplexed into a data stream 
along with other such digital signals. As shown in 
Figure 5, the format of the  data stream consists of a 
succession offrames  that contain a number of time 
slots in which  signals can be transmitted.  The  dura- 
tion ofa frame is the sampling period &e., the inverse 
of the sampling frequency). One  time slot in  the 
frame is marked as a reference point or frame bound- 
ary, and  the  other  time slots are identified by the 
delay from the reference time slot. Each active com- 
munications path is  assigned a time slot in the  data 
stream and  transmits  its sample in that  time slot, 
once per frame. 

Most PCM telephone switches, whether for central 
exchange or PBX application, cause samples to be 

time-multiplexed from the  input lines or ports into 
a central switching element that  can switch any input 
time slot to  an arbitrary time slot on any output 
port. This approach has the following two disadvan- 
tages: (1)  the central switch provides a fixed cost that 
increases the per-port cost for small systems, and (2) 
the bandwidth available to each port is  fixed. The 
fixed  cost  of the central switch can be reduced by 
designing a family  of central switches  of  varying 
complexity and capacity. Often the central switches 
employ multiple switching stages.’ The fixed band- 
width that is available to each port is the informa- 
tion-cawing capacity of one frame. This capacity 
can be increased by increasing the  number of time 
slots in one frame, but  the link must be designed for 
the largest capacity required by any interface card, 
whether that capacity is  needed or  not. 

The CBX 11 uses a bus-oriented basic  switching 
method. Data from the source card are placed on a 
high-speed bus and transmitted to the destination 
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Figure 6 CBX II intranode  switching  structure 
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Figure 7 Multiple-node CBX II connection  with  internode 
links (INL) 

card. Since each card has the  entire bandwidth of 
the bus available to it, this approach provides great 
flexibility in assigning switching capacity to ports. In 
theory, it is  possible to design a system that is capable 
of assigning its entire switching capacity to just two 
ports. For  many years, the ROLM CBX family was 
unique in its use  of bus-oriented switching, but re- 
cently other switches using this approach have been 
announced.‘O 

In the CBX, six  shelves make  up a cabinet and one  to 
three side-by-side cabinets form a switching node. 
Each  shelf has its own 74M-bit-per-second back- 
plane, and  the shelf also contains an expander card 
that passes information between the shelf and system 
backplanes. 

The CBX 11 provides two alternative system  back- 
planes. In ROLMbus 74  systems,  which have an 
aggregate switching capacity of  74M bits per second, 
the bus structure is “flat,” with all the switched 
information flowing  by  every card in the system. In 
ROLMbusTM 295 systems,  which have 295M bits 
per second switching capacity per switching node, a 
four-to-one concentration is performed at each shelf, 
where the 74M-bit-per-second shelf bus is connected 
to  the 295M-bit-per-second intershelf bus. Figure 6 
shows  how these components fit together. 

At the present time, it is not practical to build PBXS 
with bus structures of greater capacity than  about 
500M bits per second. Therefore, CBX systems re- 
quiring more than 295M-bit-per-second switching 
capacity are constructed by joining  up  to fifteen 
nodes through time-slot interchangers, which  allow 
the assignment of time slots in each node indepen- 
dently of the assignments in the  other nodes. For 
internode communication,  the CBX 11 uses  fiber optic 
internode links (INLS), each of which can carry up  to 
74M bits per second over distances up  to 12 000 
meters, as shown in Figure 7. 

The interface shelf: Twisted-pair wiring brings all 
voice and data signals to  the system. This wiring 
terminates in circuit cards that  are arranged in inter- 
face  shelves. The CBX 11 interface shelf contains inter- 
face cards and shared resources. Each interface card 
has two connectors: (1)  the line interface connector 
connects to telephone and  data  equipment;  and  (2) 
the second connector goes to  the data bus, carrying 
voice samples, data, and control information  to  the 
card. The expander card is  used to exchange data 
and control information with other shelves. There 
are two different types of expander cards, one for 
ROLMbus 74 and  another for ROLMbus 295. 

The digital bus allows resources to be shared over 
many ports and  to be accessed from anywhere in the 
system. The circuitry implementing these functions 
is  packaged on cards that interface only to  the back- 
plane. One card generates call  progress tones and 
dual-tone multifrequency tones using digital signal 
processing. Two multiplexed digital signal  processing 
cards implement the conferencing circuitry. DTMF 
registers,  which convert the analog tone signaling to 
a format the system controller can handle, are pack- 
aged four to a card. Dial-pulse  registers and senders 
occur in groups of  16. For increased reliability, the 
system  allows for the duplication of all shared re- 
sources. 

ROLMbus 74 and 295. The capacity (74M bits per 
second) and clock  speed (4.608 MHz) of ROLMbus 
74 are identical to those of an interface shelf. The 
controller for ROLMbus 74 continuously supplies 
the expanders with addressing information that spec- 
ifies which  devices are  to  communicate  in what time 
slots. 

ROLMbus 74 is about 38 feet long, which  is about 
one-quarter wavelength  of the 4.608-MHz clock. 
The systems designers could not substantially in- 
crease the system capacity simply by increasing the 
clock speed. Instead they used a new transmission 
technique. ROLMbus 295 is a unidirectional, trav- 
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Figure 8 ROLMbus 295 detail 

eling-wave bus  that consists of source and destination 
buses. 

In ROLMbus 295, the turnaround card acts as a 
repeater to isolate the source bus from the destina- 
tion bus and generates clock  signals that propagate 
along the destination bus, as illustrated in Figure 8. 
Each expander uses the clock for all timing. There- 
fore, although the expanders are all out of phase with 
one  another, they maintain  the correct phase rela- 
tionship with the  data, which travel along the bus in 
the  same direction as the clock. The source shelf 
expander transmits  a  data word onto  the source bus, 

which propagates it to  the  turnaround.The  turna- 
round repeats the word back onto  the destination 
bus, from which it is captured by the expander on 
the destination shelf. 

In multinode systems, the  turnaround allows effi- 
cient use  of the backplane transmission capacity by 
placing information from other nodes on the desti- 
nation bus. Suppose a call  is in progress  between a 
local node with phone X and  a remote node with 
phone Y. When X transmits  a voice sample, it flows 
out  onto  the local source bus and down to  the 
turnaround, which captures that sample and sends 
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Table 1 System software components m i  system  Thousands 
of Lines 

system 
Memory 

of code 

9000 
1M byte 
4M byte 

it directly to  the remote node. The  empty destination 
bus cycle  is then filled in with a sample from Y. 

Other switching modes. The CBX II has architectural 
provisions for three new data-handling modes, which 
allow partitioning of the  ROLMbus 295 capacity 
into noninteracting segments of shared  access 
groups, broadcast groups, supermultiplexed chan- 
nels, an,' ordinary data  or voice connections. By 
using supermultiplexing, blocks of transmission ca- 
pacity can be allocated to provide full-duplex switch- 
ing services at speeds up  to 37M bits per second. 
Shared-access mode provides common broadcast ca- 
pabilities to a number of cards and allows for access 
arbitration independently of normal call  processing 
mechanisms. Shared-access mode uses special com- 
mands  to  instruct a group of  device interfaces to 
share some  part of the system transmission capacity. 
Broadcast mode allows one device to transmit to a 
number of listeners simultaneously. This mode uses 
special commands in order to instruct a number of 
cards to read data from a single source simultane- 
ously. 

Control subsystem. Each CBX 11 node uses a hierar- 
chical control  structure  in which a single call-proc- 
essing computer controls each node communicating 
with the interface cards over the same bus structure 
used for switching, as shown in Figure 9. Most of 
the interface cards carry out  the signaling protocols 
with microprocessors to simplify the task of the  main 
computer. In multinode systems, the system  uses a 
peer-to-peer distributed processing arrangement in 
which the nodes communicate over a packet- 
switched network. Each node retains the intelligence 
it needs for local call  processing,  whereas the network 
of controllers share common processing  tasks. To 
improve reliability, there are two independent packet 
networks, and each CPU connects to both. In geo- 
graphically distributed systems, the  internode link 
carries the packet network. 

The CPU, TDM Network Controller, ROLMbus, and 
one expander for each shelf form the control subsys- 
tem. Systems with common control redundancy 
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have duplicated the entire control structure of a 
node, including the CPU, ROLMbus, and expanders. 
Only one  common control side  is active at a time. 
The standby side runs diagnostics and keeps  itself 
updated on connections and  other aspects of the 
system status should it be required to take over. 

The control processor can be either the 8000 ( 16-bit) 
processor or the 9000 (32-bit) processor. The 8000 
and 9000 systems have different processors and sys- 
tem software. The 8000 processor  is a 16-bit  design, 
and  its software  is written entirely in assembly lan- 
guage. The 8000 systems operate in single-node con- 
figurations only, and they have restrictions on  the 
number of lines supported. 

The 9000 system, on the  other  hand, is designed to 
support multinode configurations. The 9000 proc- 
essor  is a 32-bit design. One 9000 processor  design 
objective was to incorporate specialized instructions 
to assist in processing telephony applications. These 
applications include hardware support for the ma- 
nipulation of nibble and bit items and linked-list 
operations. The 9000 software  is written entirely in 
a RoLM-designed language that combines features of 
the C and Pascal  languages. 

Table 1 shows the size of the 8000 and 9000 systems, 
both in number of lines of code in each, in the 
system memory requirements, and  in  the total line 
sizes supported by each system. 

The 9000 software  is made up of the following 
component subsystems: 

Telephony application and data switching. The 
telephone application and data-switching subsys- 
tem is the largest  software component in the 9000 
processor  system and implements all call-process- 
ing and data-switching features. 
Front-end processor (FEP). The FEP is the only 
software component  that interfaces with the TDM 
network. It senses events, such as a station going 
off-hook, and sends messages to  the telephony 
application software indicating this state change. 
It also receives requests from the application soft- 
ware and makes state changes in the TDM network. 
These changes include ringing phones, sending call 
progress tones, and making connections. 
Conjiguration. The configuration system lets the 
system administrator make changes in the config- 
uration of the system. These changes include add- 
ing, moving, or deleting stations and trunks, or 
changing their characteristics. The configuration 
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Figure 9 CBX II control subsystem 
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Figure 10 Software  control of a  telephone  call:  Phase 1 

system maintains this information in  data bases 
that  the  remainder of the system consults to com- 
plete calls. 
Operating andjile system. The operating system 
provides a series  of primitives that  the remainder 
of the software uses to access  system-level  facilities. 
These facilities include the allocation of memory 
and  the scheduling of  tasks. The file  system pro- 
vides software access to storage on fixed- and 
flexible-disk  devices. 
System integrity. A system integrity component 
performs the testing of both hardware and soft- 
ware subsystems. 

Placing a  call. The 9000 processor system is an event- 
driven system. That is, the 9000 processor detects an 
event happening in  the TDM network and responds 
to it. The following example is for an  internal call 
placed between two stations on a single node. Out- 
going  calls and calls  between stations on different 
nodes follow the same general flow, but require 
additional processing steps. 

Phase 1. The starting of the call.  See  Figure 10. 

1. A call  begins  when a telephone goes  off-hook. The 
front-end processor (FEP) detects this event at a 

particular physical location within the switch. 
2. The front-end processor sends a message to the 

applications event handler. The event handler 
performs physical-to-logical address translation, 
and, hence, it is involved in all communications 
from the FEP to  the applications software. 

3. The event handler next looks up this station’s 
address in several data bases. It determines the 
station’s extension number from the station con- 
figuration data base and  the characteristics of the 
device from the  terminal  data base. The event 
handler ensures that  the extension is not involved 
in another transaction by consulting the tele- 
phone transaction data base. 

4. The event handler then creates a transaction rec- 
ord in which important information about  the 
call  resides. It also creates a transaction supervisor 
task to handle subsequent steps in completing the 
call. The event handler passes control to  the trans- 
action supervisor via an operating system (os) 
call. 

Phase 2. Getting the dialing string. See Figure 1 1. 

1. The transaction supervisor instructs the FEP to 
send the dial tone  to  the station and  to collect 
dialed digits. It does not interact with the event 
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handler for this  communication.  The event han- 
dler passes a number  (the station physical address) 
to the transaction supervisor to permit direct 
communication from the transaction supervisor 
to  the FEP. The reverse communication  path does 
not happen. After this (and all) calls on the FEP, 
the transaction supervisor suspends, waiting for a 
digit or another event that causes the event han- 
dler to reschedule it. 

2. The FEP sends the dialed digits to the event han- 
dler. The event handler schedules the transaction 
supervisor to parse each digit as it comes in  and 
to  determine what kind of call this is. When it 
receives a parsable stream, the transaction super- 
visor  engages the appropriate call-processing  soft- 
ware to process the call. 

Phase 3. Can  the call  be completed? See Figure 12. 

1. The transaction supervisor requests the FEP to 
disconnect all common  equipment, such as tone 
generators and digit collection registers. 

2. The transaction supervisor determines from the 
class-of-service data base whether the phone is 
authorized to make the call requested. If so, it 
then  determines  the target extension of the called 

party from the extension data base, and deter- 
mines whether the target extension is  involved in 
another call,  using the station transaction data 
base.  If the transaction supervisor cannot com- 
plete the call,  it requests the FEP to send appro- 
priate tones to  the station. 

Phase 4. Completing the call. See Figure  13. 

1. If the call can be completed, the transaction su- 
pervisor requests the FEP to ring the called phone 
and  to give  ringback to  the calling phone. 

2.  If the called phone goes  off-hook, the FEP sends a 
message to  the event handler. The event handler 
reschedules the transaction supervisor and passes 
this information to it. The transaction supervisor 
requests the FEP to  terminate  the ring and ring- 
back and  to make a two-way connection. The 
transaction supervisor then exits the system 
through an os call. 

Transaction supervisors do not persist until the call 
terminates, because  calls  last for a relatively  long and 
indeterminate time. The system creates a separate 
task to  tear down the call  when the call terminates. 

Figure 12 Software  control of a  telephone  call:  Phase 3 Figure 13 Software  control of a  telephone  call:  Phase 4 
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ROLMlink" 

The CBX 11 supports many types  of terminal links, the 
most common of  which  is a serial protocol called 
ROLMlink. ROLMlink provides a full-duplex com- 
munications channel of 256K bits per second from 
the switch to  the terminal equipment, camed  on 
unshielded telephone twisted pairs for distances up 
to 1300 meters. The link protocol is synchronous, 

Diagnostic  programs  run 
continuously as low-priority  tasks. 

operating bidirectionally over a single pair. Both 
ends transmit simultaneously, by separating the sig- 
nals  with hybrid line-balancing circuits. The link 
transmits both voice and  data in 64K-bit-per-second 
subchannels. 

The system  uses this link to support a family of 
digital instruments, ranging from single-line  tele- 
phones through telephones with both a speaker- 
phone  and a 60-character liquid crystal display (LCD) 
to integrated voice/data terminals and personal com- 
puters. Each instrument provides one-button feature 
access, configurable keys, and hands-free dialing. 
Each phone is configurable for quick access to pop- 
ular features, such as conferencing, forwarding, 
transfemng,  and abbreviated dialing. 

Maintenance 

A built-in modem allows remote reconfiguration and 
access to diagnostic programs that normally run 
continuously as low-priority tasks. These programs 
are referred to collectively as system integrity. Access 
to  the reconfiguration and system integrity system is 
controlled through a password protocol similar to 
those that  are used on time-sharing systems." 

Once  the security checks have been passed, the ser- 
vice person interacts with the CBX diagnostic pro- 
grams. The  computer may read and write patterns 
to  the  data bus directly. System integrity often takes 
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advantage of this ability to create test connections to 
the modules under test, thereby allowing more ac- 
curate trouble-shooting than indirect methods. 

When system integrity detects a fault, it enters the 
physical location of the offending circuit and a de- 
scription of the failed  test into  an error table, and 
then activates an alarm indicator on  the  attendant's 
console. If a fault occurs during  the night, the main- 
taining organization may detect it before the  atten- 
dant does. Many such organizations remotely poll 
their CBX systems before normal working hours and 
dispatch a service technician when a fault is detected. 
In addition to  the system integrity routines, the 
service technician uses status-monitoring and trace 
programs to localize subtle faults, including miscon- 
figurations and user-training problems." 

Field reconfiguration of the CBX takes place  using 
the same methods used to access  system integrity. 
Because  software determines virtually the entire CBX 
configuration, many changes do  not involve chang- 
ing hardware and are handled remotely. Technicians 
can remotely administer nearly all station and  trunk 
attributes and many system tables, thus providing 
lower-cost implementation and more accurate rec- 
ord keeping. 

Future  directions 

In the next five years, the characteristics of a tele- 
phone network will begin to change dramatically. 
Because the standards that  are expected to play such 
an  important role in the coming changes are now 
being settled, we can already predict the  broad 
outlines of this change. Virtually all of the major 
European and most of the United States telephone 
operating companies and  common  camers have  ex- 
pressed their support for a set of international stan- 
dards, collectively termed Integrated Services  Digital 
Network (ISDN). The ultimate objective of ISDN is to 
allow the implementation of public and private net- 
works that provide services ranging from simple 
voice circuit switching, through data circuit and 
packet  switching, to videotex, data base  services, and 
computing services.13 The standards, although not 
complete, are being developed in a bottom-up, hi- 
erarchical fashion, with the lower  levels of the pro- 
tocols being standardized first. There are several trial 
implementations already underway. Even though 
the widespread implementation of the ISDN standards 
is still  several  years  away and actual implementations 
may not conform exactly to  the present codifications, 
the trends  are clear. 
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All ISDN communications will  be digital, with both 
circuit- and packet-switching channels available. 
Transparent switching will allow  voice, character- 
oriented data,  and  other coded information. Voice 
will be coded at 64K bits per second using PCM. 
There will be clear-channel digital circuits at 64K 
bits per second, and packet-switching channels at 
16K bits per second and  64K bits per second. Two 
64K-bit-per-second and  one 1 6K-bit-per-second 
channel will be multiplexed onto  one link that will 
be used to connect telephones, computers, and desk- 
top devices to PBXS and public and private networks. 
Higher-bandwidth connections with 23 (30 in Eu- 
rope) 64K-bit-per-second circuit-switched channels 
and  one 64K-bit-per-second packet-switched chan- 
nel  will provide connection among PBXS, computers, 
and public and private networks. 

Even without the advanced services promised under 
ISDN, inexpensive, high-speed  global communica- 
tions will make possible applications that  are  too 
costly or too slow today. The lower-speed interface 
will probably become a standard native terminal  and 
personal computer interface. This will be the result 
of low  cost in the terminal equipment, because  of 
the high volume of  large-scale integrated (LSI) cir- 
cuits, low  cost in the PBX and the public-switched 
network, and  the  commonality between the voice 
and  the  data protocols. The higher-speed interface 
will be used to connect computers and PBXS to  the 
public-switched network. This higher-speed interface 
will act as a multiplexed interface between PBXS and 
computers  and as a high-speed interface between 
data  terminals  and hosts. 

Although the ISDN standards provide a reference 
point for the next decade of communications ad- 
vances, much of the future is uncertain, because  of 
simultaneous changes in business and technology. 
The following are some of those uncertainties: 

It will  be many years  before the results of the 
current  communications industry deregulation be- 
come clear. 
The economic trade-offs among optical fiber, sat- 
ellite, and switched-versus-leased transmission will 
continue  to change in unpredictable ways.14 
Inexpensive desktop processing will cause new 
communications protocols to evolve in unex- 
pected  ways. 
More sophisticated modems, which make better 
use  of the existing analog transmission facilities, 
will compete with new digital transmission offer- 
ings with uncertain near-term results. 
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More sophisticated bandwidth compression tech- 
niques implemented in inexpensive large-scale in- 
tegration will compete for marketplace acceptance 
with  lower-cost transmission facilities. (Inasmuch 
as mankind appears to have an insatiable appetite 
for both communication  and information, both 
forces will coexist for a long time.) 

The following trends seem to be  clear: 

High-speed  digital  wide-area communications fa- 
cilities will continue  to become more available at 
lower cost. 
Because  of their low entry costs and abilities to 
handle high instantaneous bandwidths, multiple 
simultaneous sessions, and broadcast communi- 
cations, local-area networks (LANS) will continue 
to proliferate, and  the present gateways  between 
LANS and  the circuit-switched world will increase 
in capacity and features. 
Using the common-channel signaling capabilities 
provided by ISDN, private PBX networks will  be 
designed to allow many more features to be sup- 
ported across large  geographical areas, as well as 
providing for advanced network management fa- 
cilities. 
PBX management software will  be more closely 
linked to  computer system administration tools, 
thereby achieving an integrated view of manage- 
ment of all communications facilities. 

It seems certain that the next five years,  even more 
than  the last  five,  will  see  new and exotic commu- 
nications. capabilities accompanied by confusion 
about their proper use. 

Concluding remarks 

The  combination of computer-controlled time-divi- 
sion multiplexing with  pulse-code modulation and 
bus architecture of the ROLM CBXS makes possible 
data  communications features that  are vital to busi- 
ness. Such data  communications features include 
communications with host computers, desktop de- 
vices, and many types of local- and wide-area com- 
munications networks. This computer control struc- 
ture has allowed the addition of features like auto- 
matic call distribution, centralized attendant service, 
and voice  messaging. 

The CBX 11 provides a switching  system that  can be 
constructed in large  sizes without sacrificing  traffic 
capacity. Using modular architecture, the CBX 11 pro- 
vides many advanced features without serious cost 
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need the switching  flexibility. 
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