Object storage
hierarchy management

The Object Access Method (OAM) component of
MVS/Data Facility Product is responsible for the stor-
age, retrieval, and management of objects in IBM
MVS/ESA™ ImagePlus™ systems and in other applica-
tions. The OAM Storage Management Component is
the subcomponent of OAM that provides storage man-
agement for objects stored within an object storage
hierarchy. Storage management is a cyclic procedure
which assures that data are stored in conformity to a
policy defined by the data processing storage adminis-
trator. During a storage management cycle, the OAM
Storage Management Component (OSMC) selects ob-
jects for processing based on requirements for
backup, expiration, or service level changes. This pa-
per describes the concepts of object storage manage-
ment using a storage hierarchy that contains DASD
and optical disk storage.

he introduction of images as a data type for

computer storage and processing generated a
requirement for convenient services to enable the
development of applications that use images. It was
soon recognized that images were only one of many
kinds of data that are currently not subject to com-
puter processing simply because of the volume and
cost of storage. Individual items of these data, such
as images or voice recordings, began to be discussed
as “objects” to identify them as data elements that
do not have conventional record structure. An object
can be treated as a named bit stream of known
length, whose size can vary from a few bytes to
megabytes. This application development require-
ment led to the design of the Object Access Method
to provide for storing, retrieving, and managing ob-
jects.
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The Object Access Method (0aM) consists of three
parts. The first of these, the Object Storage and
Retrieval subcomponent, provides an application
programming interface for storing, retrieving, and
deleting individual objects and changing the man-
agement policy for those objects. It provides these
functions for applications developed to operate in a
number of environments on MVS/ESA™ systems.

The second part of 0AM, the Library Control System
subcomponent, writes and reads objects on optical
disk storage, manages the optical disk volumes on
which the objects reside, and controls the associated
hardware resources.

The 0AM Storage Management Component (OSMC),
the third part of 0AM, determines where objects
should be stored, manages object movement within
an object storage hierarchy, and manages object
expiration and backup based on the storage manage-
ment policy of the installation. The need for storage
management is defined by the large volume of data
anticipated, and the range of performance require-
ments in accessing the data, along with the expecta-
tion that the access requirements of the data will
change as the data age. The emerging concepts of
systems-managed storage were applied and extended
to provide the basis for osMmc.
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Figure 1 Overview of access to object storage
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OsMC provides two critical functions in the Object
Access Method. It interprets the storage management
policy, and it provides an automatic management
capability for the stored objects. Figure 1 illustrates
the relationship between 0AM, an application pro-
gram, and an object storage hierarchy. The figure
shows that an application program requests services
from OAM to access the object storage hierarchy
through an application programming interface. 0OAM
uses database services and a storage management
policy as needed to process the request.

The definition of the object storage hierarchy consid-
ered the diverse capacity, performance, and cost
characteristics of DASD, magnetic tape, and optical
disk. Figure 2 relates the cost and access time of
DASD, optical disk, and magnetic tape storage, and
shows that DASD has very low access time at a cost
that is higher than optical disk or magnetic tape,
whereas optical disk storage provides faster access
than is available with magnetic tape, at a slightly
higher cost.

Many applications require the subsecond access time
of DASD for short-term storage so that DASD must be
included as the highest level of the hierarchy. How-
ever, the volume of object data and the expected cost
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Figure 2 Relative cost of storage media
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objective for object-processing applications effec-
tively preclude retaining objects on DASD storage
permanently. Recent development of optical storage
has provided a new large-capacity storage medium
with cost and performance characteristics that are
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Figure 3 Obiject storage hierarchy characteristics
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intermediate to magnetic tape and magnetic disk.
Optical storage may actually cost more than mag-
netic tape storage, but its direct access capability
makes it preferable for a wide variety of applications.
The media life of optical storage is suitable for long-
term storage, and the cost makes it possible to store
a very large quantity of data at a fraction of the cost
of magnetic DAsD. For this reason, an optical disk
library was selected as the next level in the hierarchy.
The third level of the hierarchy is the shelf storage
that is used to store the optical disks that have been
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removed from a library to make space available for
storage of additional objects. Although the media
cost of magnetic tape storage is less than that of
optical storage, when the cost of moving vast
amounts of data is considered, it is preferable to
retain the data on the optical disks.

To provide the flexibility required for a large variety
of applications involving objects, and to provide
access times necessary to meet the performance re-
quirements of those applications, 0AM was designed
to allow partial hierarchy configurations. A configu-
ration may have only one level of storage, or may
have two levels, as long as it supports the application
requirement and is consistent with the storage man-
agement policy.

A system-managed storage hierarchy thus provides
both near-term and long-term storage for large
amounts of data at a reasonable cost and perform-
ance. Optical disk cartridges stored on external
shelves and mounted on a stand-alone optical disk
drive by an operator can provide essentially unlim-
ited long-term storage with a response time that is
manageable. A combination of DASD, library-resi-
dent optical disks, and shelf-resident optical disks as
an object storage hierarchy can provide a cost-effec-
tive means for storing large volumes of object data,
while providing reasonable response times for many
applications. This is shown in Figure 3. The arrows
show that performance and storage cost increase at
the higher levels of the hierarchy, whereas object age
and storage capacity increase at the lower level of
the hierarchy.

Objects in an object storage hierarchy are managed
by placing them at the hierarchy level appropriate to
their current usage. They reside on DASD when they
require short response time, on a library-resident
optical disk for moderate response time, or on a
shelf-resident optical disk for the longer response
time acceptable for long-term storage. Many object
processing applications are expected to deal with very
large numbers of objects—from hundreds of thou-
sands to millions per day. The daily volume along
with the data retention requirement can easily result
in an inventory of hundreds of millions of objects.
Figure 4 illustrates the cumulative distribution of
object data by age. The figure shows that the number
of objects in the object storage hierarchy grows until
the maximum object retention time is exceeded and
then remains constant since the deletion of older
objects offsets the storing of new ones. An automated
storage management facility is a necessity for dealing
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with an inventory of this size in a timely and efficient
manner.

The next section on storage management concepts
describes the use of a storage management policy to
manage objects using logical and physical defini-
tions. Other sections of the paper discuss the per-
formance and design considerations for implemen-
tation of both the 0AM Storage Management Com-
ponent and the optical library interface.

Storage management concepts

MYVS/Data Facility Product (Mvs/DFP™) Version 3
Release 1 introduced the Storage Management Sub-
system (SMS) and the concept of managing the data
set storage for an installation according to a policy
defined by an administrator. The storage manage-
ment policy identified the systems being managed,
provided lists of characteristics for data sets and
grouped DASD volumes, and allowed the storage
administrator to define selection routines that asso-
ciated management criteria with data sets.

For 0aM, the storage management policy is a descrip-
tion of the volume and life cycle of object data used
for a business application. For example, a business
may wish to capture its incoming mail as image data
and replace current paper handling procedures with
automated processes using images. After initial proc-
essing, the data may never be referenced again but
must be kept a specified length of time for legal
purposes. The response requirements for the current
mail may be very high, but those for older documents
much less stringent. Another business, or segment of
the same business, may wish to capture and archive
paper documents that may never be referenced. In
each case, there is a need to describe how documents
are grouped and to manage how those groups of
documents are stored throughout their expected life-
time. These examples are illustrated in Figure 5. The
curve represents an application where objects are
frequently referenced when they are new, but the
reference frequency declines as the object ages. The
dashed line represents an archive application where
objects are rarely referenced, regardless of age.

The implementation of system management for ob-
ject storage required additions to the system catalog
and to the definition of a storage management policy.
The system catalog was extended to provide for
cataloging of collections of objects. The storage man-
agement policy was enhanced to include the means
to define an object storage hierarchy with a relational
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Figure 5 Data access frequency as objects age

object directory structure,' and to extend the range
of performance and management parameters to pro-
vide for object placement and movement within that
storage hierarchy.

The Storage Management Subsystem (sMs) provides
several key functions for osMC. It provides services
to define, store, control, and access storage manage-
ment policies for objects managed by osMC. SMS also
invokes the automatic class selection routines as
requested by osMc to define or change the class or
storage group.

A storage management policy is stored in an SMS
source control data set. A complete storage manage-
ment policy for osMC has definitions for the storage
class, management class, and storage group con-
structs, and a set of automatic class selection rou-
tines. The storage class construct is used primarily
to determine whether the performance objective of
an object will tolerate storage on an optical volume,
and has been extended to include a parameter that
defines the maximum allowable access delay. The
management class construct is used to determine
backup and expiration requirements and control the
timing of storage and management class changes. It
has been extended to provide for the definition of
transition criteria. The storage group construct pro-
vides the definition of physical storage, including the
designation of the databases and optical libraries that

HARDING ET AL 387




Table 1 Relationship of OSMC to SMS

Performance objectives Storage class

Placement to a set of volumes Storage group

can be used for selected objects. This construct has
been extended to include new types of storage
groups, definition of optical libraries eligible for ob-
ject storage, and definition of storage management
cycle start times. The automatic class selection (ACS)
routines are used to assign storage class, management
class, and storage group for a collection, and to
validate or override storage class and management
class assignments requested by an application. The
ACS services have been extended to provide the en-
vironments needed for object storage management,
and to provide for the collection name, object name
convention used for identifying objects.

OSMC usage of SMs constructs is summarized in Table
1. OSMC uses parameter values from the named sMs
construct or service to determine the action to be
taken for the object being processed.

Storage classes for objects. Storage class allows the
storage administrator to define a level of service for
data sets and objects. Levels of service are based on
the performance objectives for an application. This
allows the storage administrator to define device-
independent performance levels that OAM can use to
determine the best fit to the available hardware.

While sMs manages only permanently mounted me-
dia for data set storage, OAM manages an object
storage hierarchy which can contain permanently
mounted DASD volumes and mountable optical vol-
umes. The mountable optical volumes can reside
either inside an optical library where mechanical
location and mounting is available or outside an
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optical library where an operator must locate and
mount the volume.

The storage class construct was extended for 0AM to
differentiate between permanently resident DASD and
mountable optical volumes within a library or on a
shelf. This allows the storage administrator to expand
the performance range for object read or write op-
erations to include a new factor in that perform-
ance—the delay the application can tolerate before
the initial availability of the data.

For example, an application may require a short
response time for new objects but can accept a longer
response time for objects as they age and are less
likely to be referenced. The storage class is used by
OSMC to determine the performance objective for an
object and to influence where the object is placed
within an object storage hierarchy. Assigning differ-
ent storage classes to an object over time can be a
means to define a series of steps for moving the
object to slower, less expensive devices in the object
storage hierarchy.

Management classes for objects. Management class
parameters are provided to allow a storage adminis-
trator to define retention, backup, and class transi-
tion criteria for object management.

The retention characteristic of an object is used to
determine when an object reaches its expiration date.
When an object expires, all reference to that object
1s deleted.

The backup parameter of the management class
assigned to an object determines whether a backup
copy of the object is required. Creation of a backup
copy of an object may be completed during the first
storage management cycle after the object is entered
into the system, or it may be deferred until the
management class assignment is changed. Because
objects do not change, only one backup copy of an
object is ever written.

The changing logical characteristics of objects are
recorded within 0AM by changing the storage class
and management class assignments, The process of
changing the class assignments is called class transi-
tion. Storage class transition can imply movement
of objects between different levels of an object storage
hierarchy since the different levels of the hierarchy
have different performance characteristics. Manage-
ment class transition implies the immediate appli-
cation of new management criteria. Both transitions
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can occur at the same time. The results of a class
transition are determined by running the storage
class and management class automatic class selection
routines at the time the transition occurs. That time
is determined by using the object class transition
criteria specified in the management class currently
assigned to the object. The automatic class selection
routines are discussed in a later section of the paper.

OAM recognizes three mutually exclusive class tran-
sition criteria: 1) the time since the object was cre-
ated, 2) the time since the object was last used, and
3) a periodic calendar function.

Time since creation and time since last use are both
specifiable in years, months, and/or days. For ex-
ample, a class transition could be scheduled for 30
days after the object was last referenced or 2 years,
3 months, and 15 days after the object was created.

A periodic class transition can be requested either
on the first, last, or #th day of the month, the quarter,
or the year; or on the first, last, or nth day of the mth
month of the quarter or the year. For example, if
today is October 12th, an object whose management
class had scheduled a class transition on the last day
of the first month of the quarter would undergo a
class transition on October 31st.

When the class transition criteria for an object are
met, the automatic class selection routines are called
to determine the new storage class and/or manage-
ment class for the object. After the class transition,
the object is managed according to its new storage
class and/or management class. This includes the
possible movement of the object to a new level in
the storage hierarchy.

Storage groups for objects. For data sets, a storage
group is one or more volumes that are treated as if
they were a single volume. oaM defines two new
types of storage groups for objects—the OBJECT stor-
age group and the OBJECT BACKUP storage group. An
OBJECT storage group defines an object storage hier-
archy. An OBJECT BACKUP storage group defines
where an optical backup copy can be written.

Each OBJECT storage group has one or more types of
data storage device. The DASD level of an OBJECT
storage group and the object directory are defined by
selecting one of the 100 possible OBJECT storage
group qualifiers. The qualifier identifies a database
containing an object directory, object storage, and
their associated indexes.
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The object directory is included as an indexed data-
base within the storage group because it provides the
performance, recoverability, and relational capabil-
ity required for handling the very large number of
objects expected by OAM.

The OBJECT storage group can optionally contain
optical storage. Its definition can include either one
to eight optical libraries or all of the stand-alone
optical drives (pseudolibrary) associated with the
system. The storage group definition only includes
those optical devices to which objects can be written.
Once written, an object can be read using any optical
drive capable of reading the media.

Differences in the physical geometry of the devices
within an object storage hierarchy are handled by
0AM by segmenting objects, as needed, for writing to
DASD or to optical disk. The only device character-
istics of concern to the application developer and
storage administrator are the quantity and perform-
ance of available storage.

Automatic class selection routines for objects. Au-
tomatic class selection (ACS) routines determine SMS
classes and storage groups for objects and collections
of objects. ACs routines are run for objects in four
cases as follows:

1. When the first object is stored in a new collection

2. When a storage class and/or management class is
specified on a request to store a new object

3. When an explicit request is made to change the
storage class and/or management class for an
object

4. When a class transition event occurs for an object

When the first object is stored in a collection, the
ACS routines are invoked to assign the collection to
a storage group and to assign a default storage class
and management class for all objects in the collec-
tion. Once assigned to a storage group, a collection
and all objects in that collection remain in that
storage group.

When an object is stored, its initial storage class and
management class can be determined by using the
default storage class and management class assigned
to the collection, or by specifying either or both of
them explicitly and running the storage class and
management class ACS routines to approve or alter
the request(s). If there are no explicit classes specified
on a request to store an object, the ACS routines are
not invoked for the object.

HARDING ET AL, 389




There are two ways to alter the storage class or
management class assignment of an object after the
object has been stored. The user can request a change
for that object or a class transition can occur. When
a user requests a change for an object through the
0OAM application programming interface, the Acs rou-
tines invoked depend on the type of change re-
quested.

When a class transition event occurs, as defined in
the current management class of the object, osSMC
invokes the ACs routines to determine if the object
should be assigned to a new storage class and man-
agement class. The performance level requested un-
der the new storage class definition may require that
the object be moved to a different level in the object
storage hierarchy defined for its storage group. The
management criteria associated with a new manage-
ment class establish the criteria for the next class
transition. They may also cause a backup copy to be
made or cause the object to be deleted.

OAM storage management

The implementation of automatic storage manage-
ment and application processing for objects required
the creation of additional linkages and structures
including:

e A means for locating very large numbers of objects
without overwhelming the existing catalog struc-
ture

* A secondary catalog structure for data about in-
dividual objects

e An OAM interpreter for sMs storage management
constructs

e A way to track and select objects for automatic
storage management

The techniques used to address these object storage
management requirements are described in the fol-
lowing sections.

Collections. The ability to locate existing objects in
storage is fundamental to any data processing sys-
tem. The facility that carries out the locate function
for data sets in an MvS system is the catalog.2 Typical
MVS systems may have tens or even hundreds of
thousands of data set entries recorded in a hierarchy
of catalogs.

In contrast, 0AM must be able to manage hundreds
of millions of objects, which if individually cataloged
would require an excessively large catalog. Because
an inventory of objects already exists for each storage
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group in its object directory, and because the object
directory contains location information for each ob-
ject, an object can be located simply by looking in
the correct storage group directory.

The storage group, however, is an internal storage
management concept used by the storage adminis-
trator to designate distinct physical devices or data
volumes, and is used by 0OAM to determine which
databases and optical volumes are to be used for
which objects. It is undesirable to require an appli-
cation to have knowledge of the storage group as-
signment of an object. It is even more undesirable
to require the end user to specify the storage group
assignment of an object, since the end user should
only need to be concerned with the logical charac-
teristics of the data. This results in a requirement for
an application-related, logical classification of ob-
jects that is easily mapped to a storage group. The
classification is the assignment of objects to collec-
tions. A collection is a set of objects that reside in a
single storage group and that have the same default
storage class and management class assignments.

The system catalog was extended through the con-
cept of collections to handle the large numbers of
objects expected for image applications. A catalog
entry is defined for each collection, and provides the
default storage class and management class assign-
ments for objects stored in the collection, and the
identifier of the storage group where the collection is
physically stored. A storage group may have any
number of collections. A collection cannot span
multiple storage groups.

Every object must belong to a collection because this
provides the entry to the procedure to locate the
object. Object names must be unique within a col-
lection, but different collections may have objects
with the same name. The objects themselves must
be unique, not simply alternate pointers to the same
object.

A typical application would require one or more
collections, depending on the variety of objects used
by the application and the management require-
ments of the objects. If objects used in different
applications are assigned to the same collection, a
change in performance or management require-
ments for objects used by one application would also
affect objects used by the other.

The object directory. As noted in the discussion of
collections, 0AM introduces a supplementary catalog
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structure, the object directory, to locate and track
the hundreds of millions of objects expected for oAM
applications. Each OBJECT storage group includes a
separate object directory to reduce the size of the
individual directories. This also allows physical sep-
aration of the databases where required for improved
performance and to provide better recovery charac-
teristics. An object directory in a storage group also
allows automatic storage management to be readily
handled at the storage group level.

Efficient selection of objects is
the key to automatic object
storage management.

Each object directory is an indexed table in the
database that is part of each OBIJECT storage group.
The relational characteristics and multiple index ca-
pability of the database allow objects to be selected
and updated in different ways for different types of
storage management with the expectation of reason-
able performance. Efficient selection of objects that
require processing is the key to automatic object
storage management. In addition, using a database
provides serialization, backup, recovery, and other
necessary facilities that would otherwise have to be
provided by 0AM.

OAM storage management construct interpretation.
Each sMs Source Control Data Set contains the de-
scription of one storage management policy for a
group of Mvs systems. Activating a specific Source
Control Data Set provides the Active Control Data
Set to be used at a particular time. The 0AM Storage
Management Component uses SMs facilities to access
the sMs construct definitions it needs for object stor-
age management. It also interprets the constructs
and runs the appropriate ACS routines, as needed, for
specific 0AM object management functions.

Storing objects. The 0aM Storage Management Com-
ponent locates the catalog entry for the collection
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specified in the request and extracts the default stor-
age class and management class assignments from
the entry. For a new collection, when storing the first
object in the collection OSMC creates a catalog entry.
If the request includes storage class and/or manage-
ment class assignments to override the defaults, osMc
will invoke the automatic class selection routines to
confirm, change, or reject the request. After the
storage class and management class constructs have
been assigned, osmc decides where the object should
be stored based on its construct definitions and the
storage group identified by its catalog entry.

Retrieving and deleting objects. For object retrieval
and object deletion requests, the 0AM Storage Man-
agement Component simply locates the catalog en-
try, and through it the storage group, for the collec-
tion specified in the request.

Changing information about objects. For a request
to change the storage class, management class, or
expiration for an object, the 0AM Storage Manage-
ment Component locates the catalog entry for the
collection specified in the request. If the request
includes new storage class and/or management class
assignments, the automatic class selection routines
are run to confirm, change, or reject the request.

Selecting objects for automatic processing. The ma-
jor function of osMcC is automatic storage manage-
ment. To accomplish this, it must identify all objects
requiring storage management processing for a par-
ticular storage group at the time processing occurs.
A specific object may need to be moved within the
object storage hierarchy (a storage class transition).
A management strategy for an object could change
because the object has not been referenced for a long
time (a management class transition), or the object
could have expired and may need to be deleted. In
all cases, an individual object meets a requirement
for automatic storage management defined in the
storage management policy of the installation.

OsSMC uses the definition of the management class
assigned to an object to decide when the object needs
to be managed. The expected date for the next
automatic management for each object is set each
time the object is processed. During automatic stor-
age management this date, the pending action date,
is set based on either the expiration or class transition
criteria specified in the current management class—
whichever occurs first. These criteria, in turn, may
be based on when the object was stored (its creation
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Figure 6 Processing flow for object services
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date), the last time the object was referenced, a
specific calendar date, or some periodic calendar
function.

Objects are always scheduled for automatic storage
management on the day they are stored, changed, or
retrieved by changing their pending action date to
the current date. When storing an object, object
backup is deferred until the next storage manage-
ment cycle, rather than being performed while the
store request is being processed. This allows lengthy
storage management activities, such as backup, to
occur at a time when response time is less critical.
At the same time, a new pending action date can be
set using the current characteristics of the object. For
example, a class transition may be postponed be-
cause the object was referenced if the transition is
based on the number of days since the last reference
to the object.

OAM Storage Management Component structure

Automatic storage management can be considered
as two basic functions: selecting objects that need
processing and deciding what processing is required,
and performing the services required to process each
object. Objects are selected when their pending ac-
tion date indicates they need processing. The type of
processing required may be deleting the object, cre-
ating a backup copy of the object, changing its
location in the object storage hierarchy, or setting a
new pending action date. For example, an object
that resides on DASD may be moved to the optical
library, be backed up, and have its pending action
date reset during a single storage management cycle.

Basic processing flow. The processing flow for the
most common object service requirements (shown
in Figure 6) has the following steps:

Select an object to be processed.

Read the object from DASD (if write required).

Write the backup copy of the object (if required).

Write the optical library copy of the object (if

required).

5. Verify that the volume expiration date is later
than the object expiration date.

. Delete the DASD copy of the object (if required).

Update the object directory table.

Repeat steps 1 to 8 until all objects have been

processed.

B =

o o

Initial performance concerns. Several performance
concerns became apparent early in the design of the
0AM Storage Management Component.
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Figure 7 Synchronous

« Each of the steps in the process described above
was suspect as a possible bottleneck in the process.

» Performance of object selection at step 1 and of
object directory updates at step 7 was essentially
unknown, and there would be contention between
the two steps since they would operate on the
same data in a close time sequence.

+ Reading of objects from DASD at step 2 and dele-
tion of DASD-resident objects at step 6 were both
estimated to process between 5 to 10 objects per
second, and there would be contention between
the two steps.

* Writing data to the optical devices was estimated
to have a maximum effective data rate of about
160 KBS per active path, pointing to the need for
parallel operation of optical devices.

Early performance estimates concluded that if a
serial process was implemented, the elapsed time for
processing an object would be too slow, so multi-
tasking alternatives were investigated. The alterna-
tive of attaching a task for processing of each object
was soon rejected because of the perceived overhead
of task creation, and the design effort was directed
toward parallel, or pipeline, designs.

Pipeline designs. The use of pipeline designs is well
known, and pipelines are frequently used in the
design of high-speed processors. Several variations
exist in the control of pipeline operations.
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Synchronous. Figure 7 illustrates the basic concept
of a synchronous pipeline. Initially, the pipeline is
empty and no processing occurs. At each successive
interval, a work element is introduced into the first
process step (€.g., reading an object), and each work
element in the pipeline is advanced to the next step.
The advantage of this design is that a considerable
amount of overlap is allowed between the process
steps. The primary disadvantage is that the interval
must be fixed at a value that is sufficiently large to
allow completion of worst case processing for all
steps. If the worst-case step completion time is much
larger than the average step completion time, there
is an unnecessary processing delay. This disadvan-
tage resulted in the rejection of a synchronous pipe-
line design for osMcC.

Variable interval synchronous. This variation of
pipeline design is the same as the previously de-
scribed synchronous design except that the interval
is variable. An interval is complete when all of the
steps in the pipeline have completed processing. A
simple counting of completion of processing by all
the subtasks is sufficient to determine the completion
of the interval. The advantage of this design is that
any unnecessary delays in the interval to provide for
worst case completion have been eliminated. Each
interval may be of a different length, depending only
on the processing time required by each subtask. The
primary disadvantage of this design is that each work
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Figure 8 Asynchronous

element must move through each process step, even
if the step is not required for that work element.

Queued asynchronous. For an alternative pipeline
design, the synchronization between subtasks is elim-
inated. In this design, each subtask has its own queue
of work elements for objects to be processed. Each
task executes at a rate determined entirely by the
processing performed, and the availability of system
resources to the task. Further, the sequence of steps
can be varied so that an object work element is only
routed through the specific steps required. This has
the advantage of allowing each of the tasks to process
only the objects that require its specific service, and
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to process asynchronously relative to the other tasks.
The disadvantage is that the routing of work ele-
ments is no longer a simple stepping down the
pipeline. An intelligent router is needed to determine
the next processing step for a work element, and to
place the work element on the correct work queue.

The 0AM Storage Management Component is de-
signed as a queued asynchronous pipeline, like the
one shown in Figure 8, which provides the following
characteristics:

* Processing steps or services operate asynchro-
nously with respect to each other.
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¢ Each step or service task operates from its own
work queue.

+ An intelligent router passes completed work from
one service task to the appropriate work queue for
the next service task required.

¢ The router may be called from each service task,
effectively providing distributed intelligence.

Optical library intertaces

The Object Access Method can include an optical
library unit and free-standing optical disk drives as
parts of its object storage hierarchies and as object
backup devices.’

Capacity and performance concerns. The device
characteristics of the optical disk drives allow large
variations in capacity and performance depending
on the method chosen for writing the data. The data
rate is relatively slow and the device uses a fixed
block recording method in which data are always
written in 1K sectors. Multiple optical volume table
of contents (OVTOC) entries can be included in a
sector. To make efficient use of optical storage for
small objects of 4K in length, each ovroc sector
must contain the maximum number of object en-
tries, otherwise the ovroC will be filled before the
data recording area, and the maximum recording
capacity of the optical disk will not be used.

With one ovTOC entry recorded in a sector, each
object actually requires SK of optical space, 4K for
the object and 1K for its ovroc entry. Thus, 20
percent of the space is used for ovTocC entries. Be-
cause the OVTOC sectors are separated from the data
sectors on the disk, the effects on performance are
more dramatic. The recording of an ovToC sector
requires a seek, rotational delay, write, seek, and
rotational delay sequence. The time required to write
a OVTOC entry is roughly one-half second. If the
OVTOC processing was not optimized, the time to
write a 4K object and its ovroc entry would be 16
ms for the data and 500 ms for the ovTOC, a total of
about 516 ms. About 97 percent of the time would
be consumed writing the OvToC, and the resultant
data rate would be about 7.7 KBS.

Chaining write requests. Because of the above con-
cerns, the oaM Storage Management Component
uses chained write requests to improve the data rate
and space utilization for objects written during the
storage management cycle. Multiple objects are
chained in a write request, to provide a total length
of data that can be written in about ten seconds, so
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that the time to write the ovToC sectors amounts to
less than 10 percent of the total write time. The
number of objects in a chain is usually a multiple of
the number of OVTOC entries in an OVTOC sector, SO
that no ovrocC space is wasted. This provides for
complete utilization of the data-recording area of the
optical disk.

Considering the 4K objects from the previous ex-
ample, grouping the maximum number of OVTOC
entries in a single sector reduces the space used for
ovTOoC entries from 20 percent to approximately 2
percent. Writing a chain of 360 objects would require
about 9010 ms for data and 500 ms for the ovroc.
This produces a total of 9.51 seconds, of which only
about 5.2 percent is for the ovTocC, and a data rate
of about 151 KBS.

Volume expiration. When an object is entered into
the system, it has an expected lifetime that is used to
determine an expiration date for the data. As objects
are written for storage to an optical disk volume, the
expiration date of the volume is determined from
the expiration date of the objects to assure that the
volume does not expire until all the objects have
expired. If there is a requirement to retain an object
for a longer period, an explicit request is made to
assign the new expiration date. The expiration date
of the object is compared to the expiration date of
the optical volume. If the expiration date of the
object is later, the volume expiration date is changed
to the expiration date of the object.

As time passes, objects and volumes eventually reach
their expiration dates. When an object reaches its
expiration date, it is deleted, and further reference
to the object is no longer possible. When a volume
reaches its expiration date, all objects must have
expired or there has been an error in previous proc-
essing. A check is made to determine whether objects
still reside on the volume. Normally, the result will
be that no objects are found and the volume expires.
However, when an object is found, the expiration
date for the volume is adjusted to the latest object
expiration date of all the objects still residing on the
volume.

Summary

The Object Access Method was developed to provide
convenient services for the development of applica-
tion programs that process and store objects in a
storage hierarchy. An object storage hierarchy utiliz-
ing DASD and an optical library provides a cost-
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effective way to provide a large-capacity storage sys-
tem that can satisfy a wide range of performance
requirements. The very large storage requirement
and the need to satisfy performance requirements
that change as objects age within the system led to
the development of the 0AM Storage Management
Component.

osMcC was designed to provide system management
for objects. It uses existing system-managed storage
concepts and extends those concepts to include ob-
jects. The storage group definition expands to in-
clude object hierarchies, the storage class to include
mountable optical disk cartridges, and the manage-
ment class to allow planned performance and man-
agement transitions. The large number of objects to
be managed by 0AM led to the design of a two-level
catalog structure that uses the Mvs catalog to map
object collections to a storage group, and a relational
object directory to locate objects within a storage

group.

osMc provides automatic storage management for
objects. Objects are selected on the date they require
processing by means of a pending-action date set
during previous processing. When an object is se-
lected, object services are performed according to
the storage management policy of the installation.

In anticipation of the large volume of data to be
processed during a storage management cycle, OSMC
was designed as a queued asynchronous pipeline to
reduce bottlenecks in the process, to adapt automat-
ically to a varied workload, and to maximize the
performance of the storage management process.
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