Network and system
automation and remote
system operation

The rapid growth in the size and complexity of
today’s information system networks highlights
the importance of automation and remote system
operation in managing these networks. Version 2
Release 2 of the NetView® program provides
improved facilities in these two areas to assist
enterprises in consolidating their operations staff
in central locations and managing their
information systems more efficiently and reliably.
This paper describes the Systems Network
Architecture (SNA) framework for remote system
operation and the NetView remote operations
platform, including the LU 6.2 data transport
mechanisms and related management services
applications. Extensions to the NetView
automation platform that permit automation
based directly on the receipt of SNA alerts or
other structured data are described. In addition,
enhancements that improve the performance,
usability, and functional capabilities of the
NetView automation table are discussed.

hroughout the past several years, informa-

tion systems and networks have become
more complex at an ever-increasing rate. A near
explosion has taken place in the number and va-
riety of systems and devices in today’s networks.
Further complicating the task of operating and
managing these networks is the vast array of ven-
dors producing the systems and devices that
make up the network components.

At the same time, information networks have be-
come ever more critical to the daily operation of
today’s businesses. System outages or slow-
downs cost vast amounts in lost revenues and
business opportunities. Business needs demand
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service levels with higher and higher performance
and availability.

Along with the increasing size and complexity of
the networks and the necessity of higher levels of
service, the economics of today’s marketplace
have produced demands for greater efficiency in
providing information system services. Businesses
cannot afford to enlarge their staffs to operate
their information networks. This constraint has
led many businesses to concentrate their key op-
erations personnel at a central location or a few
regional sites.

To meet business objectives and cope with the
pressures of all of these concurrent demands, au-
tomation of system and network operations is es-
sential. Similarly, the ability to control remote
systems operating in unattended mode is crucial
in containing the cost of personnel and resources
needed to operate the information network.

Remote operations. Recognizing that the prolifer-
ation of multivendor equipment mandates that re-
mote operations be done according to specified
standards, IBM put together a team of hardware
engineers, software designers, and computer ar-
chitects from several development laboratories.
This team developed an architecture and de-
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signed a way to implement automated and unat-
tended operation of remote systems. The features
of the solution include:

e An architecture for the basic commands and
responses needed to operate remote systems

e An architecture for transporting the remote op-
erations data over logical unit (LU) 6.2 sessions

 An architecture for defining and maintaining fo-
cal-point systems for operations management,
alerts, and other categories of data (an alert is
an error message in Systems Network Archi-
tecture that is sent to the system services con-
trol point at the host system)

* Applications in the central controlling system to
format the commands to send to the remote sys-
tem and to recognize and handle responses and
error conditions

* Applications in the remote systems to recognize
and act upon the commands and to format and
send responses

« Automation of routine operations tasks and re-
sponses to error conditions at the system where
they are detected, and suppression of notifica-
tions except when intervention is required

Network and system automation. To meet the need
for more and better automation facilities and so-
lutions, IBM is building on the automation capa-
bilities provided in the NetView* program’ and
the various products that exploit the NetView au-
tomation platform. The NetView automation ta-
ble previously provided the capability for text
messages received from subsystems and applica-
tions to be compared against a number of criteria.
Automation actions taken as a result of matching
the criteria could include executing command
lists or programs and displaying, suppressing, or
logging the message.

Expanded NetView automation table capabilities
provide ways to improve the performance, us-
ability, and flexibility of the table for automating
text messages. Because alerts and other data re-
ceived in structured vector formats are very im-
portant in managing information system networks,
extensions have been made to the automation
table language to enable the automation of alerts
and other structured data in their vector formats.
The automation table can also be used to control
the logging and display of alert information by the
hardware monitor.
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The remainder of this paper describes in more
detail the remote operations architectures and the
NetView implementations, including the LU 6.2
transports and related applications, and the au-
tomation platform enhancements provided in
NetView Version 2 Release 2.

Remote operations platform

In enabling an operator or an automation program
to remotely control the systems within a network,
systems programmers were previously faced with
many complexities and limitations.

The controlling host system was required to have
a predefined relationship with the remote system
known as a system services control point (SSCP) to
physical unit (PU) relationship. In the SSCP-PU re-
lationship, the SSCP activates the SSCP-PU session.
The SSCP-PU session is the mechanism for sending
commands from an operator at the controlling
system to the remote system and for returning
responses and data from the remote system to the
operator. This session also provides the means
for transporting unsolicited management services
data, such as alerts about error conditions, from
the remote system to the SSCP. The exclusive use
of $SCP-PU sessions for transporting management
services data significantly limits the network con-
figurations for remotely operated systems.

Different systems from different vendors all have
their own syntax for the commands needed to
activate them. Systems programmers must also
learn the unique commands to set the system
clock for each different type of system in order to
synchronize events in the network and execute
commands in each system at desired times. Like-
wise, canceling commands and deactivating sys-
tems require system-unique commands.

Because of the restrictions on the size of data
records and on the types of data that can be trans-
ported on SSCP-PU sessions, many applications re-
quire their own type of session for transporting
data between nodes. This requirement has led to
a proliferation of sessions that must be managed
and maintained.

The architectures and applications selected for
the remote operations solution were developed to
reduce these complexities and to provide the flex-
ibility needed to extend remote operations capa-
bilities to many more configurations (Figure 1).
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Figure 1 Remote operations from NetView
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Management services transport and applications.
We now discuss the transport technique and the
support provided for applications.

Management services transport. The first piece
of the remote operations solution is the architec-
ture for transferring data between a controlling
host and the remotely operated systems. The ar-
chitecture for Systems Network Architecture
(SNA) Management Services (MS) has been ex-
tended? to define a transport technique for man-
agement services data using LU 6.2 sessions rather
than SSCP-PU sessions. This technique is called
multiple-domain support or sometimes manage-
ment services transport, abbreviated as MS trans-
port. NetView has chosen the latter term to de-
scribe its implementation of this architecture.

The MS transport uses LU 6.2 sessions to maximize
the flexibility of configurations that can be re-
motely managed, thus avoiding the restrictions
imposed when using SSCP-PU sessions. The use of
brief conversations over shared sessions mini-
mizes the overall network impact for transporting
management services data. It allows the MS trans-
port to handle communication with many remote
nodes concurrently. In addition, the MS transport
requires confirmation for each send to guarantee
the reliable delivery of the application program
data.

These specifications make the MS transport espe-
cially well-suited for use by management services
applications. Examples of tasks performed more
effectively are:

¢ Operations management applications that send
commands and receive responses in order to
operate remote systems

¢ Focal-point applications that establish focal-
point relationships with entry-point applica-
tions

¢ Problem management applications that send
and receive alerts

The MS transport architecture specifies:

¢ The formats for requests or unsolicited message
units, replies to requests that require them, and
error messages

* The method for correlating requests and replies

¢ The transaction programs to send and receive
data
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¢ The log mode to be used in establishing the
LU 6.2 sessions

s The LU 6.2 protocols to be used when sending
and receiving data

These specifications provide a highly reliable
transport for management services data with
guaranteed error notification in case of failure to
deliver the data to the partner application in the
remote node. They also ensure that management
services applications using the implementation of
the MS transport architecture by any product can
communicate with management services applica-
tions using the implementation of the MS trans-
port by any other product. No coordination of
LU 6.2 or session protocols is necessary because
they are completely specified in the architecture.

The NetView MS transport provides a high-level
application programming interface (API) for man-
agement services applications running in NetView.
An application registers with the MS transport, sup-
plying its name and the name of a command to pro-
cess data sent to it. The application can then send
data in structured formats to a partner application
in the same or a remote system and receive data
in return. Data can be sent or received using PL/I
or C service routines or assembler macros.?

If the partner application also runs in a NetView
node, it can use the same high-level API. If the
partner application runs in a node that does not
contain NetView or another implementation of
the MS transport such as that provided by Net-
working Services/2 with Operating System/2*
(0s2*) Extended Edition, the specifications for
the architecture that must be implemented in the
non-NetView node to ensure communication with
the NetView MS transport are contained in the Sys-
tems Network Architecture Management Services
Reference.*

Figure 2 shows a diagram of the NetView MS
transport and some of the management services
applications that make use of it. Additional ap-
plications, such as one to forward performance
statistics to a central location, can use the MS
transport and avoid the proliferation of special-
purpose sessions. The MS applications supplied
by NetView are described in the following sub-
sections.

Operations management. The development of an
architecture for remote system operation stan-
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Figure 2 NetView management services transport and applications
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dardizes the commands and procedures required
to operate systems in a network from a central
location. Systems programmers can provide re-
mote operations applications using fewer system-
specific command and response formats.

The SNA operations management architecture*
specifies the formats for the requests and corre-
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sponding reports and replies needed to supply the
following five major functions of operations man-
agement:

» The activation of systems includes such func-
tions as power-on and initial microcode load
(IML).

» Being able to set a remote system clock allows
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a central site to synchronize the clocks in a net-
work and to indicate offsets from different tim-
ing sources.

* The architecture allows a single, specific com-
mand to be canceled or all commands meeting
a wide variety of criteria to be canceled.

¢ Deactivation performs the opposite of activation,
reducing the target system from being a commu-
nicating entity to being logically inoperative.

s The ability to transport system-specific com-
mands and responses in a structured and well-
defined format is also required and is provided
by the architecture.

This architecture provides a major step toward
unattended operation of remote systems.

The NetView operations management applica-
tion is a management services application that
runs on top of the MS transport. Operations man-
agement acts as a second-level router. Second-
level applications can register with operations
management and are then referred to as opera-
tions-management-served applications.

The NetView operations management support al-
lows IBM-supplied and user-written operations-
management-served applications to send the op-
erations management commands specified in the
architecture to remote systems for execution and
to receive replies and reports from the target sys-
tems. In this way, the system can be activated or
deactivated by command, the system clock can
be set, and other product-specific commands can
be sent to operate the system remotely. The same
operator or automation task within NetView that
issues the initial command to activate the remote
system can receive all of the subsequent replies
and reports about that sysiem. This permits the
operation of multiple remote systems to be split
up between human or automated operators as de-
sired.

When an enterprise also takes advantage of the
NetView automation capabilities, such as the im-
provements to the automation table for process-
ing SNA structured data, it can achieve auto-
mated, unattended operations.

In an entry-point node, operations management,
in cooperation with the focal-point support de-
scribed next, allows a served application to be
informed of the identity of the focal point for un-
solicited operations management data. Having
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this information permits a served application in an
entry point that is manually activated to notify a
served application in the focal-point node to take
over and begin operating the node remotely. It
also allows the served application at the entry
point to know when the focal-point node changes
and data should be sent to a new focal point.

The interfaces provided by the NetView opera-
tions management support for registering, send-
ing data, and receiving data are similar to those of
the MS transport. They are provided as PL/I or C
service routines or assembler macros.

Focal-point support. The growing need to be able
to centralize important data of various categories
has highlighted the need for a focal-point archi-
tecture. Customers have expressed the need for
different focal points for different categories of
data. For example, they may want a different fo-
cal point for accounting data than for alerts about
error conditions in hardware or software. In ad-
dition, they need the capability to maintain con-
tinuous availability of services by switching to a
backup focal point when the primary focal-point
system fails or is recycled for periodic mainte-
nance.

These needs are met by implementing the focal-
point architecture defined in the Systems Net-
work Architecture Management Services Refer-
ence.* This architecture makes use of the MS
transport to provide the flexibility needed to sup-
port multiple configurations and remove the re-
strictions inherent in predefined SSCP-PU relation-
ships.

NetView has implemented a subset of the SNA
focal-point architecture that allows NetView to
be a focal point for alerts, operations manage-
ment, and user-defined focal-point categories.
NetView has also implemented the architecture
to be an entry point for operations management
and user-defined categories.

Primary and backup focal points for operations
management can be defined at system initializa-
tion time or later by command. The FOCALPT
command allows entry-point to focal-point rela-
tionships to be defined, changed, or established
from both focal-point and entry-point nodes. The
FOCALPT command can be used for the NetView-
unique alert focal-pointing as well as for focal-
pointing that implements the focal-point architec-
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ture for alerts, operations management, and user-
defined categories.

The NetView focal-point application in an entry
point keeps track of the current active focal point
for each category and informs local applications
that are registered as being “‘interested” in that
category whenever a change occurs. The focal-
point application automatically detects the loss of
an active focal point. If a remote primary focal-
point is lost, the focal-point application sets a
timer to try later to reacquire it. Also, if a backup
focal point is known, the focal-point application
attempts to acquire it as the current active focal
point. The focal-point application maintains cur-
rent focal-point information in a VSAM (virtual
storage access method) database so that the last
known focal point for each category can be re-
acquired if the entry-point NetView is recycled.

The exchange of data that establishes an entry-
point to focal-point relationship between two
nodes for a specified category of data is referred
to as an exchange of Ms capabilities, and the
name specified in the architecture for the appli-
cation that handles the MS capabilities data is
MS_cAPS.? This name is used in Figure 2.

LU 6.2 alert receiver (ALERT_NETOP). Appli-
cations in nodes in a wide variety of configura-
tions can now use an implementation of the MS
transport architecture to send alerts to NetView
over LU 6.2 conversations. The NetView LU 6.2
alert receiver serves as the MS focal-point appli-
cation for receiving alerts specified in the archi-
tecture as ALERT_NETOP. The LU 6.2 alert receiver
function enables the hardware monitor to receive
alerts about error conditions across the MS trans-
port. Resolution major vectors specifying that an
alert condition has been resolved can also be re-
ceived and processed by an automation proce-
dure maintaining status information about the re-
covered resource. Multiple Alerts or Resolution
major vectors can now be consolidated. The hard-
ware monitor processes the major vectors as if
they were received individually.

Applications running on 082 Extended Edition
with Networking Services/2 can use the alert
entry-point function of Networking Services/2 to
send alerts to the NetView LU 6.2 alert receiver.
Likewise, NetView can serve as the alert focal
point for an application running on any other

212 IRLBECK

product that implements an MS transport and an
alert entry-point function.

Generic automation receiver. The generic auto-
mation receiver, NVAUTO, is a NetView applica-
tion that receives structured data records across
the MS transport and ensures that they are
scanned against the NetView automation table
for possible automation. The generic automation
receiver enables a user to send data from an ap-
plication in a local or remote node to NetView
automation without creating a specific receiving
application. This ability eliminates the need to
explicitly develop a program that registers and
receives the data to call for automation table
processing.

The generic automation receiver registers with
both the MS$ transport and operations manage-
ment and registers in both entry-point and focal-
point NetView nodes. Multiple registration allows
an application to send data to the generic receiver
either as a management services application or
an operations-management-served application and
from either an entry-point or a focal-point node.

High-performance transport and applications. We
now discuss a transport option and its use in ap-
plications.

High-performance transport option. Many appli-
cations need to transfer larger amounts of data
between pairs of nodes that would adversely af-
fect the performance of the basic MS transport.
For example, applications forwarding bursts of
accounting data or several database records in
succession require higher transaction rates that
could impact the use of the basic MS transport for
its intended purpose of carrying operations man-
agement, alert, and other management services
data. The architecture for SNA Management Serv-
ices includes a high-performance option of mul-
tiple-domain support’ to serve this need. The
NetView high-performance transport is an imple-
mentation of this architecture.

The MS transport uses brief conversations over
shared sessions to minimize the overall network
impact for transporting management services
data. In addition, the MS transport requires a con-
firmation on each send to guarantee the reliable
delivery of the application program data.
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For those applications requiring higher transac-
tion rates between fewer nodes, the high-perfor-
mance transport allows the use of persistent con-
versations over dedicated sessions between the
originating and destination nodes and eliminates
the transport-level confirmations. In place of
transport-level confirmations, the applications
may either implement application-level error de-
tection (such as the use of consecutive sequence
numbers on messages) or accept the occasional
loss of messages for those cases in which data
integrity is not critical.

The NetView high-performance transport provides
applications with a high-level programming inter-
face similar to the MS transport. That is, an appli-
cation registers with the transport and can then send
and receive data as desired. Registration, sending,
and receiving data can all be done with PL/1 or C
service routines or assembler language macros.

Figure 3 compares elapsed time for sending bursts
of requests with no reply expected over a single
session using the NetView MS and high-perfor-
mance transports. Throughput for the MS trans-
port is constrained because of the delay between
sends waiting for the send confirmation. In this
measurement, elapsed time for the high-perfor-
mance transport was 90 percent less than for the
MS transport.

Two NetView applications that use the high-per-
formance transport are an application providing
the capability to execute commands at a remote
NetView and an application providing access to a
remote database using the NetView Bridge.
These applications are described in the following
two subsections.

Remote NetView command execution. An impor-
tant requirement for managing a multisystem net-
work is the ability to route system, subsystem,
and network commands to another host for exe-
cution at that host. Although such routing was
previously possible from NetView, the operator
had to issue a command and then log on to each
remote NetView. Logging on required a pass-
word to be sent across the network, and operators
needing to execute commands at many remote
NetView systems spent a significant amount of
time each day logging on to each NetView. Send-
ing passwords across the network also presented
a security exposure. Command lists were written
to make it easier for operators to log on to mul-
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Figure 3 LU 6.2 transport throughput
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tiple systems. However, these command lists in-
creased the security exposure because passwords
were coded in the command lists.

In NetView Version 2 Release 2, the RMTCMD
command uses the high-performance transport to
provide remote command capability without re-
quiring an operator to log on to the remote NetView
and without requiring passwords to be sent through
the network. The RMTCMD command can be used to
route to another NetView any command that pro-
duces single-line or multiline messages or any com-
mand that produces no output. Security checking is
provided to allow the receiving NetView to check
the authority of any user at a remote NetView be-
fore starting or stopping the NetView task that will
be used to execute the commands.

The RMTCMD command has several advantages
over the use of NetView-NetView (NNT) sessions
previously available in NetView. These include:

¢ Using a single pair of LU 6.2 sessions to multi-
plex requests from multiple operators instead of
separate proprietary LU 0 sessions for each op-
erator
Enabling command execution and responses
without requiring a START DOMAIN command fol-
lowed by logging on to a remote NetView task
Eliminating the need to send passwords across
the network

IRLBECK 213




* Increasing the 256-byte cross-domain data trans-
fer limit to a 31743-byte limit

Accessing a remote database using the NetView
Bridge. The NetView program collects data from
the resources in a network. These data include
information about session awareness, system con-
figuration, and problems within the network. The
NetView Bridge provides a way to use these data to
create, retrieve, and update problem, configura-
tion, and other records in a non-NetView database
such as an Information/Management database.

For example, when an alert is received, an auto-
mation program can use the NetView Bridge pro-
gramming interface to connect to an external da-
tabase and issue a query transaction to see if a
problem record exists for the condition that pro-
duced the alert. If no problem record exists, one
can be created using the data in the alert. Alter-
natively, the alert data can be used to update an
already existing record with more information.

Although the external database must reside in the
same host as a NetView running on Multiple Vir-
tual Storage (MVS), remote access is provided for
applications in a NetView running on the MVS,
virtual machine (VM), or Virtual Storage Ex-
tended (VSE) operating systems (Figure 4). This
remote access makes use of the NetView high-
performance transport.

NetView automation platform

Automation plays an essential role in the man-
agement of today’s information systems, in sin-
gle-system environments as well as in multisys-
tem networks. To enable a collection of remote
systems to be operated from a central location,
responses to many routine situations must be au-
tomated. These situations may include error re-
covery as well as normal operational conditions.
Message and data traffic must be reduced to the
point where remote operation becomes feasible.
In addition, the level of performance and avail-
ability necessary for today’s information systems
cannot be achieved without a significant amount
of system automation.

The NetView product provides several capabili-
ties! that make up a platform for automating
system and network operations. Automation pro-
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grams can be written in the Restructured Ex-
tended Executor (REXX) language, the NetView
command list language, PL/1, C, or assembler lan-
guage. They can be executed in the NetView
environment as commands or as installation exits
at various points within NetView processing of
commands or event notifications such as text
messages or alerts. Timers can be set to execute
commands or command lists at specified times,
after a certain interval, or periodically at fixed
time intervals.

The NetView automation table provides a method
for specifying automation actions to be performed
when event notifications are received in the form of
text messages or structured data such as alerts.
These actions include executing an automation pro-
gram and suppressing, logging, or displaying the
message or alert information. The automation table
language consists of IF-THEN and related statements
that express criteria to be matched against incoming
event notifications and actions to be taken when the
criteria are matched. The specifications in a table
can be activated by command. The same command
allows an active table to be dynamically refreshed
or replaced by another table.

As more and more customers have used the au-
tomation capabilities of NetView to automate
parts of their system and network operations,
several needs have been identified.

Previous to NetView Version 2 Release 2, the
automation table handled only text messages. To
use the table to take recovery actions based on
the receipt of an alert about a problem with a
resource in the network, the alert information had
to be put into a text message and sent through
NetView message processing. This procedure
complicated the specification of criteria in auto-
mation table statements, and frequently impor-
tant data were lost in the translation from struc-
tured alert formats into text messages.

As automation tables grew to several hundred
statements, users reported concerns about the
amount of processing time used to scan the table
criteria for each message processed by NetView.
Automation table performance was somewhat
improved by placing statements with frequently
matched criteria near the top of the table. How-
ever, this positioning increased the complexity of
maintaining the table because statements to au-

IBM SYSTEMS JOURNAL, VOL 31, NO 2, 1992




Figure 4 Remote access to the NetView Bridge
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tomate messages from a single application or sub-
system were spread throughout the table.

Within their organization, many customers have
more than one group responsible for automating
different facets of their information system oper-
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ations. Sharing a single automation table file
among several groups complicated table mainte-
nance.

As customers have become more sophisticated in
their automation techniques, they have reported
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Figure 5 NetView automation table
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limitations in the automation table capabilities
that inhibit their ability to create the automation
specifications they need to completely automate
their operations. NetView provides the capability
for automation programs to store important in-
formation in global variables for access at a later
time and by other programs. Automation table
users have frequently mentioned that accessing
global variables in comparison criteria in the au-
tomation table would be very useful. Similarly,
many have requested the ability to access infor-
mation stored in control blocks in memory during
automation table processing.

Previously the only automation actions taken for
a message were those in the first automation table
statement for which the message matched the cri-
teria. Several customers have requested the ca-
pability for a single message to match the criteria
and cause the actions to be taken for more than
one automation table statement.

To meet these customer needs, Version 2 Release
2 of the NetView product enhanced the capabil-
ities of the NetView automation table in several
significant ways. These enhancements, listed be-
low, are discussed in successive subsections:
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» The automation table language allows the use of

alerts and other structured data to be integrated
with the use of text messages to cause automa-
tion actions to occur (Figure 5).

Additional comparison criteria are provided for
alerts received by the hardware monitor. Ac-
tions to control hardware monitor processing of
alerts are also provided.

Synonyms may be defined for complicated or
difficult-to-understand portions of automation
statements to make the table easier to under-
stand and maintain.

An automation table can be composed of mul-
tiple files.

A listing can be produced containing all of the
automation table statements in included files
with all synonyms resolved.

Automation table language enhancements make
it easier to structure the table to simplify table
maintenance and improve the performance of
automation table processing.

Event notifications can match the criteria in
more than one automation table statement and
cause the actions to occur.

Automation table users can create their own func-
tions to access data stored in memory for use in
evaluating automation table statement criteria.

e Values in NetView global variables can be ac-
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cessed in criteria comparisons in automation
table statements.

MSU automation. The receipt of an SNA alert in-
dicating a problem with a resource in the network
is an event that frequently calls for a predictable
response in an attempt to correct the problem.
This response is especially predictable when the
alert contains information about the probable
cause of the problem and recommended actions
to correct it. Clearly, for such a problem, a pro-
grammed, automated response is more reliable
and efficient than relying upon an operator to see
the alert, view the probable cause and recom-
mended action information, and enter appropri-
ate commands.

Since previous automation capabilities relied on
the receipt of a text message to invoke an auto-
mation program, various methods have been de-
vised to capture some of the information within an
alert in order to issue a message that is sent to an
operator so that it goes through message pro-
cessing and causes automation to occur. Not only
are these methods inefficient and difficult to pro-
gram, but frequently the automation program
must rely on incomplete data. Fields from the
alert such as the “user text” field are not included
in the text message. An automation method based
directly on the alert itself was clearly needed.

With the advent of the management services and
high-performance transports, another important
source of information about applications and sys-
tems in the network is the data that are sent across
these transports. As more and more applications
are written with automation in mind, the use of
structured data formats for program-to-program
communication will increase.

The similarities between the data formats for
alerts and other management services data sent
across the LU 6.2 transports led to the term man-
agement services unit (MSU) for data in one of
these formats and other formats using the same
encoding scheme® specified in the architecture,
such as the Network Management Vector Trans-
port (NMVT) used on SSCP-PU sessions.

The NetView Version 2 Release 2 automation
table provides a way of extracting any desired
information from an MSU to be compared with
predefined criteria. When the criteria are satisfied
by an MSU that has been received, automated ac-
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tions are performed such as executing an auto-
mation program or command list. A program that
is executed as a result of automation receives as
input the entire MSU. The MSU can be examined
further to make processing decisions.

The extraction function is called MSUSEG. The
MSUSEG function provides a natural method of
extracting information from the vectors of an MSU
that makes use of the SNA encoding format. The
information in any major vector, subvector, or
subfield within a subvector can be accessed di-
rectly for comparison purposes within the auto-
mation table. The capability of comparing against
hexadecimal criteria has also been added to the
automation table language since information in an
MSU will frequently be in a hexadecimal format.

When an automation table is activated using the
AUTOTBL command, NetView creates separate
internal tables for messages and MsUs. To opti-
mize performance, incoming messages are com-

" pared only against message criteria and incoming

MSUs only against MSU criteria. This optimization
reduces the number of unsuccessful comparisons
that will be made.

PL/I, C, and assembler service routines are pro-
vided that enable applications receiving MSUs
through the Ms transport, high-performance
transport, or SSCP-PU sessions to call for automa-
tion table processing of an MSU. The table is
scanned, and if the criteria of any statement are
met, the specified automation actions are per-
formed. Thus applications are allowed to invoke
automation processing directly with their data.

Alert automation. The hardware monitor compo-
nent of NetView calls for automation table pro-
cessing for any Alert or Resolution major vector
that it receives in MSU format. In addition to the
MSU containing the Alert or Resolution major
vector, information about the source of the MSU
that may be available in the hardware monitor
resource hierarchy list is made available to auto-
mation table processing. This resource hierarchy
information can be checked in the comparison
criteria, and it is available to any automation pro-
gram or command list that is executed because of
a match in the table.

The hardware monitor provides the SRFILTER
command to set recording filters that determine
the extent of hardware monitor processing for an
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Figure 6 Alert automation comparison
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alert that is received. These filters determine
whether an alert is logged as an event in the hard-
ware monitor database, whether it is logged as a
hardware monitor alert for display on the hard-
ware monitor alerts dynamic panel, whether a
text message is created from the information in
the alert and sent to a NetView operator, and
whether the alert is forwarded to a NetView hard-
ware monitor focal point.

The call to automation table processing occurs
after the hardware monitor has checked the re-
cording filter settings for an alert set with the
SRFILTER command but before the hardware
monitor acts on the settings. An automation table
action called SRF can be used to override the re-
cording filter settings. For example, an alert may
meet general criteria set with SRFILTER to be
logged as an event and a hardware monitor alert,
but by matching more stringent criteria in an au-
tomation table statement, the SRF action can reset
the filters to block recording by the hardware
monitor and display on the hardware monitor
alerts dynamic panel.

For events logged as hardware monitor alerts,
other automation table actions can be used to
control the color and highlighting to be used when
the alert is displayed on hardware monitor panels.
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The direct automation of alerts from the hardware
monitor eliminates the need for alerts to be trans-
formed into messages to drive automation proce-
dures. In addition to providing access to all of
the data in the alert, additional message pro-
cessing is avoided. If automation can completely
handle the alert, and if the SRF action is used to
block the alert from hardware monitor recording
or alerts dynamic processing, considerable hard-
ware monitor processing is avoided as well.

Figure 6 compares processing time for automat-
ing an alert in NetView Version 2 Release 1 (V2R1)
and in NetView Version 2 Release 2 (V2R2).

The hardware monitor processing is denoted by
“alert” in the figure. In NetView V2RI, the alert
passed the hardware monitor filter to create a
hardware monitor text message suitable for au-
tomation table processing. This required it to also
be logged in the hardware monitor database as an
event and a hardware monitor alert to be dis-
played on the hardware monitor alerts dynamic
panel. In NetView V2R2, the alert was sent
through automation table processing and blocked
from further hardware monitor processing. Hard-
ware monitor processing time was reduced in
V2R2 by 90 percent.

In each case, automation table processing pro-
duced a match with the criteria in the twenty-fifth
entry of the table. Using 25 comparisons in each
case increased the automation table processing
time by 48 percent because MSUSEG criterion
comparisons require more processing than simple
text comparisons.

In both cases, the same simple REXX command
list was executed as a result of matching the au-
tomation table statement criteria.

The total processing time to automate a single
alert decreased by 35 percent in NetView V2R2.
Further improvement in the overall system pro-
cessing to automate alerts in NetView V2R2 is ex-
pected for the following two reasons:

» By using BEGIN-END statements as described in
a subsequent subsection of this paper, unsuc-
cessful MSUSEG comparisons can be minimized
and automation table processing time can be
improved.

» In most installations using NetView, the arrival
rate for alerts is much less than the arrival rate
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for text messages. MSUSEG comparison pro-
cessing consequently occurs less frequently
than text message comparisons. Using MSUSEG
instead of text message criteria to automate alerts
will decrease processing by decreasing the num-
ber of times the criteria must be evaluated.

Additional automation enhancements. Described
in this subsection are several enhancements in the
automation platform.

Defining synonyms. The SYN automation table
statement allows synonyms to be defined for any
part of an automation table statement. The syn-
onym can be used in any subsequent automation
table statements. When the automation table is
activated, NetView substitutes the synonym
value for the name.

Since MSUs are constructed of major vectors, sub-
vectors, and subfields with fixed hexadecimal
keys, and frequently contain values that are hexa-
decimal code points specified in the architecture
to carry specific information, MSUs are well-
suited for communication between programs.
With the MSUSEG function, precise automation
table criteria can be specified to automate MSUs.
However, hexadecimal specifications are difficult
for people to read and understand. Using the SYN
statement to define natural language synonyms
for MSUSEG and other hexadecimal specifications
and using the synonyms in subsequent automa-
tion table statements makes the automation table
easier to read and understand.

Using a word or short phrase as a synonym for a
long, repetitive string also makes an automation
table easier to construct and read. In addition,
using synonyms for values that may change, such
as the name of the NetView domain in which the
table will be used, makes it easier to modify and
maintain an automation table because a value can
be changed throughout the table by changing it in
one place.

Including subtables. As automation has become
more important in meeting their business objec-
tives, providers of information system services
have written automation procedures and automa-
tion table statements to automate more and more

messages.

In many organizations, those who handle auto-
mation of systems and applications are not the
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same people who handle automation of network
events. In addition, the people with the expertise
needed to automate messages from one applica-
tion or subsystem are frequently not the same as
those who are familiar with another subsystem.
Sharing and updating a single automation table
member by several groups, each maintaining the
portions they are responsible for, is difficult and
error-prone.

The %INCLUDE function provided in NetView
V2R2 makes it possible to create an automation
table from several files or data set members. The
separate files are included in one master file to be
activated when an AUTOTBL command is issued.
This makes automation table maintenance easier
by allowing each group within the organization
that has responsibility for a portion of the auto-
mation definitions to have its own separate file.

The %INCLUDE function also makes it easier to
maintain automation tables in a multisystem envi-
ronment. The system-specific portion of the table
can be a separately included file, and the master
file containing the automation definitions com-
mon to all systems can be distributed to each sys-
tem without change.

Creating listings. Since an automation table can
be composed of multiple files created by different
people and can contain synonyms for several
complex statements, it is important to have a
complete listing of the table for auditing and error-
checking purposes. An option on the AUTOTBL
command provides an output listing with all in-
cluded files and resolved synonyms whenever an
automation table is activated or tested for correct
syntax. Error messages describing any syntax er-
rors are also included in the listing.

Structure and performance improvements. Many
automation tables have grown to include hun-
dreds of IF-THEN statements. As an unstructured
list of statements, these tables are difficult to
maintain even if only one person has access to
them. Moreover, since the table is searched se-
quentially when a message is received, consider-
able processing time is expended searching to see
if the message meets the specified criteria for ev-
ery statement until there is a match.

The addition of a BEGIN-END syntax to the auto-
mation table language enables the table to be log-
ically structured. For example, by checking to see
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Figure 7 Partial automation table with BEGIN-END example

IF MSGID = 'IST’. THEN

IF MSGID = "ISTO’. THEN

IF MSGID='IST020I’ THEN

ROUTE (ONE MVSAUTO))
EXEC(CMD('MVS D A,TSO’) ROUTE (ONE

END;

END;
*

IF MSGID = 'DSI’. THEN
BEGIN;

*

* * DSI automation would be defined here
*

END;

BEGIN;
* K o o o o e o e Y St e Y U . A D 0 *
* * Perform intermediate check to determine if ISTO message *
* K i i e i o i i i e o o e e e e e o o e kT A e S S o . i o o o *

BEGIN;
* K e —————— *
* * IST020I VTAM INITIALIZATION COMPLETE *
* K e e e e o *

EXEC(CMD ('MVS V NET,ACT, ID=A19A53C, SCOPE=ONLY’)
* * Other messages beginning with IST0 would go here *

* * Remaining automation for VTAM IST messages would be defined here *

MVSAUTO) ) ;

*

if the message identifier begins with Is7, all au-
tomation of Virtual Telecommunications Access
Method (VTAM*) messages beginning with IST can
be placed within a single BEGIN-END statement
group as in Figure 7. This capability improves not
only the ease of maintaining the table in logical
segments, but also the performance of automa-
tion table comparison processing when the table
is activated. In the example in Figure 7, any mes-
sage received that did not come from VTAM is
checked only to see if its identifier does not begin
* with IST and then to see if its identifier begins with
DSI. The criteria for all the specific VTAM mes-
sages beginning with IST are skipped over.

This technique has been used to restructure the
sample automation table supplied by NetView.
To compare the automation table processing for
criterion comparisons between NetView V2R1
and NetView V2R2, three measurements were
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made for a message that matches the criteria in
the last statement of the NetView sample auto-
mation table:

1. The v2r1 sample was measured on a V2RI
NetView.

2. The V2Rl sample was measured on a V2R2
NetView.

3. The v2rR2 sample was measured on a V2R2
NetView.

The results of these measurements are shown in
Figure 8. Because of improvements made in
NetView V2R2 to the criteria comparison algo-
rithm, the processing time for the NetView V2R1
sample automation table was reduced by 16 per-
cent in NetView V2R2. The processing time for the
NetView V2R2 sample table using BEGIN-END
statements improved by 97 percent over NetView
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V2R1. Although the improvement for different au-
tomation tables will vary considerably, significant
improvement can be expected from appropriate
restructuring using BEGIN-END segments.

Matching more than one statement. The CONTINUE
automation table action allows a single message
or MSU to satisfy the criteria of more than one
automation table statement and cause the execu-
tion of automation processes defined for each
statement where the criteria are matched. When
the message or MSU matches the criteria of a
statement without CONTINUE specified, scanning
of the table for that message or MSU ends, and all
of the actions accumulated from matched state-
ments up to that point in the table are performed.

Creating additional automation table functions.
Automation table function (ATF) support allows a
synchronous call to an IBM-supplied or user-writ-
ten assembler program within automation table
criteria processing. The program can process the
message or MSU, check or set values in internal
storage, and return information to the automation

table to be used as match criteria for the auto-
mation table statement. For example, an ATF
could return the name of the NetView task in
which the message or MSU is being processed, and
this information could be used in determining
whether to perform the automation actions for the
automation table statement. NetView provides
such an ATF called OPERID as a sample. Using it
in an automation table would look something like
the following:

IF MSGID = ‘DSIo20I' & ATF(‘'OPERID’)
= ‘OPER1’ THEN ...

Accessing global variable values. Two IBM-sup-
plied ATFs allow access to NetView global vari-
able values from the automation table. The values
of common and task global variables can be used
as criteria for a match when scanning the table for
a message or MSU that has been received.

Summary

As information systems have become more com-
plex and more critical in the daily operation of
today’s businesses, the ability to operate remote
systems from a central location has become in-
creasingly important. New architectures under
SNA lay the framework for achieving unattended
remote system operation. The NetView Version
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Figure 8 V2R1 and V2R2 sample automation table
comparison

CPU TIME TO EVALUATE ENTRIES

| Po—

V2R1 V2R1 V2R2
TABLE ON TABLE ON TABLE ON
VeR1 V2R2 V2R2

2 Release 2 implementation of these architectures
provides a platform for remote system operation
and management. This platform helps reduce the
operations personnel and resources needed to
manage today’s information system networks.
Using NetView V2R2, information services pro-
viders can more easily meet their business objec-
tives and maintain their service levels in a cost-
effective manner.

Similarly, automation of system and network op-
erations is crucial for providers of information
systems services. Extensive enhancements to the
automation capabilities in NetView have been
made in NetView v2Rr2. They include the ability to
automate alerts and other structured data direct-
ly as well as other enhancements that improve the
performance, usability, and functional capa-
bilities of the NetView automation table. Al-
though many challenges remain in providing the
automation capabilities and solutions needed to
manage systems and networks of the future, the
automation support in NetView V2R2 goes a long
way toward providing today’s automation needs.
Coupled with the object-oriented automation ca-
pabilities that will be available using the Resource
Object Data Manager (RODM) in NetView Ver-
sion 2 Release 3, the NetView V2R2 automa-
tion enhancements have made NetView the
SystemView* automation platform.
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