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This  paper  discusses  the  results  of  a  research 
project  that  developed  an  architectural  framework 
for  integrating  non-IBM  network  architectures to 
the  reference  model  and  node  structures of  IBM’s 
Systems  Network  Architecture  (SNA).  The  unique 
features  of the  selected  integration  approach 
allow  multiple  protocol  stacks to coexist  and 
interoperate  within  the  same  computer, to share 
use of  common  physical  network  ports,  links, 
and  switching  nodes,  and to be  accessed  and 
managed  through  homogeneous  interfaces.  The 
architectural  framework  was  developed  for  the 
specific  purpose  of integrating  the  Open  Systems 
Interconnection (OS!) Reference  Model to that  of 
SNA,  but  its  basic  philosophy  and  key  aspects 
turn out to be  generally  applicable to the 
integration  of  other  network  technologies as well, 
such  as  TCP/IP  or  NetBIOS. 

B ack in the mid-l970s, IBM introduced  its  host- 
based  Systems  Network  Architecture (SNA), 

which was  later  enhanced  by  cross-domain SNA 
Network  Interconnection (SNI) and  decentralized 
Advanced  Peer-to-Peer  Networking (APPN) func- 
tions. In  the early 1980s, IBM also  introduced 
NetBIOS (Network  Basic  Input/Output  System),  a 
communication  technology originally targeted  at 
local area  networks (LANs), and  started offering 
support  for  the  Transmission  Control  Proto- 
col/Internet  Protocol (TCPIIP) family and  the Open 
Systems  Interconnection (OSI) architecture  to ad- 
dress  multivendor  network  environments.  This 
broad  palette of network offerings raises  some- 

times difficult selection  and compatibility issues 
for users of IBM products.  To  address user  re- 
quirements  and  support IBM’s commitment to 
open  networking,  a  research  project  discussed in 
this  paper sets forth  a model pulling the  above 
protocols  together  into  one  integrated  architec- 
tural  framework  that  provides  a rich, but flexible, 
modular and uniform set of functions  across all 
system’  platforms  and all network  types. 

This  paper  presents  a general model for the  inte- 
grated  architecture and then  focuses  on  the  tech- 
nical details of the SNA-os1 case. The paper is 
organized  into six sections  and  a summary: The 
first section  presents  the  motivations  and  objec- 
tives of the  project;  the  second  section  lists  the 
technical requirements  that  must  be  met;  the  third 
section  positions  the effort with respect to prior 
attempts  at relating the SNA and os1 architectures; 
the  fourth  section  stresses  the  basic  approach of 
the integration project  and  underlines  its key fea- 
tures;  the fifth section  then  outlines  the  overall 
design for the resulting integrated system  struc- 
ture;  the final section  discusses in more  detail  one 
selected  and  particularly  important  aspect of the 
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design, the  integration of SNA and OS1 naming, 
addressing,  and  internetwork routing mecha- 
nisms. 

Motivations  and  objectives 

The early  releases of SNA enabled  a  host com- 
puter  to communicate first with  a  hierarchical  net- 
work of communication  controllers  and  device 
control  units,  then  with  terminals  and  printers  at- 
tached to  that network.  This  basic  architecture 
was later  enhanced to allow two  or more  hosts  to 
communicate  with one another  and  with termi- 
nals  and  printers  via  a  meshed  network of com- 
munication and  device  controllers.  Then SNI al- 
lowed several  such  meshed SNA networks to  be 
interconnected  into  essentially unlimited inter- 
n e t w o r k ~ . ~  Most recently,  the APPN architec- 
ture4,  was defined to  support networks of mini- 
computers  and  personal  workstations,  without 
requiring the  centralized  control usually provided 
by  hosts in traditional SNA networks  (often called 
subarea SNA networks).  Since  its original intro- 
duction,  and  through  continuous  enhancements, 
SNA is installed on  thousands of Systems Appli- 
cation  Architecture* (sAA*)~ and  Advanced  In- 
teractive  Executive* (AIX*) system  platforms 
worldwide,  and  is widely supported  by  industry 
for  equipment designed to  communicate  with IBM 
hosts. 

IBM also  supports NetBIOS, which  enables  com- 
munication among personal  computers  and sim- 
ilar workstations  attached  to  a local area  network 
(LAN).7 NetBIOS architecture is successful  and is 
used in IBM and non-IBM LAN workstations  and 
servers. 

While SNA and NetBIOS have  been  copied  and are 
supported  by  many  manufacturers,  they remain 
proprietary designs. Several  versions of NetBIOS 
are in use to  support  the same  or similar appli- 
cation programming interface (API). 

Among nonproprietary  architectures, one en- 
dorsed by many  vendors, including IBM, is  the 
TCPDP protocol  suite originally designed for the 
Defense  Advanced  Research  Projects Agency 
(DARPA) Internet. * However, while TCP/IP offers a 
popular  solution  to multivendor networking  be- 
cause it is  not  a  proprietary  architecture, it is  also 
not really an international  standard  architecture 
in the  sense of the OSI architecture. OSI includes 
a  much  richer  and evolving set of protocols,  and 
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is viewed as a  key  to  open networking in multi- 
vendor  environments of the future.  Many gov- 
ernment  agencies  around  the  world,  such as  the 
U.S. Department of Defense,  require os1 on all 
systems  they  purchase.  Thus,  manufacturers  are 
increasing their  support of OSI. IBM is committed 
to  open networking in multivendor  environments 
and  supports OSI on  both  its AIX and SAA systems. 

While OSI and TCP/IP address  multivendor  net- 
working issues,  their  existence in parallel to  the 
proprietary  networks, SNA and NetBIOS, results in 
two specific requirements from users of IBM prod- 
ucts: 

1. IBM must  continue  to offer and maintain soft- 
ware supporting multiple network  architec- 
tures. It is not  clear  whether or when OS1 will 
displace  and  supersede TCPIIP. If that  occurs, 
OSI will not likely displace  proprietary designs 
such  as SNA or NetBIOS for two reasons: 

a. These  architectures  represent huge invest- 
ments in hardware  and  software  that nei- 
ther IBM nor users of its  products  can afford 
to discard. 

b. Users may wish to migrate selected appli- 
cations from proprietary  networks like SNA 
to nonproprietary ones like OSI. However, 
SNA continues to evolve  rapidly to meet 
new requirements  with  new  network  tech- 
nology, while OSI cannot be expected to 
evolve as fast  because of the  inherent  de- 
lays in international  standards  approval 
procedures. SNA will continue to offer 
added  value to  users with advanced  net- 
working  requirements. 

2. Given that  each  network  architecture  ad- 
dresses  somewhat different requirements  with 
its  proper functional capabilities, users  must 
be given the flexibility to mix and  match  two or 
more of these  architectures  on  the  same  phys- 
ical network  or  even in the  same  computers. 

The  two  user  requirements,  open  networking 
through support of multiple network  architec- 
tures,  and uniform and flexible coexistence  be- 
tween  these  on  the  same  network or in the  same 
computers,  are  the  motivations  for the  research 
project  discussed in this  paper. 
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Figure 1 Transporting  SNA traffic  through  non-SNA (OSI) networks 
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Technical requirements 

In  order  to derive  the detailed technical require- 
ments  prompted by the  above  objectives, it is use- 
ful to review  three  scenarios of IBM equipment 
use,  which the integrated  architecture  must ad- 
dress. 

Transporting  SNA  traffic  through  non-SNA  net- 
works. The first scenario is depicted in Figure 1, 
which  represents  the  transport of SNA traffic 
through non-SNA networks,  such as an X.25 (OSI) 
network in the  present  example.  Two  subcases  to 
this  scenario follow. 

Encapsulation. A user owning and  operating  an 
SNA network  that is physically divided into  sev- 
eral  clusters of computers  wants  to  use  (carrier) 
networks of another technology (x.25 in the 
present  example) to interconnect  the  clusters of 
the  user's own network  and carry traffic between 
them.  This  scenario  requires  internetworking 
support  that allows the  user  to build the SNA net- 
work using (carrier)  subnetworks of other  archi- 
tectures.  In OSI terms,  this  amounts to providing 
the  user  with  a  capability  to  relay SNA traffic 
through nOn-SNA networks by encapsulating the 
SNA protocols inside non-SNA protocols to 
traverse  the nOn-SNA network.  This  capability is 



provided by internetwork  gateways  that  are  the 
SNA equivalent of OSI's Intenvorking  Units (IWU). 

Interoperation. A  user owning and  operating IBM 
systems  attached  to  a nOn-SNA network (X.25 in 
this  example)  wants the user's  applications to 
communicate with applications residing on  re- 
mote SNA networks.  This  scenario  requires  inter- 
networking  support  that allows SNA applications 
to  be  attached  directly  to nOn-SNA networks  and 
to communicate with peer  applications  on  remote 
SNA networks. In OS1 terms,  this  requires  essen- 
tially the  same  relay  capability as in the  encap- 
sulation  scenario to relay SNA traffic between SNA 
and nOn-SNA networks.  Only  one IWU is required 
since, in this  case,  the SNA traffic ends up in but 
does  not  traverse  the nOn-SNA network. 

Internetworking capabilities similar to  the above, 
though not as general,  have long been available 
from IBM to  carry  subarea SNA traffic into or 
through X.25 networks, using the  Network  Con- 
trol Program (NCP) Packet Switching Interface 
(NPSI) p r ~ d u c t . ~  The IBM Application Sys- 
tem/400* (AS/400*) system  also allows the  trans- 
port Of APPN traffic through X.25 networks. Similar 
capabilities are desirable  on multiple system plat- 
forms to  carry SNA subarea and APPN traffic 
across x.25 as well as other nOn-SNA networks 
(e.g., TCP/IP and  networks implementing the os1 
Connectionless  Network  Protocol [CLNP]). 

Transporting  non-SNA traffic  through  SNA  net- 
works. The  second  scenario,  depicted in Figure 2, 
represents  a  situation requiring the  transport of 
nOn-SNA  traffic-in the present  example OSI, 
through SNA networks. Again, there  are  two  sub- 
cases  to this  scenario. The levels representing 
layers of os1 architecture (Le., 3-7,3a, 3b, 3c) are 
shown in this  and  several  subsequent figures. 

Encapsulation. A  user owning and  operating  a 
non-SNA network (OS1 in the present example) 
physically divided into  several  clusters of com- 
puters  wants  to use  a  network  based  on SNA tech- 
nology to link the  clusters of the  user's nOn-SNA 
network  and carry traffic between  them.  This sce- 
nario  requires  internetworking  support  that al- 
lows  the  user  to build the nOn-SNA network using 
SNA technology  for  subnetworks.  Seen from the 
OSI point of view, this is a  classic  scenario  re- 
quiring a  capability to relay OSI traffic through 
whatever  subnetwork is used.  In  this  scenario 
where  the  subnetwork  technology is SNA, the  re- 
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lay  capability  must  encapsulate the OSI protocols 
inside the SNA protocols to  traverse  the SNA sub- 
network.  In OSI terminology, this  relay  capability 
is provided by interconnection  systems called 
IWUS. They  relay  what OSI calls  Subnetwork  In- 
dependent  Convergence  Protocols (SNICP), at 
layer  3c in the figure, over  Subnetwork  Depen- 
dent  Access  Protocols (SNACP), at  layer 3a in the 
figure. OSI includes  two  basic  protocols at  the 
SNICP layer: X.25" for  connection-oriented  net- 
working, and CLNP" for  connectionless  network- 
ing. In principle, it accepts  anything (e.g., X.25 or 
SNA, as in this  scenario)  at  the SNAcP layer. 

Interoperation. A  user owning and  operating  an 
SNA network  wants the user's  applications to 
communicate  with  applications on remote  non- 
SNA (os1 in this  example)  networks (e.g., net- 
works  operated  by  business  partners,  subsidiar- 
ies, suppliers, or  customers). This  scenario 
requires  internetworking  support  that allows non- 
SNA applications  to  be  attached  directly  to SNA 
networks and to  communicate  with  peer applica- 
tions  on  remote nOn-SNA networks.  In OS1 terms, 
this  requires  essentially the  same  relay  capability 
as in the  encapsulation  scenario to relay nOn-SNA 
traffic into  an SNA network. Only one IWU is  re- 
quired,  since  the nOn-SNA traffic ends up in but 
does  not  traverse  the SNA network in this  case. 

Products offering internetworking capabilities 
similar to  the above  are  also available from IBM, 
to  carry X.25 (OSI) traffic into (NPS19) or through 
(x.25-SNA Interconnection [XI] 12) SNA networks. 
In  the  future,  a flexible set of similar products, 
running on  a  number of system platforms, is  de- 
sirable to  carry nOn-SNA traffic (e.g., 0.51, TCP/IP, 
and NetBIOS) across  subarea SNA as well as APPN 
networks. 

Mixing  SNA  and  non-SNA (OSI) traffic  on  the  same 
network. A third scenario  for integration is  de- 
picted in Figure 3. Here a  user with diverse ap- 
plication requirements (e.g., business  and engi- 
neering) owns  and  operates  equipment  from 
multiple vendors so that  the  user  needs  to mix 
several  architectures  on  the  same physical net- 
work (links and  nodes).  In  such  a  situation,  the 
IBM equipment will support multiple protocol 
stacks  simultaneously, including SNA (and/or Net- 
BIOS) and OSI (and/or TCPIIP), so the  user  can  cap- 
italize on existing investment in and  advantages 
of SNA (NetBIOS), while allowing interoperation 
with  equipment  from  other  vendors. 
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Figure 2 Transporting  non-SNA (09) traffic  through SNA  networks 
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Figure 3 represents  a  server application on an IBM 
system (in the middle) communicating simulta- 
neously  over  the  same LAN (or possibly over  sep- 
arate physical networks),  with client applications 
located  respectively in an IBM workstation  sup- 
porting  only SNA (right) and  an IBM or  other  ven- 
dor  station (left) not supporting SNA. Contrary  to 
previous  scenarios,  the  issue  here  is not internet- 
working. Instead, it is sharing  physical  network 
components, offering Common Programming In- 
terfaces (CPIS) for  communication  across  net- 
works of different architectures,  and providing 
operators  and  users with homogeneous installa- 
tion and management views of the  heterogeneous 
network  environment.  Uniform CPIS for commu- 

nication across different protocol  stacks  provide 
the same  communication  semantics, allowing 
programmers  on  the  integrated  server to  write ap- 
plications  that  can  use SNA or non-SNA commu- 
nication protocols  transparently.  By allowing 
multiple protocol stacks in the  same  system to 
share  access  to physical links, the  integrated 
server is enabled to  use  two  or more  stacks  side- 
by-side to communicate  simultaneously with het- 
erogeneous  clients  without forcing all clients to 
implement the  same  network  architecture. 

Homogeneous installation and management pro- 
cedures  across  the different network  architec- 
tures  on  the  integrated  server  make  the config- 
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Figure 3 Mixing  SNA  and  non-SNA (OSI) traffic in the  same  system 
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uration,  operation,  maintenance,  and  use of the 
heterogeneous  network by that  server as uniform 
and  convenient as possible  for  the  user. 

Summary of technical  requirements. The  previous 
scenarios  provide useful insight with which to  de- 
rive technical  requirements for achieving uniform 
and open  networking in IBM systems.  These  re- 
quirements  are  summarized as follows: 

Rich connectivity. It  is  necessary  to  be able to 
connect IBM systems  to different SNA and non- 
SNA networks, possibly to  several such  net- 
works  simultaneously  (see  the third scenario). 
Full interoperation. IBM systems  on  any of the 
important  networks  must  be  able  to  communi- 
cate with other IBM or non-IBM systems  on dif- 
ferent  networks  through flexible internetwork- 
ing capabilities, allowing the  transport of non- 
SNA protocols  through SNA networks  and  vice 
versa  (see  the first and  second  scenarios). 
Sharing. The integrated  architecture  must allow 
full sharing of resources  such  as physical links, 
intermediate  systems, management mecha- 
nisms, operator  consoles,  etc. among hetero- 

geneous  networks in a  common  administrative 
domain (see  the  third  scenario). 
Homogeneity.  Network  users,  operators,  and 
programmers  must  be  able to  use, manage, and 
access  heterogeneous  networks in a homoge- 
neous way  (see  the  third  scenario). 

Based on this set of requirements,  an  architec- 
tural  framework was developed  for integrating 
the os1 Reference Model to  that of APPN. The 
basic  philosophy  and  key  aspects of the  inte- 
grated model are applicable to  the integration of 
nOn-SNA designs such  as TCP/IP or NetBIOS to SNA 
in general. The rest of the paper  focuses on the 
specific case of integration of OSI to APPN. 

Related work 

The relation between SNA and os1 has  been  a  sub- 
ject of several  studies in the  past. l3 However, 
these  studies  have  focused  generally on intercon- 
nection  between SNA and OS1 networks. ', 12, 14-16 In 
fact,  the  focus  has  been on interconnection  above 
the  network  layer (layer 3) of OSI, whereas OSI 
normally places  internetworking  at  the  network 
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layer.  Other  studies investigated issues dealing 
with  the integration of directories,  and naming 
and  addressing  mechanisms  between OSI and  ar- 
chitectures  such  as SNA.”’ l8 However,  none of 
these  studies looked at  total integration of OSI and 
SNA to  the  extent discussed in this  paper, Le., 
coexistence of the two  stacks  side-by-side in the 
same  computer, with full internetworking at the 
network  layer, link sharing,  common CPIS, and 
homogeneous  network  appearance to  users and 
operators. 

Approach  and key features 

The first feature  that  differentiates  the  discussed 
design is  its  approach to internetworking. The de- 
sign rigorously follows the OSI Reference Model, 
placing the  internetworking  functions  at  the  net- 
work layer, so that  the  upper  portion of one  pro- 
tocol  stack (down to  and including the equivalent 
of the OS1 SNICP layer) can use  the  lower  portion 
of another  one (up to  and including the  equivalent 
of the os1 SNACP layer), effectively enabling the 
lower-layer  networking  mechanisms of the  latter 
to  transport  the higher-layer end-to-end  protocols 
of the former.  This design introduces  a rich set of 
uniform internetworking  capabilities,  and it does 
not  preclude  the  development of specialized high- 
er-layer  gateways  to allow other  applications to 
interact using completely different protocol stacks. 

A second distinguishing feature  is  its mixing of 
different communication  architectures  on  the 
same physical networks  through the definition of 
a  communication  system  structure  that allows 
flexible selection and smooth  coexistence among 
multiple protocol stacks residing side-by-side in 
the  same  computer. 

A third  salient  feature of the design, which  results 
directly from the  above two, is  the ability to  share 
physical  links  and  subnetworks among co-located 
protocol  stacks, which is  achieved by giving each 
protocol stack a different Link  (or  Network)  Ser- 
vice  Access Point (LSAPINSAP) address, in OSI 
terms.  This design is followed for all links and 
subnetworks  that  can  potentially  be  shared  be- 
tween SNA and OSI, e.g., X.25, LANs (including 
FDDI), ISDN, ATM connections,  etc. 

A last  but  essential difference between  this  archi- 
tecture  project  and  previous  ones is the  objective 
of homogeneity. Where different protocol  stacks 
offer similar communication  semantics, uniform 

IBM SYSTEMS JOURNAL, VOL 31, NO 2, 1992 

CPIS for  communication are provided  over  the dif- 
ferent stacks so applications  can  use  the stacks 
transparently. Similarly, homogeneous  network 
control,  management,  and  operation  mechanisms 
are  shared  across the different networks:  a  com- 
mon Network Management Focal Point using OSI 
Common Management Information  Protocols 
(CMIP) l9 can manage OS1 as well as SNA networks; 
uniform application-layer naming conventions 
and  directory  structures  are defined; network- 
layer  addressing  syntaxes  are unified  (e.g., reg- 
istered SNA network identifiers and  addresses 
map  directly  into os1 network  addresses); SNA 
networks  support OSI interdomain routing so they 
can  participate fully in global OSI networks; uni- 
form  network  security  mechanisms  are  supported 
across  the different architectures;  etc.  Not  only 
does  the design aim at homogeneity between dif- 
ferent  network  architectures,  but it also aims at 
homogeneity of the  implementations of these  ar- 
chitectures  on different (AIX and SAA) system 
platforms. 

The approach  taken to meet  the  technical  require- 
ments  and  support  the  key  features  consists of 
integrating the  reference model of OSI to  the  ar- 
chitectural model of an APPN system  and  arrang- 
ing for  both  protocol  stacks  to  share  the  same 
(enhanced)  control  and management mechanisms 
in the resulting integrated  system model. 

The  architectural model of an APPN system  serves 
as a  reference for APPN product  implementations. 
A high-level structural  view of this  model is given 
in Figure 4. The figure shows how all network 
control  and management mechanisms  are  col- 
lected in one component, called the Control Point 
(cP), which at  the  same time provides manage- 
ment services  to  and  uses  the logical unit (LU) 6.2 
protocol  stack, the APPN Path  Control (PC) net- 
work  protocol and the  Synchronous  Data  Link 
Control (SDLC) and LAN links available to it. 

The OSI Reference  Model“ is the  blueprint  for 
implementing OS1 and was used in IBM’s OSI/Com- 
munications  Subsystem  implementation, which is 
at the  heart of all IBM products  supporting 0%. 
The OSI/Communications  Subsystem  code al- 
ready  implements or will eventually implement all 
OSI layers  and  important  protocols, including the 
CMIP Network Mana ement  protocols, l9 the X.500 
directory protocols,K’ MAP 3.0, FTAM,  MHS,  TP, 
etc.  The  code is designed to  be  portable  across 
multiple system platforms. It is or will soon  be 
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Figure 4 APPN system  structure 
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offered on all SAA and AIX systems,  thus  present- 
ing uniform application interfaces  and configura- 
tion mechanisms  across all these platforms. A 
high-level representation of the OSI/Communica- 
tions  Subsystem  code  structure  is  depicted in Fig- 
ure 5 .  ( A n  operating  system  services  component 
is omitted  from  the figure.) The figure highlights 
immediate similarities with the APPN system 
model described  earlier, as it shows  an OSI Sub- 
system Management component, which both  pro- 
vides management services  to and  uses the seven 
layers of OSI protocols.  The line stepping  through 
the  network  layer  indicates  that  the OSI/Commu- 
nications  Subsystem  code  includes  its own sup- 
port for the SNICP part of the layer, while it relies 
on  the  system platform on which it is installed to 
provide  the  necessary  support for the SNAcP (e.g., 
LAN and x.25 attachment). 

Given the similarities (at  a  very high level)  be- 
tween  the APPN and OS1 system  structures,  the 
integrated  system  structure  adopted is depicted in 
Figure 6. It  consists of two main components  rep- 
resented by  the  two  planes of the figure: the  back- 
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ground plane includes  a  common set of mecha- 
nisms providing system  and  network  control  and 
management  functions (including directory,  to- 
pology, routing, configuration, etc.)  to all proto- 
col stacks  present in the  system;  the  foreground 
plane includes the individual protocol stacks 
themselves (APPN on  the left, OSI, etc.  toward  the 
right) sandwiched  between  internetworking  and 
shared subnetworwink mechanisms below, and 
uniform CPIS supporting  user  applications  above. 

Since it is not possible to cover in detail all the 
issues that arise in the design of such  an integrated 
system model, we focus on selected key aspects. 
Specifically, the next section is devoted to  an  ex- 
amination of the integrated system structure, which 
will provide an opportunity to discuss link sharing, 
CPIS, and other homogeneity issues in more detail. 
The last section discusses the directory, naming, 
addressing, and routing issues raised by the inter- 
networking and homogeneity requirements. 

Integrated  system  structure 

Figure 7 shows a detailed  picture of the  integrated 
system  structure  discussed in the next  section. 
This  discussion  also  alludes to  work  done  as  part 
of four  related  development  projects involving 
three different IBM laboratories:  a link architec- 
ture  project  undertaken by  the  La  Gaude  and Ra- 
leigh laboratories,  an SNA restructuring  project 
conducted in Raleigh, a CPI integration  project 
carried  out by Palo Alto, and a management ar- 
chitecture  project in Raleigh. 

Co-located  protocol  stacks. Figure 7 is  composed 
of the  shared  control point and network manage- 
ment functions  (on  the left); the LU 6.2 protocol 
stack interfacing with  the APPN Path  Control, the 
data link control  protocols interfacing with the 
physical ports and links  (toward  the middle); and 
the OSI protocol  stack as implemented by  the 
OSI/Communications  Subsystem interfacing with 
other CPIS (on  the right). Within the  context of 
this model and  for the rest of this  paper,  the 
OSI/Communications  Subsystem is referred to  as 
the OSI component, or OSI LU, for  reasons  to  be 
explained soon. 

One of the  questions raised by  the  juxtaposition 
of the  two  protocol stacks within the  same  system 
is the  nature of their  mutual  relationship  and of 
the  appearance of the OSI/Communications Sub- 
system to  other  system components. 
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In  the APPN system model, LU 6.2 instances, i.e., 
instances of the LU 6.2 protocol  stack, define at the 
same time addressable  ports on  the APPN network 
and  the  applications using the  network  through 
these  ports. Each LU 6.2 presents  three different 
interfaces,  shown in Figure 7: a  lower one  to  the 
Path  Control  networking  mechanism,  an  upper 
one  to applications  through  the SAA CPI for Com- 
munications [CPI-C] ), and  a  lateral one  to  the CP, 
via  the  Shared  Control  Point.  The  lateral  interface 
provides  the LU 6.2 with access  to CP services (di- 
rectory, topology, routing, configuration, etc.). 
The upper LU interface  provides  an application 
with  access  to  the LU 6.2 services  and  protocols, 
much as  an OSI Presentation  Service  Access Point 
(PSAP) offers an application access  to  the OSI serv- 
ices  and  protocols. The lower LU interface  pro- 
vides  the LU with access  to  the Path  Control  net- 
work  service,  much as an OSI Network  Service 
Access Point offers os1 Transport  Entities (TES) 
access  to  the OSI network  service. 

An essential difference, though, is  that in OSI 
many PSAPS may  be tied to (located at)  one com- 
mon NSAP, whereas in SNA each PSAP is tied  one- 
to-one to its  own NSAP, as  represented in Figure 
7. In OSI, PSAPS are associated with applications, 
while NSAPs are associated  more with systems; 
and  the PSAP addresses of applications  located  at 
the same NSAP are hierarchically  structured  and 
include  the  address of that  common NSAP. In SNA, 
by contrast,  both PSAPS and NSAPS are  associated 
with individual applications,  and  they  are tied to- 
gether by a  common  address, called the SNA L u  
name;  systems (called nodes in SNA) are  associ- 
ated with their CP, which is denoted by its CP 
name. 

SNA LU names  serve  both as presentation  and  net- 
work  addresses,  and individual applications  lo- 
cated  on  the  same  system  never  share  the  same 
network  address (LU name), whereas os1 PSAP 
addresses  are  separate  and different from NSAP 
addresses,  and individual applications  located  on 
the  same  system  share  a  common NSAP address, 
which is then hierarchically included in their PSAP 
addresses. 

The question  thus  arises as  to how the  traditional 
components of an APPN system  may  regard  a  new 
component  such  as OSI, which  supports  network 
addresses  that  are  distinct from presentation  ad- 
dresses,  a  concept  not  present in SNA. The  an- 
swer  to this  question  depends  on  the  viewpoint. 

1 2  
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Figure 5 OS1 communications  subsystem  structure 
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Figure 7 Detailed  system  structure 
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The CP, the LUS, the Path  Control  network, and 
the  linkhubnetwork  layer of the APPN system 
each  relates to the OSI component in a different 
way,  because  each  has  a different interface  to it. 
The interesting aspect of this design is precisely 
that it is possible to confer different appearances 
to the new OSI component without perturbing the 
cohesion of the original APPN system model. 

To the linkhubnetwork services layer, the OSI com- 
ponent appears as an element similar to Path Con- 

trol in the sense that it is able to receive link/sub- 
network traffic directly like Path Control, as 
explained  in the next section on link  sharing. 

To the CP and the  Path  Control  network,  the OSI 
component  appears as one LU with  its own LU 
name. The OSI component is therefore often re- 
ferred to  as  the OSI LU on  its  system. As such it 
may engage in network  connections (called ses- 
sions in SNA) with other OSI LUS attached to the 
same SNA network. 
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To applications, the OSI component  appears as a 
collection of LUS offering access  to OSI services, 
one Lu for  each  supported PSAP, each with its 
own LU name. The role of the OSI LU name as seen 
from Path  Control and the CP, and the relationship 
between  the multiple LU names  associated with 
the PSAPS it supports will become  clear in the  later 
section on naming and addressing issues. 

Shared  links  and  subnetworks. As a result of the 
existence of two (or more)  protocol  stacks  side- 
by-side in the  same  system and the  desire  that 
they  be  able  to  share  access  to physical network 
facilities such as links and network  adapters,  the 
Lower Layer Architecture of SNA has been revised 
in a parallel project involving the IBM laboratories in 
Raleigh, North Carolina, and La Gaude, France. 

The  essence of this  architectural revision consists 
of assigning different Link  Service  Access Points 
(LSAPS in OSI terminology) to the OSI layers 3-7 
portions of different protocol  stacks, so that in- 
coming layer-2 traffic can  be fanned out  to  the 
layer  3 of the  proper  stack  based  on  its target LSAP 
address.  Thus, as represented in Figure 7, incom- 
ing X.25 or LAN traffic may be destined to different 
LSAP addresses  to allow the different protocol 
stacks in the  system to entertain communication 
with their respective  peer  instances in other  sys- 
tems  over  the  same physical ports and links. 

Certain link protocols (layer 2) may of course 
never  be used by  certain  layers 3-7 stacks simply 
because  they  were not defined as part of the  same 
architecture.  For  instance, SDLC is  part of SNA but 
not of other  stacks, so it  will be used only by SNA 
Path  Control and never  shared  with  other  stacks. 
On the  other hand, the IEEE 802.2 LAN Logical 
Link  Control ( L L C ) ~  protocol or  the X.25 subnet- 
work protocol are defined as part of both SNA and 
OSI, and can  thus  be  shared, simply using different 
LAN and X.25 addresses for each  stack. 

The SNA and OSI stacks  use X.25 subnetworks in 
slightly different ways. First,  the reliability of vir- 
tual  circuits in certain commercial X.25 networks 
is not up  to  the level expected by  the SNA stack 
and provided by SDLC, so that  when an SNA net- 
work  spans an X.25 subnetwork,  an additional LLC 
procedure (QLLC) is needed around the X.25 net- 
work  to  raise  its perceived reliability to  that  ex- 
pected by SNA. By contrast,  some os1 Transport 
protocols (e.g., Class 4) include recovery mecha- 
nisms that allow  them to use X.25 subnetworks di- 
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rectly. Second, SNA uses the x.25 Packet Level Pro- 
tocol (PLP) protocols only across wide area net- 
work (WAN) links implementing the HDLC LAP B 
(High-Level Data Link Control, Link  Access  Pro- 
cedure B), whereas OSI allows the  use of X.25 pro- 
tocols  also  across 802 LANS. 

Internetworking. This  section  discusses  internet- 
working issues in some more detail, namely the 
transport of SNA protocols through Os1 networks, 
and vice  versa. 

An architecture implemented by the NPSI prod- 
uct’ has been defined and used to transport SNA 
traffic across X.25 networks.  Except for the  fact 
that  this  architecture  clearly  takes an SNA per- 
spective, it actually follows fairly closely  the OSI 
model of internetworking in that it defines essen- 
tially an SNICP layer  over an SNAcP layer. The 
SNICP is SNA Path  Control  (as  opposed  to CLNP 
or X.25 PLP in O S ) ,  while the SNAcP is X.25. The 
QLLC layer  between SNA Path  Control and X.25 
constitutes  an example of what OSI calls a 
subnetwork Dependent Convergence Protocol 
(SNDCP), namely an optional layer  inserted  to 
match the  service offered by an SNACP to that  ex- 
pected by an SNICP. This  architecture  is  pre- 
served  with  only  one significant change in the in- 
tegrated system:  In  the  present NPSI design, the 
mapping from SNA internetwork  addresses to X.25 
subnetwork  addresses  is ad hoc; in fully inte- 
grated systems,  a much more comprehensive and 
general solution to that  address mapping question 
is proposed in the  later  section on integrated nam- 
ing and addressing. (A similar architecture  can 
easily be envisioned for the  transport of SNA pro- 
tocols through connectionless OSI networks.  For 
lack of a  clear and wide  user requirement at  the 
time this  research was performed, the issue was 
not pursued in further detail. It would present  no 
really fundamental challenge.) 

The dual internetworking function, namely the 
transport of os1 traffic through SNA networks, is 
a requirement and presents additional challenges. 
The XI product allows the  transport of x.25 traf- 
fic through SNA subarea  networks of communi- 
cation  controllers.  A generic solution is required 
to transport  any  type of OSI network  protocols, 
CLNP as well as x.25, through APPN as well as 
subarea  networks.  This is discussed below. 

In  this  scenario, SNA offers the SNAcP function, 
while OSI dictates  that  the SNICP be either X.25 PLP 
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or CLNP. The SNA Path  Control  layer  does  not 
provide  a  complete  and  self-contained  network- 
ing mechanism. It  implements  only  the routing 
part of a  connection-oriented  network,  where the 
connections, called sessions,  must be anchored 
inside LU instances  whose lowest layer  maintains 
the session state information. Thus  a nOn-SNA 
protocol  layer  such as  the SNICP layer of the OSI 
component  cannot  just  drop  packets  into  the SNA 
Path  Control mechanism and  expect  that  these 
will be  routed  properly.  It  must first pass  these 
packets  through  an SNA session  anchor  for  proper 
processing and only  then  down  to  Path  Control. 
However,  the  session  anchor mechanism of a 
SNA LU is only  a small piece of the  complete L u  
component, so that  a  solution  is  needed to allow 
the OSI component to  access  just  the session an- 
chor mechanism without having to use the  entire 
LU protocol  stack. 

To this  end,  a  structure reflected in Figure 7 was 
proposed  that  embodies  two design decisions: 

1. The decision  to  use LU 6.2 sessions as  the foun- 
dation  for  carrying nOn-SNA traffic across SNA 
networks,  because  they  are  supported by both 
APPN and  subarea SNA networks 

2. The decision to split the existing LU 6.2 proto- 
col stack in such  a  way  that  the  basic  session 
anchor mechanism is  separated from the high- 
er-level protocols so that it becomes  accessi- 
ble to  other higher-level nOn-SNA protocols as 
well 

Splitting the LU 6.2 stack  required defining an in- 
ternal  interface  between  two new subcompo- 
nents,  respectively called LU 6.2A (above  the  in- 
terface)  and LU 6.2B (below  it), in such  a  way  that 
the 6.2N6.2B combination  conforms in  all respects 
to  the original LU 6.2 architecture, while the 6.2B 
stack  alone  provides  just  the  necessary  anchoring 
mechanism for full-duplex sessions  required by 
nOn-SNA protocols  to cross SNA Path  Control  net- 
works.  The  interface  through LU 6.2 and  the 6.2A 
and 6.2B components  are in the  process of being 
defined. 

As a result of the above work,  access  to  the SNA 
network is provided to  the OSI component by tying 
it to an LU 6.2B instance. As  such,  the OSI compo- 
nent acquires the appearance of an LU with respect 
to  the Path Control and CP components, as sug- 
gested earlier, and is referred to  as the OSI LU. Two 
OS1 LUS in  different integrated systems attached to 

the  same SNA network can thus communicate with 
one another by exchanging SNICP (x.25 or CLNP) 
Protocol Data Units (PDUs) across SNA sessions 
they can establish, just as any other LU 6.2 in the 
network. For instance, an OSI ES (end system) and 
an OSI IS (intermediate system) or  two OSI ISS at- 
tached to  the  same SNA network can communicate 
with one another in this way  to relay OSI traffic 
through the SNA network, as suggested in the  sec- 
ond scenario discussed earlier. 

When the IS function in an OSI LU receives  an 
SNICP PDU (CLNP Unit-Data or X.25 Call-Request) 
that it must  forward to some  remote  destination 
NSAP, it must  be  able to  map that  destination NSAP 
onto an SNACP address  on  the next  subnetwork, 
Le., the os1 L u  name of the target ES or the  next 
IS on  the  route  to  the  target.  These  address  map- 
ping and routing issues are discussed  later in the 
section  on naming, addressing,  and routing. 

Common CPIs. Moving from  the  lower  interfaces 
of LUS to  their  upper  one,  the  present  section dis- 
cusses  the unification of CPIS across  the SNA and 
OSI protocol  stacks. 

OSI includes  a growing set of application  services 
such as  Job Transfer  and Manipulation (JTM), re- 
mote Virtual Terminal (VT) access,  File  Transfer, 
Access,  and Management (RAM), electronic mail 
and Message Handling Service (MHS), Transac- 
tion Processing (TP), Commitment, Concurrency, 
and Recovery (CCR), Remote  Database  Access 
(RDA), Remote  Operation  Service (ROS), etc. 
Some of these  services  use  one  another  but  they 
are otherwise  generally  independent  and  use OSI 
layers 1-6 directly. SNA has  comparable  services, 
e.g., Job  Services (SNNJS), File Services (SNAIFS) 
Distribution Services (SNNDS), etc.  In  contrast 
with os1 application services,  many SNA services 
do not use SNA layers 1-6 directly.  Instead,  they 
are built on  top of the SNA Transaction  Processing 
service  provided by  the LU 6.2 stack through  the 
SAA CPI-c interface. The Transaction  Processing 
service  thus  plays  a  preponderant role in SNA. 

Without ruling out,  but  also  without exploring the 
possibility of common CPIS for  other  application 
services,  the  present  research  project  has  thus 
focused  on  integration of SNA and OS1 Transaction 
Processing  services  under  the SAA CPI-c interface. 
The SNA and os1 Transaction  Processing  services 
are  semantically very close to  one another. Es- 
sentially the  same  set of CPI-c primitives can be 
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used to  access  the  services of either  protocol 
stack.  Four  adjustments  and  enhancements  to 

Once a conversation or dialog  is 
set up, all subsequent verbs 

referring to it use a conversation 
(or dialog) identifier. 

CPI-c and the associated  mechanisms  for  trans- 
action  concurrency  and  recovely  are,  however, 
necessary.  These  are  discussed in the following 
paragraphs. 

AE Title support. In its original LU 6.2-based def- 
inition, the CPI-c interface primitives (verbs) al- 
low transaction  programs (TPS) residing in differ- 
ent LU 6.2 instances to communicate with one 
another  over  connections called conversations. 24 

For  one TP to  cause  the establishment of a  con- 
versation  with  some  target TP, the calling TP must 
provide  its LU 6.2 instance  with  the  name of the 
target TP and the name of the LU 6.2 instance  at 
which  that  target TP is located.  A TP normally 
does  not  manipulate  target TP and LU names di- 
rectly.  It  uses local aliases called symbolic- 
destination-names (SDN). These  are mapped to 
target TP and LU name pairs  through CPI-c side 
information that  can be either initialized from a 
file or defined dynamically through  appropriate 
CPI-c verb calls. 

Transposing  that model in the OSI Application 
context,  the CPI-c verbs must allow what OSI calls 
Transaction  Processing  Service Users (TPSUS)’~ 
residing at different OS1 Application Entities (AES) 
to communicate with one  another  over  connec- 
tions called dialogs. In  this  context,  a TPSU is also 
referred to  by a name (TPSU name) and  an AE by 
a  Title (AE Title). Extending CPI-c support to 
cover  the Lu 6.2 and os1 TP protocol stacks trans- 
parently implies that SDNS must  be  able to refer 
indifferently to a TP denoted by a TP name  located 
at  some  named L u  on  an SNA network or  to a TPSU 
bearing a TPSU name and  located within some AE 
bearing an AE Title in an os1 network. CPI-c side 
information tables must thus  be  enhanced  to  ac- 
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cept TPSU names  and AE Titles,  respectively, 
wherever  they  use TP names  and LU names  today. 

CPI-stack binding. When a CPI-c verb  is issued to 
start  (allocate)  a  conversation or dialog, to  send  or 
receive  some information over it, or otherwise 
manipulate it, that verb  is always  passed to  the 
underlying LU 6.2 instance  (see  (a) in Figure 7). 
However, it may  have  to  be  switched  over  to  the 
OSI component in case  its  target is an OSI TPSU. 
For  the opening (allocation) verb of a  conversa- 
tion or dialog, this switching decision is deter- 
mined by  the  nature of the target  names found in 
the CPI-c side information. If TP and Lu names  are 
found,  the verb  stays within  the LU 6.2 stack (b), 
otherwise it is passed to  the OSI TP stack (c). All 
LU 6.2 instances  have  addressability to  the OS1 
component so they  can  pass it such  verbs.  Once 
a  conversation or dialog is  set up, all subsequent 
verbs referring to it use  a  conversation (or dialog) 
identifier, which is by then bound to either  a  con- 
versation  instance within the LU 6.2 or  to a dialog 
associated to  some PSAP within the os1  compo- 
nent,  thus determining the switching decision im- 
plicitly. 

Transfersyntax. A third required  enhancement  to 
CPI-c is the ability to negotiate a  transfer  syntax 
in the  way os1 does.  This is not  an  issue in an SNA 
network  because  only  a very small number of dif- 
ferent  syntaxes  occur in SNA networks, so that 
the mapping from any of these  to  any  other is well 
defined. Data  conversion is always  performed at 
the  sender  side so that  the  transfer  syntax is al- 
ways  the  syntax of the  receiver.  By  contrast, OS1 
allows negotiating the  transfer  syntax to  be either 
that of the  receiver,  that of the  sender,  or  some 
other commonly agreed upon  syntax (typically 
the  one defined by  the OSI Basic  Encoding Rules 
[BERI 1 - 
Shared transactions. Finally, once  an application 
TP may  access indifferently the LU 6.2 and OS1 TP 
stacks  across  the CPI-c interface,  the possibility 
immediately arises  that it could access  both 
simultaneously within the  same  transaction, 
meaning that  a  transaction  may  involve  a set of 
TPs and TPSUs on interconnected SNA and OS1 net- 
works.  This in turn implies that all TPs and TPSUs 
within one system  must be under  the  control of a 
shared  transaction  scheduler  and  that  the  trans- 
action  synchronization  mechanisms provided by 
the system  to  its local TPS and TPSUS through  the 
SAA CPI for  Resource  Recovery (CPI-RR) must  also 
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be  integrated,  centrally  controlled, and com- 
monly accessible  to  the LU 6.2 and OSI TP compo- 
nents  to allow the coordination of transaction  op- 
erations involving both  protocol  stacks. 

Common  control  and  management  mechanisms. 
The  focus of the  discussion now moves  to the left 
side of Figure 7, namely the CP and the common 
network management services it provides to  both 
protocol  stacks. Given that multiple architectures 
may  coexist  on the  same physical network,  shar- 
ing common links and  nodes,  they  must  coordi- 
nate  themselves in managing these physical re- 
sources.  Thus,  network management must  be 
capable of providing common  services  to all pro- 
tocol  stacks  and  to  use  any of them  for  transport 
of its own PDUS. 

To this  end,  the  key  features of the  recommended 
design are: 

To continue  supporting the SNA Network Man- 
agement formats  and  protocols (e.g., alerts, 
etc.)  for migration reasons,  but  to offer parallel 
support  for and meet  future  requirements with 
the 0% Network Management services  and  pro- 
tocols, specifically allowing the  transport of 
management PDUs over  any  network, encoding 
these PDUs in a negotiable os1 transfer  syntax, 
and using the OSI Common Management Infor- 
mation P r o t o ~ o l ' ~  provided  by the OSI/Com- 
munication Subsystem  at  the application layer. 
To register all managed systems in a CCITT 
(Consultative  Committee  on  International  Tele- 
graph  and  Telephone) X.5OOz1 or functionally 
equivalent  directory, using X.500 naming con- 
ventions, so that all managed objects within 
these  systems  can  be  organized  into  structures 
grafted onto  the X.500 Directory Information 
Base (DIB), and identified through  outgrowths 
of the X500 naming tree. 

In addition to providing integrated  network man- 
agement services,  the CP also  provides  directory, 
topology, and  route  control  services  to all stacks. 
Concerning routing, for  instance,  the OS1 ES-IS In- 
tra-domain Routing Information  Exchange  Pro- 
tocolZ6 is supported by  the OSI/Communications 
Subsystem,  but  the topology and routing infor- 
mation it conveys  is  passed to/from the CP, which 
maintains the actual topology databases  for OSI as 
well as SNA, and  computes  shortest-path-first 
routing tables  for  both  stacks.  Interdomain  rout- 
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ing and application directory  issues  are  the  sub- 
ject of the  next  section. 

Integrated  naming,  addressing,  and  routing 

An overall  picture of the  integrated  directory, 
naming, addressing,  and routing issues  to  be dis- 
cussed in the  remainder of this  paper  is given in 
Figure 8. To understand  what  the figure repre- 
sents, it is necessary  to explain the  operation of 
its SNA and os1 components  separately,  then  to 
discuss  their integration. 

SNA naming  and  addressing  overview. The dis- 
cussion starts from the  top of Figure 8 with  the 
SNA mechanisms  on  the right side. When an  ap- 
plication wants  to communicate  with  a  partner 
application, it issues  a CPI-c conversation alloca- 
tion primitive (verb) indicating the desired  part- 
ner by means of a local alias called symbolic- 
destination-name (SDN), as explained earlier. 

Through  the CPI-c side information, the SDN is 
mapped  into  the LU name of the desired  target 
application, among other things. This target LU 
name must be known in advance  and  saved in the 
CPI-C side information for  the SNA communication 
to  take place. To guarantee  uniqueness of LU 
names,  they  are qualified by SNA network  iden- 
tifiers (Netid s ) ,  so that  the  format of LU names is 
actually  Netid.LUname,  where the Netid  and LU 
name are  each  eight-character strings. With the 
proper  Netid-LUname,  the LU 6.2 protocol stack 
underlying the CPI-c can  establish  a  connection 
across  the SNA network  to  reach  the  target appli- 
cation LU 6.2; this  connection  is called an LU 6.2 
session. To reach the target LU, the  connection 
request, called a BIND PDU, must carry a  source 
Routing Service  Control  Vector (RSCV) indicating 
the  path to  be taken by  the  future  session  across 
the  network.  This RSCV is built through  a  two-step 
process. 

In  the first step,  a  network  Directory  Service (DS) 
is invoked in the local cp-or, if the calling LU is 
located  at an end  node, in the CP of the  nearest 
network node-to search  the DS tables in all net- 
work  nodes until a target LU with  the given LU 
name is located in one of them. This  is  achieved 
by propagating a  search  request  across all links to 
all network  nodes, in a  sense simulating a  broad- 
cast  process.  Then in the second  step,  a  Topology 
and Routing Service (TRS) is invoked in the node 
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Figure 8 Integrated  directories,  naming, and  addressing 
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that initiated the  search to compute  the  best RSCV 
leading to  the location discovered in the first step, 
based  on  network topology information available 
in  all network nodes. 

OS1 naming  and  addressing  overview. Moving to 
the left side of the Figure 8, one  can  observe  that 
OSI naming and addressing, while fairly different 
in its details, bears similarities to  the SNA mech- 
anisms. 

In OSI, as explained earlier, applications bear AE 
Titles. Unlike LU names, which are really ad- 
dresses  meant for systems to use, AE Titles  are 

human readable strings of typed name tokens, in- 
dicating typically the  country, organization, and 
administrative unit of the  corresponding applica- 
tion within a hierarchical x.500 Directory  Infor- 
mation Tree (DIT). For  one application to estab- 
lish a  connection, called an association in OSI, 
with another application known by  its AE Title 
involves a two-stage process. 

In  a first stage,  a  Directory  User Agent (DUA) in 
the calling system must contact  a  Directory  Ser- 
vice Agent (DSA) in the  same or some  other 
nearby  system to locate  the desired target appli- 
cation, i.e., to obtain an address  corresponding to 
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the AE Title. The DSA obtains this address infor- 
mation through a  directed navigational search. 
The DSA parses  the AE Title of the target appli- 
cation  and, depending on information in its  own 
directory and knowledge it has  about DSAS in 
other locations, organizations, and countries, it 
answers  the  query right away if it can  or  passes it 
on (navigates) to  one  or  more presumably better 
qualified DSAS somewhere  else in the  network un- 
til information about  the desired target applica- 
tion is located. The  set of protocols used between 
DUA and DSA or among DSAs is specified by  the 
CCITT x.500 directory  standard. 

The search then yields the desired addressing in- 
formation, as well as possibly many other attributes 
that the calling  application may have requested 
about the target application. Indeed the x.500 direc- 
tory allows storing much more than just addressing 
information about applications. The addressing in- 
formation consists of the address(es) of the PSAP(S) 
at which the application can  be found. Such  an 
address is hierarchically structured  as  the  con- 
catenation of presentation-, session-, and trans- 
port-selectors,  together with an NSAP address for 
the  system  on which the target application re- 
sides. Within certain length limits, the allowable 
syntax and semantics of selectors  are uncon- 
strained.  However,  the  syntax and semantics of 
an NSAP address  are  subject  to well-defined stan- 
dards. An NSAP address  contains first an Author- 
ity and Format Identifier (MI) field that  deter- 
mines how the  rest of the  address is to be 
interpreted,  then an Initial Domain Identifier (IDI) 
denoting the registration domain out of which the 
address is assigned, and finally a Domain Specific 
Part (DSP) defining the  address within that regis- 
tration domain’s address  space. 

In  a  second  stage,  the association connection  re- 
quest from the calling application to  the target 
application is imbedded within a  network PDU 
bearing the  target NSAP address.  The OSI net- 
work-layer routing mechanisms determine how to 
route  that NPDU based  on  that target NSAP ad- 
dress.  Further details about OSI naming and ad- 
dressing mechanisms may be found in References 
27 and 28. 

Given the  above  descriptions of naming and ad- 
dressing mechanisms, it is now possible to dis- 
cuss  the  four  key  features of the integrated de- 
sign, noted (1) to (4) in Figure 8. 
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Unification of CPI aliases. This paragraph  refers to 
cp1-level integration, noted (1) in the figure. As 
suggested earlier, the definition of common CPIS 
suggests that local aliases, such as symbolic- 
destination-names (SDNS) in the  context of CPI-c, 
must be allowed to refer to OSI applications as 
well as SNA applications. Thus CPI-C side infor- 
mation tables  are  enhanced  to allow use of OS1 
TPSU names as well as SNA TP names, and X.500- 
style hierarchical AE Titles as well as LU names. 

Unification of application names. Given integra- 
tion at  the CPI alias level, one  can envision inte- 
gration at  the next level down, the application- 
layer  directory,  noted (2) in the figure. As is 
apparent from the earlier descriptions of SNA and 
Os1 naming mechanisms, the APPN DS and X.500 
directory mechanisms are  very different. First, 
the intrinsic natures of AE Titles and LU names  are 
different. The former are  names  meant for hu- 
mans to use, while the  latter  are  more like ad- 
dresses meant for systems  to  use.  Then,  the X.500 
directory  can  be used to retrieve many more at- 
tributes  than  just network-level address informa- 
tion (location). Finally, each  directory mecha- 
nism achieves  its  purpose through markedly 
different techniques  (broadcast  search in APPN vs 
navigational search in X.500). 

The  concept of navigational searches  to  retrieve 
multiple object attributes,  based  on human-ori- 
ented hierarchical object names, is becoming 
widely accepted. To support X.500, the natural di- 
rection for directory integration consists of pro- 
viding similar application-layer naming support 
under SAA and extending it to include SNA objects 
as well as OSI objects. 

A first implication of this  statement  is  that all sys- 
tems providing application access  to  the OSI 
and/or SNA protocol  stacks must include at least 
a DUA function to be able to  access  the SAA ap- 
plication directory. If an x.500 Directory Informa- 
tion Base  is available locally, the DUA can  access 
it directly, otherwise it must use  either  the SAA 
directory  protocols provided by  the SNA stack  or 
the OSI directory  protocols provided by  the OSI 
component to  access  the  nearest DSA. Similarly a 
DSA must  be able to interact  with  peer DSAs using 
either  the SNA or os1 protocol  stacks, as repre- 
sented in Figure 9. 

A  second implication is  that x.500-style names  and 
directory  support must be provided not only to 
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os1 but  also  to SNA entities  such as CPs LUS, and 
many  others. The difference, which  determines 
the switching of a CPI primitive to  the SNA or  the 
OSI stack,  as  discussed  earlier,  becomes  apparent 
only  at the  address level. If looking up  an AE Title 
in the  application  directory  yields  a PSAP address, 
the corresponding application is  an OSI applica- 
tion (i.e., uses  at  least  the  upper  part of the OSI 
stack),  whereas if an AE Title  yields  an LU name, 
the application  is an SNA application  (uses  at  least 
the upper  part of the SNA stack).  This  observation 
confirms that,  from  an OSI perspective, LU names 
really  are  addresses, in spite of what  they  are 
called. Two successive  mechanisms, DS and TRS, 
are needed to derive  an RSCV from an Lu name, 
rather  than  one to determine  an OSI route from an 
OSI NSAP address simply because OSI addresses 
include  enough  location information to  compute 
routes, while SNA Lu names  are still location- 
independent  and  require  a  network  search to  ob- 
tain  location information prior  to  computing  the 
route. 

In some  cases,  the  directory  search  for  an AE Title 
may yield both  an os1 PSAP address  and  an SNA Lu 
name at the  same time. This would specifically 
indicate that  the corresponding application is ca- 
pable of using either  protocol  stack, as in the third 
scenario  described  at  the beginning of this  paper. 
In  this  case,  the LU name  and  the PSAP address 
that  the application bears  simultaneously  are in 
fact  related. To simplify system management and 
internal  packet routing, the  P-selector of the PSAP 
address  is defined by design to  be equal to  the LU 
name itself. This  underlines the fact  that  the  two 
addresses really denote  the  same application en- 
tity. It  is in fact  this  addressing  convention  that 
ties  together  the LU 6.2 instance providing SNA 
services  with  the  proper PSAP of the OSI compo- 
nent providing OSI services to the application. It 
also allows the OSI component in the integrated 
system to route  an incoming PDU for  that appli- 
cation to  the proper PSAP, and  on to  the LU 6.2 
instance of the  same name, toward  the right ap- 
plication. 

Unification of network  addresses. Moving down 
from  the application directory level to  the net- 
work routing level, the  next  issue to  be addressed 
is  the unification of network-level  addresses.  In 
the first two  scenarios  described  earlier, SNA in- 
ternetworking using OSI subnetworks,  and OSI in- 
ternetworking using SNA subnetworks, SNA ap- 
plications  may  be  attached to OSI networks  and 
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OSI applications  to SNA networks,  which  raises 
the questions of mapping SNA internetwork  ad- 
dresses  to OSI subnetwork  addresses,  and OSI in- 
ternetwork  addresses  to SNA subnetwork  ad- 
dresses.  The  latter  question, mapping OS1 
addresses  to SNA subnetwork  addresses,  is dis- 
cussed in the next  section.  The  former  question, 
mapping SNA addresses  to OS1 subnetwork  ad- 
dresses,  is  solved in existing  products  such as 
NPS19 for the specific case of X.25 networks.  How- 
ever,  a  more  generic  solution was developed as 
part of the  present  project and is outlined in this 
section. 

Figure 10 is  used as a  basis for this  discussion.  In 
this simple example  based  on  the first scenario 
seen  earlier, an application located  at  an LU 
named M.P in an SNA network  on  the left side of 
the figure wants  to communicate  with  a  peer ap- 
plication located  at an LU named N.Q in another 
SNA network  on  the right, where  the  two SNA 
networks  are  interconnected  through  some  inter- 
mediate OSI network(s). For this  purpose, appli- 
cation  P  may  look  up  the AE Title of Q in the 
integrated application directory  to obtain  the  ad- 
dress (LU name) N.Q of the  target application. 
Then,  the calling LU M.P will send  to  the called LU 
N.Q an SNA BIND PDU bearing the  destination 
name N.Q. For its  transit  through  the  intermediate 
os1 subnetwork,  the BIND (and all subsequent  ses- 
sion traffic) must, however,  be  encapsulated 
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Figure 10 SNA internetworking  over OS1 subnetwork 
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within the OSI subnetwork  protocols,  and PDUS at 
this level must be routed  between  the two IWUS 
with OSI NSAP addresses A and B. Clearly, neither 
an SNA RSCV nor the LU name N.Q as it is, is of any 
use  for  the routing mechanisms within the OSI 
network. 

A solution was designed to make SNA internet- 
work  addresses  such  as N.Q meaningful within OS1 
networks.  This was  done in two  steps: in a first 
step,  the  target SNA address  is  converted  into  an 
OSI internetwork  address; in the  second  step,  the 
resulting OSI internetwork  address is used to de- 
rive the OSI subnetwork  addresses of suitable 
~ w u s  on  a  path  to  the target, using applicable OSI 
internetwork routing mechanisms. 

1. The first step  is achieved by integrating the 
SNA address  space  into  the OS1 internetwork 
address  space.  Through  the  direct  syntactic 

mapping suggested by (3) in Figure 8, any 
SNA L u  name corresponds  to a valid OS1 NSAP 
address.  Figure 11 lists  some  examples of stan- 
dard NSAP address  formats. 28, 29 In any of these 
formats, NSAP addresses include an A F I ,  IDI, 
and DSP. In  order  to fold the SNA address  space 
into  the OS1 NSAP address  space, IBM has  taken 
two initiatives: 

a. It  has  obtained  from ISO (the  International 
Organization for  Standardization)  a desig- 
nated  code point under one of the  standard- 
ized NSAP formats to identify the IBM ad- 
dress  space  (actually  more  than  just  the 
SNA address  space) within the os1 address 
space.  This  is  code 0018 within  the IS0 ICD 
(International  Code Designator) format 47. 
IBM has  further  allocated  the first of the DSP 
bytes available within that  format to a  type 
field for  separating  the different address 
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Figure 11 Examples  of  standard NSAP address  formats 
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spaces  under  its  control:  type  code 08 de- 
notes  the SNA address  space.  This  leaves 
the  rest of the DSP field available to  store 
the Netid  and LU name parts of the SNA 
address. (At the  time of this writing, the 
maximum DSP length is being extended to 
17 bytes so it can  contain  an SNA address.) 

b. IBM has  put in place  a  Registration  Author- 
ity  for SNA Netids from which users  can get 
their  own  Netid  values  that are guaranteed 
to  be unique on a  worldwide  basis. Users 
further  administer LU names  within  their 
own  Netid  space. With these  two  mecha- 
nisms, any sNA LU name can  be mapped 
syntactically  into  a valid OSI internetwork 
address. 

domain Routing Protocol (IDRP) is still under 
development.  The  present  description is thus 
a very superficial account of its  operation,  only 
for  illustrative  purposes. IWUS between differ- 
ent routing domains,  such as SNA and OSI, use 
so-called NSAP address prefixes to  advertise  on 
each of their  sides  the routing domains  reach- 
able  on  the  other  side.  Thus in the  example of 
Figure 10, the SNA routing domains  are  adver- 
tised to  the OSI routing domain(s) by NSAP ad- 
dress prefixes such  as 47'0018'08'N'*, where * 
stands  for  any LU name. IWUS regularly ex- 
change  such NSAP prefixes among themselves 
so each IWU learns  what  the  others  can  reach. 
Thus,  the IWU with NSAP address  A  on  the left 
learns  that  the SNA NSAPS 47'0018'08'N'* are 
reachable  over the IWU with NSAP address B 
on  the right, which is all  it needs  to  route  the 

2. For  the  second  step, deriving addresses for BIND th&ugh that IWU. As explained in the 
I W U S  on  the  path  to  the target, OSI internet- next  section,  the IDRP prefixes are even  stored 
working  mechanisms  are  used.  The OSI Inter- in the SNA network  directories so that SNA LUs 
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Figure 12 OS1 internetworking  over SNA subnetwork 
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can  discover  what  remote SNA addresses  are 
reachable through what IWUS. 

Essentially  the  same  mechanisms  are  invoked if 
one  or  both of the SNA networks are reduced to 
single nodes so that SNA LUs M.P and/or N.Q are 
attached  to  the OSI network  directly  instead of 
indirectly  through  an IWU. In  this  case  the  source 
and  destination SNA nodes  on  the Os1 network 
recognize the  source  and  destination LU names as 
being local instead of being in a  distant  node 
across  some SNA network. 

Integration of internetwork  routing. This  section 
now focuses  on  the OsI-over-SNA internetworking 
scenario  depicted in Figure 12, where OSI traffic 
must  cross  an SNA subnetwork. In this  example, 
an  application P located in the OSI network  on  the 
left of the figure wants  to  communicate with a 

peer application Q located in the OSI network  on 
the right, where  the  two OSI networks  are  inter- 
connected through some  intermediate SNA net- 
work. For this  purpose,  application P may  look  up 
the AE Title of Q in the integrated application di- 
rectory  to  obtain  its PSAP address.  That PSAP ad- 
dress  includes  some NSAP address  at which the 
target PSAP resides, 37’41’N in this  hypothetical 
example.  Thus,  the calling NSAP must  send to  the 
called one a PDU bearing the destination NSAP ad- 
dress 37’41’N. For its  transit  through  the  inter- 
mediate SNA subnetwork,  this PDU (and any  sub- 
sequent  between  the  same two NSAPS) must, 
however,  be  encapsulated within the SNA subnet- 
work  protocols,  and PDUS at this level must be 
routed  between the  two OSI relay LUS bearing LU 
names K.A and K.B on  the intermediate SNA net- 
work. Clearly, the  source  and  destination NSAP 
addresses  and  any OSI routing mechanism are of 
no  use here. 
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Even  the  syntactic  address mapping described in 
the previous  section  is of no  use  here.  It  maps  any 
SNA address  into  a valid os1 address,  but  this map- 
ping does  not  work  the  other  way  around. An 
NSAP address  such  as 37’41’N plainly has  no SNA 
equivalent. Thus another  solution  is  required. 

The solution  adopted to meet  this  requirement 
consists of a minor extension of the APPN DS 
mechanism,  which in effect incorporates os1 NSAP 
addresses  into  the LU name  space  understood  by 
APPN DS. The original DS mechanism maps  the 
names of an SNA resource (e.g., an LU name)  into 
the CP name of the  network  node  closest  to  that 
resource. The extension designed to  support OSI 
internetworking  consists of allowing IWUS to  store 
in their DS additional entries binding the NSAP ad- 
dress prefixes that  they  learn  about  through IDRP 
to their  own OSI LU name  and CP name. In effect, 
the extension  amounts to storing in the APPN DS 
the routing information derived from IDRP. The 
resulting additional bindings are  represented  by 
the DS table  entries managed by the CPS of the  two 
IWUS in Figure 12, and by  the  box called DS’ (4) in 
Figure 8. They allow an Os1 LU such  as K.A having 
to send  a PDU to a foreign OSI address  such  as 
37’41’N, to discover  that doing so requires 
BINDing an LU 6.2 session  with  the  relay  function 
of its  peer OSI LU K.B to  ensure  proper routing of 
interdomain traffic destined to an NSAP address in 
the  set  described by 37’41*. It  is  interesting to 
observe  that  the  very  same bindings may be used 
for  internetwork routing by  the  Network-Layer 
Relays  discussed  here, as well as  by higher-layer 
gateways, if desired. For instance,  Transport- 
Layer gateways  that would concatenate OSI 
Transport  connections to SNA sessions could use 
the  very  same IDRP-based DS extension  for OS1 
internetwork routing. 

Until  the os1 IDRP is standardized,  the  above  de- 
sign works fine if foreign NSAP address prefixes 
are simply manually defined to  the IWUS. How- 
ever,  once  a  suitable  standard  is in place, IWS 
will learn  about  reachable NSAP address prefixes 
dynamically and  thus will be able to  update  the 
corresponding DS entries dynamically. In  fact,  the 
presently  proposed IDRP mechanism will distrib- 
ute  not just reachability information but  also  cost, 
delay,  error  rates,  quality of service,  and  other 
metric information for  comparing  alternate  inter- 
domain routes. Using this information, it  will be 
possible to advertise in the APPN DS and  subse- 
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quently  discover  only  selected  routes  with given 
characteristics. 

As in the SNA-over-OS1 scenario,  the  same  mech- 
anisms  may  be  invoked if any of the applications 
resided in a  system  directly  attached  to  the  inter- 
mediate  subnetwork  as  opposed  to being re- 
motely  attached  through  an IWU. A directly  at- 
tached  system would recognize its  own NSAP 
address  and it would use  the PSAP addresses  to 
route traffic internally to  the proper application. 

This  concludes the description of the design uni- 
fying the CPI aliases,  application  names,  network- 
layer  addresses, and internetwork routing mech- 
anisms of SNA and OSI, which was a key  aspect of 
the integration study. 

Summary  and  outlook 

Because of existing  investments in proprietary 
technologies such as SNA and NetBIOS, and simul- 
taneous  requirements  for  open  architectures  such 
as TCP/IP and OSI, IBM’S future  networking  prod- 
ucts will indifferently attach  to and  interoperate 
with multiple heterogeneous  networks.  This  re- 
quires  that  the  reference model for IBM network- 
ing systems  be  enhanced and opened to incorpo- 
rate  other  protocol  stacks  besides SNA. 

A research  project  described in this  paper  has 
defined guidelines and laid groundwork  for  this 
enhancement, pursuing four specific technical ob- 
jectives: rich connectivity, full interoperation, 
sharing, and homogeneity. These  were defined in 
a  previous  section  on  summary of technical  re- 
quirements. 

The  work  has been carried  out in the specific con- 
text of SNA and os1 networks. Its  key results  are 
the definition of an enhanced  structure for net- 
work-attached  systems  that will allow a flexible 
coexistence of multiple protocol stacks within the 
same  system,  the  sharing of link, management, 
and control facilities among them,  the  interoper- 
ation between  their  network-layer  protocols,  and 
the unification of their CPIS. An essential  factor to 
such  structural integration is  the unification of di- 
rectory, naming, addressing,  and  routing  mecha- 
nisms described in the  last  section. 

Detailed work is still needed to fully realize  the 
proposed integration and  achieve  its  intended  ob- 
jectives.  First, the general  concepts  and  under- 



lying structures  must  be  extended  to  encompass 
other  architectures  beyond SNA and 0s1. Second, 
more  work is required to allow the  interoperation 
of these  other  architectures among them  and  with 
s N A  and 0%. Third,  the  same form of unification 
that  was applied to  the transaction  processing in- 
terface  must  be  extended to  other application 
services. Finally, work  is still going on  to define 
the  details of the  common  network management 
architecture,  and  integrate SNA and  other  re- 
sources  into  the X.500 directory  environment. 
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