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The  rapidly  increasing storage and  transmission 
capacities of computers and the progress in 
compression algorithms make it possible to build 
multimedia applications that include audio  and 
video.  Such applications range from educational 
and training videos,  delivered to desktops in 
schools  and  enterprises, to entertainment 
services at home. Applications developed for 
stand-alone personal computers can be deployed 
in distributed systems without change by using 
the  clientlsewer model  and file sewers that allow 
the sharing of applications among  many  users, 
The OSl390" LAN Sewer has  been  enhanced to 
support multimedia data delivery.  Resource 
management  and  admission control, wide disk 
striping to provide high data bandwidths, and 
multimedia-specific performance enhancements 
have  been  added.  The resulting sewer benefits 
from the robustness, scalability, and flexibility of 
the S/3@ system  environment, which allows it 
to move into new multimedia applications. 
Multimedia support on a robust, widely installed 
platform with  little or  no additional hardware 
requirements gives  customers the opportunity 
to enhance their existing applications with 
multimedia features and then expand their 
capacity as the demands  of the applications 
increase.  This multimedia server platform is in 
use with several interesting applications. 

T he rapid increase in processing, storage, and net- 
work  transmission  capacities of computers, com- 

bined with ever lower cost, has made possible the 
use of multimedia data such as video and audio in 
computer applications. In addition to augmenting 
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existing applications, many  new  types  of applications 
are becoming  possible.  Examples of such applica- 
tions are interactive multimedia education, just-in- 
time training, multimedia-based information ser- 
vices, and video-on-demand services to homes. In 
some instances, such as with  services to  the home, 
a new transmission infrastructure is needed. In other 
cases,  existing infrastructure such  as  file  servers,  com- 
puter networks, and client computers are in place 
and can be augmented gradually as the applications' 
capacity demands increase. 

Many multimedia applications have been developed 
for  stand-alone use on personal computers (PCS) or 
UNIX* * workstations, which we  will call client com- 
puters. They store  the multimedia data on CD-ROM 
or on local  disks. These applications control all real- 
time aspects directly through the application code, 
or through a special middleware layer. They obtain 
the  data through the file  system from the disks. The 
part of the application program that moves the  data 
in real time is often called the player. 

The easiest way to port applications from a  stand- 
alone execution environment into  a client/server 
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environment is through file server technology. In- 
stead of using a local  file  system,  file operations  are 
redirected to a remote file server. All permanent data 
of an application, the executable code as  well as the 
multimedia files,  can reside on the file server. The 
execution of the application, including the decom- 
pression of compressed video  files, occurs on the cli- 
ent computer. The redirection of file operations is 
performed by code in the client computer, often 
called a redirector, and involves no change in the  ap- 
plication code. 

File server technology has been in place for some 
time. The most  widely used file server protocols are: 
the sMB (server message  block) protocol' used by 
IBM'S Operating System/2* ( 0 ~ 2 " )  LAN Server2 
and by Microsoft's LAN Manager**,3  the Novell 
NetWare**4 NCP** (NetWare Core P ro t~co l ) ,~  and 
the NFS** (Network File System**) protocol6  that 
is  most popular in UNIX environments but has also 
found use in other workstation systems. File servers 
allow sharing of files by many users, eliminating the 
need for private copies of files. This is particularly 
important for video  files that  are very large even 
when compressed. 

Video applications and their contents are usually  ex- 
pensive to  create. This makes it desirable to  share 
them among as  many users as possible. Their size 
also makes them expensive to  store, so a single  copy 
of the material is advantageous. A single  copy of the 
data also makes management tasks such as updates, 
backups, and access control easier. Clearly, the 
clientherver paradigm makes sense for multimedia 
files. 

Mainframes have long been known  as robust plat- 
forms for I/O-intensive applications requiring indus- 
trial-strength data management, They  easily  scale up 
to meet large capacity requirements in both storage 
and throughput. With the recent introduction of 
CMOS (complementary metal-oxide semiconductor) 
hardware, mainframe cost, size, and power require- 
ments are comparable to  the alternatives. 

The OSi390* LAN Server7 is part of the OSi390 system. 
When a multimedia server for MVS (Multiple Vir- 
tual Storage) was needed,  the OSi390 LAN Server, a 
very high-performance file  server for workstation cli- 
ents, was enhanced to  support multimedia serving. 
This meant extending the oSi390 LAN Server imple- 
mentation to improve throughput for multimedia 
read operations, to add bandwidth management and 
admission control, and to increase the maximum  file 
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size. The  data blocks are distributed across multiple 
disks on a block  basis,  with a technique called disk 
striping, to allow a large number of video streams to 
be created from a single  copy of the  data.  The 
osi390 LAN Server is now  in  use  with a diverse set of 
multimedia applications. 

This paper describes the design of the OSi390 LAN 
Server's multimedia features. First, we describe the 
basic os1390 LAN Server, designed to be used as file 
server for a wide range of workstation clients. Next, 
we examine the environment in which multimedia 
file  systems operate, as well  as their requirements. 
Then we describe the architecture and design of the 
multimedia  extensions. After presenting some  server 
configurations and performance data, we  give exam- 
ples of  how customers use the OSi390 LAN Server to 
serve  multimedia  files in a clientherver environment. 

Basic OW390 LAN Server  architecture 

The os1390 LAN Server is a high-performance file 
server running on MVS/ESA* (Enterprise Systems Ar- 
chitecture), serving data  to personal computers and 
UNIX workstations. It supports very large numbers 
of clients8 simultaneously, integrating islands of 
smaller Pc-based file servers into  one large file  sys- 
tem image. A single  file  system image for a large 
number of clients provides substantial advantages in 
storage cost, access management, and system man- 
agement. The OSi390 LAN Server supports simulta- 
neous shared access to files on the server through 
any of the major clientherver file  access protocols: 
SMB, NFS, and, through the IBM Research prototype 
described in this paper, Novell NCP. 

Figure 1 shows the  end-to-end software configura- 
tion of an Os1390 LAN Server domain. SMB and NFS 
clients access the server through different paths. All 
clients are  standard clients and require no change 
to access the OW390 LAN Server. 

The OSi390 LAN Server architecture supports inter- 
mediate servers, which are also calledfront-endpro- 
cessors. The OSi390 LAN Server, the  front-end  pro- 
cessors,  and the clients form a three-tier clientherver 
infrastructure. The objective of using front-end  pro- 
cessors is to off-load function that does not have to 
be performed in the OW390 LAN Server, and to avoid 
duplicate implementation of function already 
implemented on the front-end processors. At  the 
same time, the  front-end processors improve the 
OSi390 LAN Server's performance by caching data 
blocks in RAM (random access  memory) and by man- 
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aging the LAN communication with the clients. Fi- 
nally,  they  allow users to  store on the front-end pro- 
cessors  files that need not be shared across the  entire 
OSi390 LAN Server domain. This three-tier infrastruc- 
ture gives the users flexibility to design the most ef- 
ficient client/server architecture for their require- 
ments. There  are two major ways  of attaching the 
client systems: local  connections from the OSi390 LAN 
Server over S/390* channels attached directly to the 
front-end processors to provide high-performance 
access; remote  connections using general network 
protocols such  as TCPiIp (optionally through an Open 
System Adapter)  or SNA to reach clients over a wide 
area network. 

OW390 LAN Server  software  structure. The 
OSi390 LAN Server software structure is  highly mod- 
ular, supporting a variety of file server protocols and 
communications protocols. Figure 2 shows the in- 
ternal  structure of the OSi390 LAN Server. 

376 KIENZLE ET AL 

The OSi390 LAN Server uses the Common File  Repos- 
itoly (CFR) as its file  system. CFR supports the com- 
bination of file  system functions required by SMB and 
NFS. It is a modern high-performance file  system im- 
plementing features such as hierarchical directories, 
atomic metadata updates to eliminate file  system 
consistency  checks, byte-range locking, hard and soft 
links,9 extended attributes, and arbitrarily long  file 
names using a full character set. CFR takes advan- 
tage of the efficient implementation of linear  data 
sets (LDSS) under VSAM (Virtual Storage Access 
Method) by mapping its logical  disks onto VSAM lin- 
ear  data sets. 

A set of common  services provides the infrastruc- 
ture on which the protocol  conversion  layers (PCLS) 
are implemented. The SMB PCL implements the SMB 
file server protocol, the NFS PCL implements the NFS 
version 2 file server protocol, and the administra- 
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Figure 2 Internal  software  structure of the OW390 LAN Sewer 
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tion PCL performs the administrative tasks of setting 
up and  operating the server. 

The common  link  access to  workstations  (CLAW) func- 
tion supports locally attached front-end processors. 
CLAW establishes connections to the  front-end pro- 
cessors, either over ESCON* (Enterprise Systems 
Connection) channels or over Si390 parallel channels, 
and uses an optimized “lightweight” protocol for 
communication. This high-throughput, low-re- 
sponse-time connection contributes to the excellent 
performance characteristics of the OSi390 LAN Server 
in  local environments. 

The lock  manager supports a general file-locking pro- 
tocol, as  well  as data integrity across multiple block 
caches in the  front-end processors. For file  locking, 
the lock manager implements a superset of the lock 
protocols associated with the file server protocols 
supported by the OSi390 LAN Server. For instance, the 
SMB protocol requires byte-range locking, whereas 
the NFS protocol utilizes  only  advisory  locking. The 
lock manager also keeps read locks on the cache  con- 
tents of the front-end processors.  When a client  mod- 
ifies a file  block that is resident in one or several front- 
end processor  caches, the lock manager issues “cache 

invalidate” signals to these front-end processors, as- 
suring data integrity. This approach avoids  having 
to broadcast the signals to all front-end processors, 
which  would cause overhead for the  front-end  pro- 
cessors that  do  not have the updated blocks in their 
caches. 

The os1390 LAN Server  uses the ADSTAR* Distributed 
Storage Manager (ADsM) Server lo to back up its  files. 
TheAmMclient establishes the connection between 
the OSi390 LAN Server and the ADSM Server. The 
back-up function is contained entirely on the S/390 
system and occurs without any interaction with the 
client systems. In fact, the client systems do not even 
need to  be connected for their files on the OS/390 LAN 
Server to  be backed up. 

A server system has to perform many tasks, such as 
I ~ O  operations, concurrently. It is important  that  the 
server software be able to efficiently share  state in- 
formation among all its activities. The OSi390 LAN 
Server runs in a single MVS address space but uses 
multiple task control blocks  (TCBS) to utilize mul- 
tiple processors. Inside each TCB, it uses the shared 
virtual machine (SVM) lightweight multitasking base 
to  coordinate its activities  efficiently. 
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Figure 3 SMB client-specific  infrastructure 

Client-specific  infrastructure. The OS/390 LAN Server 
supports clients using either  the SMB protocol or  the 
NFS protocol to access  files on  the server. It has a 
separate infrastructure for each of the two  protocols. 

SMB clients. SMB clients are connected to an OS/2 LAN 
Server over a LAN using the NetBIOS (Network Ba- 
sic Input/Output System) protocol. The 0s/2 LAN 
Server is connected to  the OS/390 LAN Server locally 
via an S/390 channel using the CLAW protocol, or  re- 
motely via an SNA connection through the VTAM* 
(Virtual Telecommunications Access Method) func- 
tion on the OW390 host. 

Figure 3 shows the software structure in the 0s/2 LAN 
Server when it is part of an OW390 LAN Server sys- 
tem. To  attach  the os12 LAN Server to  the OW390 LAN 
Server, the  front-end processor function must be in- 
stalled in the kernel of the 0S/2 LAN Server. When 
an SMB client wants to access  files on the server, the 
standard oS/2 LAN Server performs client authenti- 
cation and access control. The administration may 
place some of the files on  the 0s/2 LAN Server; oth- 
ers may reside on the OSi390 LAN Server. The client 
can never  explicitly discern the actual location of the 
files. 

When a client accesses a file residing on the 
OW390 LAN Server, the front-end processor function 
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in the 0S/2 LAN Server intercepts the request and for- 
wards  it to  the OW390 LAN Server without further pro- 
cessing. This interception is performed entirely in 
the kernel of the ow2 LAN Server, assuring high per- 
formance and low latency. The sMB protocol con- 
version layer  in the OSi390 LAN Server handles the 
request and  returns  the response to  the  front-end 
processor function, which  in turn sends the response 
to  the client. The  front-end processor function also 
contains a block cache in RAM to avoid  having to pass 
to  the host requests for recently used blocks. The 
lock manager in the OW390 LAN Server  is  used to track 
the cache contents across all front-end processors 
to  ensure file  system integrity across the  entire 
OS/390 LAN Server complex. The  front-end proces- 
sor always requests at least a 4 KB (kilobyte) block 
from the OSi390 LAN Server, which,  when combined 
with the cache, creates  “read  ahead”  and more ef- 
ficient transfers than small sequential read opera- 
tions. 

NFS clients. NFS clients connect to  the OS/390 LAN 
Server locally through an NFS front-end processor, 
and remotely over a wide area network using the 
TCP~IP protocol; the TCP/IP protocol is supported ei- 
ther channel-attached directly to  the host, or through 
the S/390 Open  Systems Adapter 2 feature in the S/390 
host system (see Figure 4). TCP/IP overhead on the 
Si390 server can be avoided by using the NFS front- 
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Figure 4 NFS  client-specific  infrastructure 

end processor. This results in  higher throughput and 
shorter response times. The NFS front-end proces- 
sor is not a full-function file server, it  is an  interme- 
diary processor that improves osi390 LAN Server per- 
formance by off-loading TCP/IP protocol processing 
from the Si390 host and through a read-ahead cache. 
In particular, the NFS front-end processor can read 
blocks larger than  the 8 KB block  size that is  typical 
for NE. This feature reduces the number of read op- 
erations  from the front-end  processor to the OW390 LAN 
Server.  Alternatively, NFS clients  connect to the 
OW390 LAN Server  through the TCPDP implementation 
on the S/390 host,  Regardless of the connection  type, 
the OS/390 LAN Server appears to the client  as  any other 
NFS server,  implementing the NFS version 2 protocol. 

Multimedia file system  environment  and 
requirements 

Multimedia file  serving extends the traditional file 
server requirements in two major directions. First, 
for each client viewing a video, the data delivery rate, 
also called the stream rate, must be guaranteed  to 
assure continuous, smooth delivery of video and au- 
dio data. Second, the files  involved are very large, 
and  the bandwidth required  to deliver them is  very 
high.  Typical data rates are 1.5 Mbps (megabits per 

second) to 6 Mbps, resulting in  200 to 800 KB of data 
for each second of video, or about 720 MB to 2.8 GB 
(gigabytes) for an hour. To support many clients 
simultaneouslyviewing the same video  file, the server 
must  be able to serve the aggregate data  rate of  many 
video streams from a single  file. When a single  disk 
cannot support  the aggregate data  rate requirement 
of a particular video, additional bandwidth can be 
obtained by replicating the video files on more than 
one disk, or by striping the video file across multiple 
disks.  Clearly,  disk striping is the  more economical 
solution. To support high video throughput the 
server must use  all  system resources involved, such 
as disk bandwidth, central storage bandwidth, and 
CPU processing power, as economically  as  possible. 

On a personal computer,  the user controls all ap- 
plications and can make sure that sufficient  system 
resources are available to move the real-time data 
at the  appropriate rate from the local  disk  via the 
decompression hardware (or software) to  the dis- 
play and the speakers. Since a file server is shared 
by many users, it has to  ensure explicitly that each 
video stream has sufficient resources available for 
smooth transmission to  the client workstation. This 
requires new software on  the server that  guarantees 
bandwidth to a real-time data stream and rejects  real- 
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time file requests for which the delivery rate cannot 
be guaranteed. 

High-quality  video applications are expensive to pro- 
duce and can be justified only  when  they are being 
used by large audiences. When users have their own 
data copy, either  the storage cost  is  very large, as 
with conventional hard disks, or  the storage cannot 
be  updated easily,  as  with CD ROMS. A single server 
supporting a large number of viewers from a single 
copy of the data on hard disks can readily address 
these problems of storage cost and data manage- 
ment. 

Existing computer networking  software  generally fo- 
cuses on reliably transferring files but does not  pro- 
vide performance guarantees. Therefore,  for mul- 
timedia files, network resource management and 
reservation software must be added. 

Many applications do not explicitly  know the  band- 
width requirements of the material they are playing. 
No standard software protocol exists to request a par- 
ticular bandwidth guarantee. In a multimedia 
client/server application, the server has to know or 
assume  bandwidth requirements and perform admis- 
sion control and resource allocation accordingly. 

Multimedia files are generally very large compared 
to  the amount of RAM storage available for file-block 
caching on server  systems. Therefore, traditional file- 
block  caching frequently results in a poor cache “hit” 
ratio for multimedia  files. Furthermore, putting a file 
in a cache usually requires an additional data copy 
at a time when  it  is not known whether that copy 
will be used. Thus, traditional file-block  caching  is 
not effective  in multimedia file servers. 

Design of the OW390 LAN Server’s 
multimedia  features 

The efficient support of multimedia data required 
modifications  in  many areas of the OS1390 LAN Server. 
These modifications consist of performance optimi- 
zations, resource management functions, and new 
infrastructure components, such  as the metafiles that 
contain control information needed by the resource 
management. 

High-performance features of the Common File Re- 
pository. At  the outset of the multimedia  server  proj- 
ect,  a number of file  systems were considered, 
including a custom real-time file  system to be de- 
veloped “from scratch.” Analysis  showed that CFR 
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was an excellent starting point and would meet the 
functional and performance goals  with some exten- 
sions that were consistent with its basic  design. This 
section outlines some of CFR’s features  that proved 
important in the performance analysis. 

CFR is designed to run  on lightweight threads  that 
handle each incoming request from  beginning to end. 
Using  its multiprocessing-safe lock manager, these 
threads execute in multiple processes that can  be  dis- 
patched to  run on multiple processors, achieving a 
high degree of parallel operation.  To reduce the 
number of IiO operations and interrupts, CFR will al- 
ways try to chain blocks onto existing CLAW Iio op- 
erations. 

CFR depends minimally on operating system  services. 
In particular, CFR itself  provides frequently used ser- 
vices that it can implement at lower  cost than the 
operating system. For instance, the CFR has its own 
free-storage manager, using the “binary-buddy” al- 
gorithml’ with double-word increments, for storage 
requests of up  to 4 m. Larger amounts of storage 
are obtained from the MvS free-storage manager. 

CFR is optimized for data chunks of 4 KB increments. 
This is the size of the disk  blocks  normally cached 
in virtual storage by the  data cache manager. Al- 
though caching is not efficient for multimedia files, 
it  is  still  used for small  files, metafiles, and for file 
system metadata like the pointer blocks used in the 
process of sequentially reading a large  file. The cache 
directory uses a two-level discontiguous coalesced 
hash table. The first  level of the directory has a 
pointer to each discontiguous  second-level page. The 
cache is  dynamic and  therefore  the directory hash 
table can  grow and shrink. New second-level pages 
are obtained from dynamic storage whenever a page 
grows  beyond its current “high watermark.” Storage 
is returned whenever the directory is reduced by 50 
percent. 

cFR keeps metadata such as directories and at- 
tributes in a cache that is independent of the file 
block cache. A monitor collects statistics and bal- 
ances the available free storage with the cache size. 
The monitor swaps out metablocks only  when the 
data cache has shrunk to zero and when free stor- 
age is at its “low watermark.” 

The disk  block allocation table is split between the 
metablock section and the  data block section so that 
metablocks, except for pointer blocks, are not inter- 
leaved with data blocks. A moving cursor is  used to 
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make sure that  data blocks and pointer blocks are 
allocated sequentially. 

Large data block  transfer. The high data rates of 
multimedia streams make low overhead and high 
throughput one of the most important goals for a 

Large  data  transfers  save 
processing  time for both 

the disk I/O and  the 
network I/O operations. 

multimedia server. Reading large blocks from disk 
amortizes the fixed  cost of a disk operation,  the seek 
and latency times, over a large amount of data. Since 
a large portion of the xi0 overhead is independent 
of the size, large data transfers save processing time 
for both the disk 110 and  the network I/O operations. 
For all these reasons, the OSi390 LAN Server trans- 
fers large data blocks from disk to central storage, 
and from central storage to  the CLAW driver. 

However, at the  start of a  read sequence the 
OSi390 LAN Server reads shorter blocks  as requested 
by the client. This is done, first, to determine whether 
the client will read  the file sequentially when read- 
ahead is economical, and, second, to avoid a  startup 
delay. In an ongoing read sequence, delay is hidden 
by the double-buffer scheme; this permits large 
blocks to be read with low overhead. Longer blocks 
can lead to longer queuing times and consume more 
buffer space. The efficiency  of long  blocks  must be 
balanced with the responsiveness of shorter blocks. 
Read block  sizes of 540 KB for disk transfers and 60 
KB for CLAW transfers have proven to  be good com- 
promises in multimedia applications. 

Shared  buffer pool, caching,  and fast buffers. Copy- 
ing data as they  move through the system can often 
be a large source of processing overhead in data 
transfer applications such as file  serving.  Typically, 
data  are  read from disk into buffers  owned by the 
operating system and are  then copied to  the appli- 
cation’s address space. Likewise, on the  path  into 
the network the  data  are usually copied from appli- 
cation space into system  buffers, and from there  to 
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the I/O channel. Data caching  may result in an  ad- 
ditional copy. 

The reasons for these copy operations  are manifold. 
First, it  is more efficient to manage system  buffers 
without having to consider when the application is 
finished  with the  data. Second, giving application 
programs access to system  buffers makes it more dif- 
ficult to achieve  system  security.  Finally, segmenta- 
tion and the addition of headers, and reassembly and 
removing of headers, is easier when the  data  are cop- 
ied. 

In file servers, there is no reason to copy the  data 
into  the application’s address space, since the file 
server does not process the data.  Furthermore,  the 
file server code is trusted  and is  inaccessible to  the 
users, so the security exposure does not exist. There- 
fore, using a  shared buffer pool does not violate se- 
curity and it is vital to minimize the processing over- 
head and  the associated storage bus usage in server 
applications. 

The multimedia support in the OSi390 LAN Server 
eliminates all data copies in the host on data  paths 
that use channel-attached front-end processors by 
having the CFR file  system and the CLAW commu- 
nications driver share  a buffer pool. At  the  startup 
of the OSi390 LAN Server, the buffer pool is allocated 
and k e d  in central storage, as  is required for VO buff- 
ers. The SMB PCL moves the  data from CFR to CLAW 
by handing off pointers. When CLAW is finished with 
the buffers,  it marks them. CFR inspects the marks 
when it needs new  buffers, so no explicit  signaling 
between threads is  necessary. 

When clients are connected through wide area  net- 
works implemented on the host, this simple  buffer- 
sharing scheme does not work. Instead buffer shar- 
ing between the OS/390 LAN Server and  the VTAM or 
TCP~IP address spaces is needed. As this has not been 
implemented yet, multimedia serving  using these 
protocols is not as efficient  as  using  locally attached 
front-end processors. 

Multimedia  files are very large compared to file  block 
caches. Unless one viewer  is reading a video file just 
after another, it is not likely that  a block cache will 
experience many cache hits. Moreover, the imple- 
mentation of the block cache implies a  data copy. 
Since multimedia files are  read sequentially most of 
the time, prefetching the file  blocks  sequentially from 
disk  using double or triple buffers  is more effective 
than caching. Therefore,  the OSi390 LAN Server of- 
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fers such a buffering option, which  it callsfast buf- 
ers. In the fast-buffer mode  the file  system allocates 
a set of buffers to an open file, and as soon as a buffer 
is empty the file  system  issues a  read-ahead  oper- 
ation to fill that buffer again. That is, the server tries 
to keep the buffers  full at all times. This mode of 
buffer  use is calledgreedyprefetch. The rate at which 
buffers are  read from disk  is determined by the  rate 
at which  blocks are requested by the client systems. 
The server operates  inpull mode; that is, the appli- 
cation in the client system controls the  rate and tim- 
ing of the  data transfer. Aggressive prefetching 
means that whenever a new  block read request ar- 
rives at  the server, the  data  are in the server’s  buffer. 
Effectively, the read request is synchronous. This as- 
sures low latency for sequential read requests; it  also 
smoothes out variations in the  data  rate. Greedy 
prefetch at the client system can also  cover up vari- 
ations in the network delay. 

Disk striping. Multimedia files require stream  rates 
between 200 and 800 mlsecond.  Current disks  can 
sustain aggregate data rates of up to 10 Mbps. There- 
fore  a disk can support only a fairly  small number 
of simultaneous real-time data streams. To support 
additional viewers, another copy  of the material can 
be placed on a different disk. This, however, will re- 
sult in higher storage costs. A  better solution is to 
stripe  the video files across many  disks. Here, files 
are allocated such that sets of data blocks are dis- 
tributed in a round-robin fashion to a  set of disks 
known  as  astripinggroup. The stripinggranularity, that 
is, the amount of sequential data on one disk, should 
be the same as the  read block size. This way, each 
read operation will result in one ID operation to  one 
disk. Reading a file sequentially results in interleav- 
ing  accesses  across  all  disks of the striping group. This 
layout of data on disk  is sometimes called block in- 
terleaving. Reading multiple files simultaneously re- 
sults in statistical multiplexing of disk  accesses  across 
the striping group. With striping, each disk has to 
support only a fraction of the bandwidth for  a par- 
ticular stream, and therefore can support a much 
larger number of streams. On average, all  disks  in 
the striping group experience the same bandwidth 
demand. 

The Osi390 LAN Server implements wide disk strip- 
ing entirely in software. It uses the linear data sets, 
each of which  is mapped to a physical  disk, as disk 
surrogates, and defines striping groups across mul- 
tiple LDSS. An individual  file can be as large as 4 GB. 
The maximum number of LDss in a striping group 
is 256, providing a very large pool of disk bandwidth 
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to support many video streams. Each member LDS 
of a striping group can be up to 4 GB. The CFR file 
system  views each of these striping groups as a sin- 
gle  logical  disk for purposes of block allocation and 
bandwidth management. Special  recovery operations 
that  are used  in true RAIDI3 (redundant array of in- 
expensive  disks)  systems are not supported for the 
striping groups. 

Striping files across disks  is  commercially available, 
mainly through RAID disk controllers. However, 
RAID controllers are only a  partial solution for the 
bandwidth problem with multimedia files. Commer- 
cially  available RAID controllers usually support 
“4 + 1” or “8 + 1” disk configurations, resulting in 
striping group sizes of 4 or 8. In many  cases, this is 
not wide enough for multimedia serving. 

Resource  management  and admission control. For 
smooth flow of the video data through the server, 
the bandwidth of the server’s resources must be man- 
aged  explicitly to avoid overload and  interruption of 
video and audio streams to  the client systems.  Re- 
source  management determines the maximum band- 
width of the server resources, allocates them to video 
streams, and rejects new streams if insufficient band- 
width  is  available for them. 

Resource management in the 0 ~ 3 9 0  LAN Server man- 
ages the bandwidth of logical  disks  (single  disks or 
striping groups) and of channel bandwidth to  the 
front-end processors. For each resource, the config- 
uration file  specifies a maximum bandwidth. For log- 
ical  disks, a calibration process can determine this 
bandwidth dynamically. 

Whenever a new multimedia file  is opened for real- 
time viewing, resource management checks to de- 
termine whether there is sufficient bandwidth left on 
the logical diskwhere the file  resides and on the chan- 
nel through which the  front-end processor is at- 
tached. If there is more than one replica of the file, 
resource management selects the most suitable rep- 
lica for opening. If there is sufficient bandwidth, re- 
source management reserves the bandwidth and al- 
lows the file to be opened. If there is  insufficient 
bandwidth, the client is told that  the file cannot be 
served  now. 

Non-real-time access to  the  data is supported 
through background I/O operations. The OSi390 LAN 
Server does not begin a background 1/0 operation 
unless there is unused disk bandwidth. This restric- 
tion, along with the administrator limit on the num- 
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ber of background tasks,  will ensure  that  non-real- 
time data streams do not compromise real-time data 
streams. 

Resource management assumes that it has exclusive 
use of the resources it manages: the disks,  disk con- 
trollers and channels, and the CLAW channels. If this 
is not true, resource management may not be effec- 
tive. The CPU resources are allocated by the MvS dis- 
patcher. The OW390 LAN Server must  be  given  high 
enough dispatch priority to assure availability of CPU 
processing power in the presence of other applica- 
tions. 

Calibration. The calibrator determines the bandwidth 
that  a particular disk or striping group of disks  is ca- 
pable of supporting. It provides the maximum band- 
width value that resource management uses when 
allocating bandwidth and when placing video  files 
onto disk.  Every  time the disk  configuration  changes, 
the calibrator should be invoked. It  starts  a number 
of streams, typically six to twelve per disk. Each 
stream reads blocks as quickly as it can. The cali- 
brator determines the maximum bandwidth capac- 
ity by dividing the  total number of bytes read by the 
duration of the calibration process. The result of the 
calibration process may be optimistic. The calibra- 
tion addresses only the bottleneck from the disk  sub- 
system into  the server; it does not include the  data 
movement from the server to  the  front-end proces- 
sors. The resources used for the front-end operation 
are more predictable, and so, calibration is gener- 
ally not necessary. 

Data  placement. Placing  video  files on logical  disks 
is a complex problem. For traditional data only the 
storage capacity must be considered. For multime- 
dia data,  the aggregate bandwidth that  a video file 
is expected to support must  be considered as  well. 
Resource management in the OSi390 LAN Server 
places video assets onto  the disks or striping groups 
based on the expected popularity of the video. The 
administrator who adds  a video file to  the system is 
asked to supply the expected viewers (Ev), the num- 
ber of simultaneous viewers of this video during the 
heaviest viewing period. The EV value multiplied by 
the viewing data  rate yields the peak bandwidth for 
that video. The sum of the peak bandwidths of all 
videos on a disk is the  peak bandwidth of the disk. 

Resource management uses the bandwidth-to-space 
ratio (BSR) alg~ri thm’~ to select a disk for the new 
video. It bases the selection on the size and the  peak 
bandwidth of the video to be loaded, and the cur- 
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rent peak bandwidths and space utilization of the 
eligible  disks. The expected peak bandwidth of all 
videos on a disk or  a striping group may exceed the 
bandwidth  capacity of the disk. If the peak  bandwidth 
of a single video exceeds the bandwidth capacity of 
a disk, resource management will create more than 

Resource  management  places 
video  assets on logical disks 

based on the  expected 
popularity of the  video. 

one replica. Because the peak bandwidth of video 
disks is used for data placement, it  is important to 
keep  the EV values of the videos current. 

A further problem of data placement occurs at a 
lower  level, where the CFR file  system decides which 
physical  blocks on the disk are  to  be used to hold 
a file. The block allocation algorithm  in cFR attempts 
to  keep all of a file’s data blocks together and sep- 
arate from those of other files. When a file  is cre- 
ated,  the space it requires is, in essence, set aside on 
the disk. If another file  is created by some other task 
a very short time later, its space will be assigned to 
follow that set aside for the first  file. 

Metafiles. To support data management of the mul- 
timedia files and resource management, the file 
server has to store new  kinds of data about a file, 
such as the bandwidth at which the file has to be 
played, and the number and location of the replicas 
of the video  file. This information is stored in the 
metafiles. Video files are not directly  visible to cli- 
ents; instead, the client sees the metafile for each 
video  file. When a client attempts to open a metafile, 
the file server selects a replica, opens  the actual data 
file, and gives the  “handle” for the actual file  back 
to the client. From then on, all read  operations use 
the file handle of the actual file. 

To make sure  that metafile operations and general 
file requests do not interfere with the real-time play- 
ing of video files, the OSi390 LAN Server manages 
three types of disks: PWS (programmable worksta- 
tion) disks,  metadisks,  and  video  disks. PWS disks  hold 
client data without real-time requirements. The 
metadisk, of which there can be only one, holds the 
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metafiles. The video  disks hold the actual video files. 
Access to  the video  disks  is controlled by resource 
management to avoid overload. 

To  enter  a file onto  the metadisks and video disks, 
it  must  first be written to  a PWS disk. A special com- 
mand transmits the real-time attributes of the file, 
another command invokes the  data placement al- 
gorithm, creates the metafile, and moves the file onto 
the video disk. If specified by the  data placement al- 
gorithm, it  also creates multiple copies to satisfy the 
peak bandwidth requirement. 

Extended  attributes. The way in  which CFR maintains 
extended attributes associated with a file  is designed 
to benefit the performance of large files.  Since  many 
file reads occur in page multiples beginning at a page 
boundary, 1i0 operations for data on page bound- 
aries are particularly efficient. CFR preserves the first 
64 KB of a file’s allocation space for extended at- 
tributes  (the total length of all extended attributes 
cannot exceed 64 KB). The file’s actual data begin 
after  that. This causes most  files to be sparse, since 
the physical  disk space assigned to  the extended at- 
tributes depends on their actual length. When the 
extended attributes  are changed, the file’s data do 
not have to  be moved. In addition, it  is guaranteed 
that  the file’s data begin on a page boundary for ef- 
ficient I/O operations. 

CLAW communications driver. The CLAW commu- 
nications driver was enhanced in  several ways to sup- 
port multimedia file  serving. It shares a buffer pool 
with the CFR file  system to avoid data copies. A dual- 
priority algorithm for scheduling data transfers on 
the S/390 channels to front-end processors assures a 
smooth flow  of real-time data in the presence of 
other file requests from the OW390 LAN Server. First, 
CLAW gives read requests for video data priority over 
read requests for PWS disks. This isolates the video 
traffic from the impact of regular file requests. Sec- 
ond, CLAW gives a real-time video operation  prior- 
ity over a non-real-time operation. This isolates real- 
time requests from the impact of background 110 
operations. 

As a result of this strict priority implementation, non- 
real-time files can be starved when the  entire band- 
width on a CLAW link  is allocated to real-time op- 
erations. This can be avoided by reserving some 
bandwidth on the CLAW link for non-real-time op- 
erations. It is essential to regulate non-real-time re- 
quests because they are usually  copy or move op- 
erations. These operations have no rate control and 
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can consume the  entire disk bandwidth. Note that 
this priority is effective  only for the OSi390 LAN Server 
data traffic  within the CLAW context. 

Multimedia support on  the OS/2 JAN Server front- 
end  processor. The 0s/2 LAN Server Ultimedia* must 
be installed on the 0si2 front-end processors in or- 
der to support multimedia serving  via the SMB pro- 
tocol. This multimedia version of the Osi2 LAN Server 
incorporates a Resource Reservation System (RRS) 
for management of real-time resources on  the  front- 
end processor. When the 0Si2 LAN Server Ultime- 
dia is  used as a stand-alone multimedia server, the 
RRS manages the network bandwidth to  the clients 
and the disk  bandwidth of the Os/2 LAN Server. When 
used in conjunction with the OSi390 LAN Server, the 
RRS manages only the network bandwidth to  the cli- 
ents. Resource management in the OSi390 LAN Server 
manages the remaining real-time resources. 

The front-end processor code in the 0 S i 2  LAN Server 
also  employs the fast-buffer mode and  a greedy 
prefetch algorithm when  it transfers video files. For 
real-time read requests it rounds up  to larger block 
sizes,  typically 60 KB, for  a request to the Si390 host. 
Since the clients may use  any  block  size for read  re- 
quests, rounding up the requests and prefetching 
data preserves the server’s efficiency and assures 
short latencies without requiring any changes in the 
client software. To avoid the uncontrollable laten- 
cies that  a LAN bridge would introduce, it  is recom- 
mended that clients are attached through single-seg- 
ment LANs to the OS/2 LAN Server. However, all 
bandwidth can never be effectively used; testing in- 
dicates that 5 is the maximum number of clients on 
a 10 Mbps Ethernet segment that can receive 1.5 
Mbps streams. 

Multimedia serving: Pull mode vs push mode. One 
of the most important  features of a multimedia sys- 
tem is the smooth flow  of the  data  to  the player ap- 
plication. This flow  is maintained through careful 
pacing of the  data, based on  the  requirements of the 
application. Since  clock management across several 
systems in a wide area network is generally difficult, 
the pacing  is controlled by only one clock. 

If the controlling clock  is  in the client system,  it con- 
trols the  data flow and pulls data across the network. 
To avoid “jitter”  due  to server and network laten- 
cies, the client employs a greedy prefetch algorithm. 
This mode of operation is  called the pull mode. It 
requires that  the pacing  signals,  typically  block read 
requests, be transmitted from the client to  the server 
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Figure 5 Infrastructure  for  the IBM Research  prototype  supporting  Novell  NetWare  front-end  processors 

with little delay. Using pull mode over a  standard 
file  system interface at  the client system,  any appli- 
cation on  a client can  use  video  files on the server. 
Furthermore,  the greedy prefetch algorithm and the 
pacing by the client can easily deal with variations 
in the  data  rate of some types of compressed video 
files, and with variations in the network latency. It 
also handles application-induced changes in the data 
rate such as pause, slow motion, or still frame. Pull 
mode frees the server from detailed knowledge of 
video formats  and instantaneous data rates. 

In cases where the network is not bidirectional and 
does not allow  pacing from the client, the server’s 
clock controls the  data flow and pushes the  data 
through the network to  the client. This is called the 
push mode. Under push mode, the client transmits 
VCR (videocassette recorder) commands such  as  play 
and pause to  the server, and the server moves the 
video data until it  receives the next command from 
the client. The control commands are typically trans- 
mitted over a  separate out-of-band connection. The 
control lag between the client and the server can re- 
sult in a fairly  complex command implementation. 
For video  files  with variable data rate  the server  must 
inspect the  data  to  determine the frame boundaries, 
so as to  keep  the  frame  rate constant. Application- 
controlled changes in the  data  rate require special 
handling by the server. Latency variations in the net- 
work may still require substantial buffering  in the cli- 
ent. 

The push mode is preferred in a variety of network 
environments, such as when the network‘s  ability to 
transmit pacing  signals to the server is  extremely  lim- 
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ited, when the channel is asymmetric, as with cable 
television distribution systems, or when the client has 
little buffer space and processing capability,  as  with 
cable television set-top boxes. Streaming video on 
the World Wide  Web  is another widespread use  of 
push mode. A comparison of the push and  the pull 
modes has been published.” When the client sys- 
tems have a reasonable amount of RAM for buffer- 
ing, and when the network has sufficient  back chan- 
nel capacity,  it  is  usually easier to implement a pull 
model. The pull model is  also more easily adaptable 
to  support existing stand-alone applications that run 
on client computers. The OW390 LAN Server product 
currently supports only the pull mode. A prototype 
front-end processor has been developed that sup- 
ports a push model for specially configured client 
systems. 

Prototype  extensions to support  Novell 
NetWare clients 

In response to customer requests, IBM Research has 
developed a prototype extension that allows client 
systems such as 0si2, Microsoft Windows** 3.1 and 
Windows 95**, UNIX, and Macintosh** systems to 
use  Novell NetWare client software to  share  data 
on the OSi390 LAN Server. A major design  goal of this 
prototype was to  support  the delivery of multimedia 
streams to all NetWare client systems. This exten- 
sion required changes in the os1390 LAN Server code 
and that  the new front-end processor code be em- 
bedded in a Novell NetWare server as a NetWare 
loadable module. Figure 5 shows the Novell Net- 
Ware-specific infrastructure. 
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OS/390 LAN Server extensions. Support by the 
OW390 LAN Server for clients connected to a Novell 
NetWare server is provided via extensions to  the 
standard SMB protocol conversion layer. In addition, 
the prototype supports all of the file-serving func- 
tions expected of a general-purpose file server. These 
extensions  provide multiple name spaces and Macin- 
tosh  file  system support that is not present in the stan- 
dard SMB protocol. 

Multiple name spaces. Novell NetWare provides a 
name-mapping function that makes it possible for 
users to  see  the names of files on a NetWare server 
according to  the rules of their client operating sys- 
tem. That is, the same physical  file  may  have several 
different names for different client systems. For ex- 
ample, DOS imposes a restriction that its file names 
must be in the “eight-dot-three” format, whereas the 
Macintosh operating system permits up to 31 char- 
acters. Also, the character sets permitted in a file 
name vary between client operating systems. 

When a file  is created on a NetWare server, Net- 
Ware assigns names to it that obey the naming con- 
ventions of other client operating systems. A similar 
function has been added  to  the OSi390 LAN Server 
for users connected via a Novell NetWare server. DOS 
and Macintosh users are assigned their own name 
spaces; all other users share  the default name space. 

Macintoskfile  system  support. The Macintosh  file sys- 
tem has certain unique characteristics. The most  im- 
portant of these is the concept of file “forks.” These 
may be thought of as distinct streams of data asso- 
ciated with a given  file, each of which can be accessed 
and manipulated independently of the  others. 

The Macintosh file  system implements two  such 
streams called the  “data fork” and  the  “resource 
fork.” The  data fork contains the file’s actual infor- 
mation, whereas the resource fork contains informa- 
tion that may describe an application’s menus, di- 
alog boxes,  icons, and many other things, perhaps 
even including the executable code of an applica- 
tion itself. In addition to  the file forks, the Macin- 
tosh file  system maintains a unique set of metadata. 

The extensions to  the OSi390 LAN Server support five 
streams of information and extended metadata for 
Macintosh clients connected via  Novell NetWare. 
The first data stream, called the primary data stream, 
contains the file’s data;  the second stream is used 
for the Macintosh resource fork; a third will be used 
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to contain access rights information, leaving the  re- 
maining two for possible future expansion. 

NetWare front-end  processor. To complement the 
OW390 LAN Server extensions, IBM Research also de- 
veloped an extension to  the NetWare operating sys- 
tem, a NetWare loadable module (NLM), which con- 
nects a NetWare front-end processor to an OS/390 LAN 
Server. OSi390 LAN Server directory trees are man- 
ifested to NetWare clients  in the same manner as Net- 
Ware-managed  logical  volumes, and, in terms of func- 
tion  and  performance, NetWare clients  cannot  dis- 
tinguish  between local and remote volumes. 

A NetWare 4.1 interface called the volume  switch 
was employed to redirect file  system requests to a 
channel-connected OS/390 LAN Server via a CLAW 
communications driver. This interface is  used by the 
NetWare 4.1 NFS Gateway. The volume switch  is 
close to  the  top of the LAN protocol stacks, and  the 
parameters it uses are closely related to the NetWare 
Core Protocol (NCP) file  system requests that flow 
over the w i n  IPX (Internet Packet  Exchange)  pack- 
ets. Based on  the volume specified in the incoming 
request, the  front-end processor calls either  the in- 
ternal NetWare service routine (for local volumes) 
or a service routine registered by the NLM (for re- 
mote volumes). 

Unlike oS/2 LAN Server front-end processors, the 
NCP-like format of the volume-switch interface re- 
quires translating its protocol to  the Server Message 
Block (SMB) protocol before requests can be for- 
warded to  the OSi390 LAN Server, and transforming 
its responses to NCP before control is returned to Net- 
Ware. While  in the simplest cases this translation is 
straightforward, in  many instances it  is  complex  (e.g., 
one  to many or many to  one). This complexity re- 
quires the IBM Research NLM to maintain state in 
order  to convert NetWare objects to OW390 LAN 
Server objects and vice versa. 

The IBM Research NLM employs  aggressive read- 
ahead and lazy-writing strategies to improve the  per- 
formance of larger files. Directory information that 
has been recently referenced is cached in RAM, and 
a synergistic interface to  the NetWare block cache 
is being developed to improve the performance of 
frequently referenced “small-77 to “medium-” sized 
files. 

The IBM Research NLM is designed to  be easily  ex- 
tended to connect to multiple,  possibly  heterogeneous, 
hosts that support the SMB protocol. The components 
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that support protocol translation, communication, 
caching, etc., are sufficiently independent  that  the 
NLM might be extended to allow bridging to a host 
that  supports a protocol other  than SMB. 

Multimedia  support  for  the Novell NetWare  Server. 
Client systems connected via  Novell NetWare are 
able to benefit from the multimedia  extensions added 
to the OSi390 LAN Server. Specifically,  files  may be 
read using the fast-buffer facility. The resulting abil- 
ity to rapidly and smoothly feed large multimedia 
files to NetWare client systems  is particularly impor- 
tant in educational environments where Macintosh 
processors are often used. 

As more and larger interactive multimedia applica- 
tions are being developed, it  is desirable that they 
be stored at a single location that has the ability to 
deliver them efficiently to many end users. The 
OSi390 LAN Server, with  its  Macintosh file system sup- 
port and its high-performance interface to Novell 
NetWare servers, is an ideal repository for such ap- 
plications. 

System  configuration  and performance 

The installation of an OW390 LAN Server to  support 
a multimedia workload requires special care  to  en- 
sure smooth operation. In particular, the system  must 
be configured to meet the capacity requirements. 
Also, the performance management parameters 
must be set to support the resource management 
function. 

System  requirements  and  server  capacity. The 
streaming capacity of the OSi390 LAN Server can be 
up  to a thousand streams, depending on the stream 
rate and the speed and the number of processors of 
the Si390 system deployed as servers. The storage ca- 
pacity of the OSi390 LAN Server is limited only by the 
number of disks that can be installed and dedicated 
to multimedia file  serving. 

The processing cost for the OSi390 LAN Server to de- 
liver data from disk to  the channel is approximately 
one instruction per byte. This relationship is essen- 
tially independent of the  data  rate of the individual 
streams. For example, one  stream at 800 mhecond 
will require approximately the same processing 
power as  four concurrent streams at 200 Wsecond. 
Essentially, the aggregate data rate capacity  increases 
linearly with the processing power. The OSi390 LAN 
Server accomplishes this by spreading work across 
multiple MvS task control blocks (TCBS) and, con- 
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sequently, across multiple processors in an Si390 Cen- 
tral Electronic Complex. The OW390 LAN Server cre- 
ates one set Of TCBs to move data from disk to central 
storage and a second set of TCBS to move the  data 
into  the network. The maximum  effective parallel- 
ism  would be achieved by configuring one disk ac- 
cess TCB per Si390 processor and one network-serv- 
ing TCB per front-end processor. 

As multimedia serving  is a novel application, only 
limited performance data  are available. In  one case, 
an IBM Si390 dual-processor model 9121-480  with op- 
erating system MVS 5.1 running an OSi390 LAN Server 
delivered 80 video streams, each at 400 mhecond, 
at 80 percent CPU utilization. The 80 streams of video 
were delivered from a single striped data set that 
spanned 18 diskvolumes. The 18 diskvolumes were 
spread over three 9345 direct access storage sub- 
systems  with six volumes each. Four ESCON chan- 
nels connected the storage subsystems to  the Si390 
processor. The system had six 3172 front-end  pro- 
cessors with  32 MB of memory, running OS/2. 

The OSi390 LAN Server  uses  fixed central storage buff- 
ers  to eliminate data movement within central stor- 
age. The aggregate fixed central storage requirement 
is linear with respect to  the number of streams. The 
fixed  buffer  size required depends on the disk con- 
figuration and data striping. Jitter-free video deliv- 
ery has been achieved usingvarious buffer  sizes.  With 
a pair of buffers  assigned to each stream,  and buff- 
ers  up  to 540 KB, the fixed central storage require- 
ment can be up  to 1080 KB per stream. 

Performance  management. Resource management 
controls the I/O bandwidth from the disks and to  the 
front-end processors. To achieve jitter-free video de- 
livery, the OSi390 LAN Server address space must  have 
sufficient and timely  access to  the processor. If video 
serving  is the only workload on the system there is 
no competition for  the processor. However, it  is not 
necessary to dedicate a system to video serving  when 
using the OSi390 LAN Server. The MvS operating sys- 
tem is designed to run mixed workloads with  differ- 
ent responsiveness requirements. Using dispatching 
priorities, the MVS system can allocate to the 
OSi390 LAN Server processor resources sufficient for 
jitter-free video  delivery  while also running other 
workloads, such as transaction processing or batch 
workloads. MVS sets resource access controls, such 
as dispatching priorities and central storage alloca- 
tions, based on customer input. In workload man- 
ager goal mode, the workload manager service pol- 
icy provides this input.15 The OSi390 LAN Server 
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address space should receive a high  velocity  goal and 
a high importance. Then,  the workload manager will 
allocate the Si390 server resources to meet the 
OW390 LAN Server’s  goals. 

The MVS workload manager provides an additional 
feature  that is  useful  when  serving video while run- 
ning mixed workloads. The workload manager “re- 
source group maximurn” feature can be used when 
video serving  adversely impacts the  other workloads 
on the system. The resource group maximum spec- 
ifies the maximum rate  at which a group of address 
spaces  can consume processor  service. The workload 
manager limits the service to the maximum amount 
specified. It does not affect address space groups that 
are consuming less than  the maximum  service  spec- 
ified. Consequently the high  velocity,  high impor- 
tance goal for the OS1390 LAN Server can be used in 
combination with the resource group maximum to 
guarantee smooth, uninterrupted video and to pro- 
tect  other workloads. 

Prototype  deployments 

The OS1390 LAN Server and  the IBM Research NLM 
prototype have been deployed in some early  cus- 
tomer studies to gain experience with  video  serving 
in a realistic application environment. This section 
will describe two  types of environments in which the 
OS1390 LAN Server is being used. 

Campus  network: University of Nebraska. The Uni- 
versity of Nebraska at Lincoln  is  using the OS1390 LAN 
Server and the IBM Research prototype NLM to sup- 
port educational multimedia experiments at the uni- 
versity and at local high  schools. The  EduPort dis- 
tance learning project uses an OS1390 LAN Server and 
a high-speed network to provide real-time on-de- 
mand access to digital libraries and museums. Doc- 
uments, images, and full-motion videos are digitized 
and stored at  the University of Nebraska and then 
sent over  fiber  optics  facilities to Lincoln  High  School 
where teachers and students can use the informa- 
tion when it  is most useful, on demand (see Figure 
6). 

For  the  EduPort demonstration a “super server” lo- 
cated at the University of Nebraska supporting a LAN 
server and token-ring network of clients at Lincoln 
High School delivers multimedia on demand over 
a high-speed fiber optics cable. The  super server is 
an Si390 model 9121-621,  which runs MVS Release 
4.3 and has 15 GB of disk space to store  the  content. 
A channel-attached PSD* Model 95  is used as the 
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front-end processor. The workstation runs os12 LAN 
Server and is capable of supporting 48 concurrent 
video streams through four token-ring connections. 
The Lincoln Telephone  and Telegraph Company 
provides the wide area network (WAN) connectivity 
to Lincoln High School through their LAN Emula- 
tion Services. 

On the university campus, the NetWare front-end 
processor for OSi390 LAN Server is  especially popu- 
lar because of the extensive  use of Macintosh pro- 
cessors and NetWare. Although definitive measure- 
ments were not available when this paper was 
submitted, preliminary performance results are  en- 
couraging. 

Digital  library  projects. The OW390  LAN Server  is  also 
being used in production digital library projects at 
Virginia Commonwealth University (vCU) in Rich- 
mond, Virginia, and Marist College  in Poughkeep- 
sie, New York. At each of these schools the server 
is an S1390 Enterprise Server Model 9672-R42  with 
MVS Release 5.2.2 or Ow390 Release 1.  The channel- 
attached front-end processor is a 3172 Interconnect 
Controller or  a PC 500* running os12 Warp Server. 
At Marist College the campus network connection 
is currently token ring but is  being upgraded to ATM 
(asynchronous transfer mode). VCU’S video delivery 
system  uses a 155-Mbps connection to  an ATM back- 
bone, with  25-Mbps ATM Forum-compliant16 LAN 
emulation ATM connection to workstations in se- 
lected classrooms. 

At Marist  College the OSi390 LAN Server is integrated 
with an IBM Digital Library solution as a multime- 
dia server and LAN file server. Initial use of the video 
serving capabilities of OS1390 LAN Server at VCU in- 
volves an innovative case study system in the School 
of Pharmacy. In this case both  the case study appli- 
cation files and MPEG-1 (Moving Pictures Experts 
Group standard 1) video content  are served over the 
ATM network using the high-speed serving  capacity 
of the OW390 LAN Server. 

Metropolitan area network. The OSi390 LAN Server 
supports a project that provides a “video-on-de- 
mand” system to 30 elementary and  junior high 
schools over a metropolitan area network (MAN) in 
Okazaki City, Japan. The Okazaki City public school 
system has a long  history of creating audiovisual con- 
tents. In addition to  the video server, IBM provides 
the imaging equipment and studio support required 
to  create  the educational video material. Advanced 
development tools include the IBM POWER Visual- 
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Figure 6 Multimedia  file serving  on  university  campuses 
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ization System* that has already been used by the 
Hollywood  film industry to  create stunning high- 
quality graphical material. 

Digital video data  are compressed and stored on the 
100 GB of 9345 disk storage attached to  the IBM 9672 
Parallel Transaction Server. This multimedia server 
runs the MVS (Version 5.1) operating system, and 
the video files are stored and delivered by the 
OS1390 LAN Server (see Figure 7). The system sup- 
ports 80 simultaneous video streams at 3 Mbps. IBM 
worked with partners  to install the high-speed op- 
tical-fiber backbone network  covering the metropol- 
itan  area in  which the 30 schools are located. The 

longest distance between a school and the video 
server is 30 kilometers. Each school has two IBM cli- 
ent multimedia PCS for classroom  use by teachers and 
children. These PCS run  OS/^ Warp, and are equipped 
with IBM MPEG-1 adapters that are capable of decom- 
pressing video material compressed at 3 Mbps. This 
data  rate, twice the  rate usually associated with 
MPEG-1, was necessary to provide  sufficiently  high  im- 
age  quality. 

The benefits are substantial. The teachers and chil- 
dren have  access to  a wealth of educational resources. 
All of this material can be simultaneously accessed 
by every school. Classes  can be built around mul- 
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Figure 7 Multimedia  file  sewing to schools  in a cable MAN environment 
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timedia content to communicate and educate more 
clearly. Central management of the video  library 
makes it easier to  update all course materials. 

Summary 

The basic Os1390 LAN Server has been enhanced to 
support multimedia file  serving to network-attached 
PCS and UNIX workstations. Many optimizations and 
special functions supporting multimedia files assure 
smooth and cost-effective operation. An IBM Re- 
search prototype using a Novell front-end proces- 
sor extends these functions to all clients of Novell 
NetWare servers including,  in particular, Macintosh 
clients. The OSi390 LAN Server has been successfully 
deployed in a  great range of applications and  net- 
work environments. It has proven to be an effective 
tool for supporting large-scale networked multime- 
dia applications, particularly for education. 
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