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- Abstract

This document is designed to provide an introduction to the different types of
IBM local area networks (LANs), and a positioning of their product capabilities.
It serves as a basis for other LAN documents which provide additional technical
information and complements the reference material available with the specific
products.

The document is intended for customers, IBM System Engineers and Marketing
Representatives working in the LAN environment. In particular, this document
looks at the IBM PC Network (Baseband and Broadband) and the IBM
Token-Ring Network.

No prior knowledge of local area networks is assumed. However, an
awareness of evolving trends in workstation and computer applications will
assist the user in understanding the technical capabilities and issues
presented.

Abstract
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The rapid evolution of Local Area Network products has resulted in the
availability of a wide variety of documents, including the reference materials
available with each product and additional technical planning and support
material available from various development and support groups.

To assist users to locate appropriate, up-to-date information the International
Technical Support Center is structuring its local area network documentation
into a library of publications.

Each publication is produced to address some technical requirements of a
specific audience as described in the abstract and preface of the document.
Because the ITSC publications are intended to complement, but not replace
reference material available with the products themselves, each document also
provides a bibliography of related publications.

The International Technical Support Center publications related to local area
networks have been planned with the following structure in mind to simplify the
problem of locating up-to-date information.

1. Overview manuals which provide tutorial information and cross product
conceptual and planning information.

2. Installation manuals which complement product reference material by
describing the experiences of the ITSC in installing particular products
within a total system. These documents do not address all installation
parameters or options as do the product reference materials, but are
intended to highlight those aspects of installation which have the greatest
impact on successful use of the product, including the relationship between
a specific product and other network or system products.

3. Network desigh and management manuals which describe trade offs and
considerations for managing or planning local area networks.

The current library contains the following publications :
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Preface

Document Purpose and Scope

The purpose of this document is to provide a better understanding of different
local area network (LAN) architectures and the LAN products and solutions
marketed by IBM. The document contains:

* LAN Architectures

* IBM PC Network Baseband

e |BM PC Network {Broadband)
* |BM Token-Ring Network

» LAN bridges

¢« LAN Network Management.

Audience

This document is intended for persons requiring a basic understanding of LANs
and IBM LAN solutions for planning and support purposes:

¢ Customers:
— DP management
— Network planning staff
— Network installation staff
— Network operations
« IBM
— Account system engineers
— Network specialist system engineers

— Sales representatives.

Preface  Xiii



Document Organization

The document is organized as follows:

Xiv  LAN Concepts

Chapter 1 Introduction

Chapter 1 provides a definition of a local area network (LAN) and examines
the differences between a LAN and a Private Automatic Branch Exchange
(PABX). Major steps in planning for a LAN are identified.

Chapter 2 LAN Technology

Chapter 2 provides a technological overview of physical LAN attachment
options, medium access protocols and LAN interconnection.

Chapter 3 LAN Architectures and Standards

Chapter 3 describes the ISO/0OSI model, and the IEEE 802 standards for
local area networks.

Chapter 4 Structured Wiring

Chapter 4 describes the IBM Cabling System and its utilization in wiring an
IBM Token-Ring Network.

Chapter 5 IBM Local Area Network Solutions

Chapter 5 describes the IBM PC Network Baseband, the IBM PC Network
{Broadband), the IBM Token-Ring Network, and IBM support for industrial
LANs and FDDI. It also describes the programming interfaces available in

current IBM LAN offerings.

Chapter 6 LAN Interconnection

Chapter 6 describes different protocols for LAN bridges and various IBM
products to interconnect LANs. Multi-segment topologies alternatives are
briefly examined.

Chapter 7 Device Connectivity

Chapter 7 describes various gateways and provides an analysis of device
connectivity for the IBM PC Networks and the IBM Token-Ring Network.

Chapter 8 LAN Connectivity Applications

Chapter 8 describes products providing local LAN server functions and
System/370 host mainframe interactive (MFI) sessions for LAN-attached
workstations and various LAN server products.

Chapter @ LAN Management and Recovery

Chapter 9 describes various network management products for LANs, and
identifies the relationship of IBM LAN management products to IBM’s total
network management strategy. '

Chapter 10 LAN Positioning

Chapter 10 provides positioning considerations for major IBM LAN products.
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1.

Introduction

Technological advances in computing support the trend towards decreasing
hardware cost and increasing computing capability and capacity. This has
meant an increased use of personal computers and workstations in the
workplace. Many organizations have realized that they can improve the flow
and availability of information by interconnecting these devices-in a local area
network (LAN). Savings can also be realized if some resources such as printers
and secondary storage are shared.

A local area network (LAN) provides the interconnection of computer equipment
or data communications devices in a local area (over distances typically less
than 10 Km).

The following characteristics differentiate a local area network (LAN) from a
Wide Area Network (WAN):

* LAN-connected devices are usually separated by shorter distances
{typically less than 10 kilometers).

» Higher speed data transmission is usually. employed in a LAN (1 - 100
million bits per second (Mbps)).

* In many cases, the LAN cabling system is owned by the organization
rather than a common carrier.

Local area networks are usually used to connect equipment within a building or
a group of buildings such as a university campus or factory site. Within a
building or on private property, an organization may have greater freedom to
decide what type of wiring system to use.

The bandwidth for transmission is not a constraint in most local area network
implementations. This means that the network can be shared by a variety of
devices, including:

e Computers
« Terminals or intelligent workstations
¢ Peripheral devices (such as printers)
* Telephones
e Sensors
¢ Video equipment.
Not all networks are capable of handling all devices. For instance, in some

countries, telecommunications authorities restrict the integration of their
telephone equipment into a privately owned LAN.

Another difference between a wide area network and a local area network is
that each station on the LAN must have sufficient intelligence to support
sophisticated communications protocols and the ability to sense the status of
the network media. Much of this intelligence is usually implemented in
microcode on the adapters of devices attaching to the LAN. Consequently, in
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this document, the term LAN station represents that portion of a LAN-attaching
device which implements the LAN-specific protocols.

This manual will take a look at the |IEEE standards for local area networks, and
how they fit into the ISO Open Systems Interconnection (OSIl) Reference Model.
IBM local area networks will be discussed with regard to their implementation
of the IEEE standards, connectivity, and network management.

1.1 A Comparison of LANs and PABXs

A PABX {Private Automatic Branch Exchange)' is a local telephone exchange
on the customer’s premises. The PABX has evolved from the days of the
manually operated telephone exchange to become an electronic automatic
exchange. Early PABXs only provided switching for voice circuits, but with the
introduction of computer technology, the modern digital PABX? is capable of
switching both voice and data.

Telephone {voice-grade) twisted pair (TTP) wiring is generally used to connect a
telephone into a PABX. This wiring scheme requires one twisted pair wire per
phone. This provides a 64 thousand bits per second (64 Kbps) line from your
phone to a port on the PABX. 64 Kbps is generally considered to be the
minimum for quality voice transmission because of the sampling process by
which voice is converted into a digital signal for transmission. To digitize
speech, samples of the sound waves are captured in small samples which are
then encoded into digital pulses. This process is called Pulse Code Modulation
(PCM). If speeds less than 64 Kbps are used, the number of samples that can
be taken decreases and hence the speech quality decreases.

As indicated above, a single twisted pair wire is required between the PABX
and each phone to support voice transmission. To support data transmission in
addition to voice, an additional twisted pair and a second port may be
required. This is because the load imposed by high volume data traffic such as
file transfers or printing would consume too much of the capacity of a single 64
Kbps link and thus disrupt voice connections. For full-duplex data transmission
(that is, two-way simultaneous transmission), two twisted pairs are usually
required. To avoid potential problems with the requirement for these additional
twisted pairs, some PABX manufacturers use higher data rates (such as 256
Kbps) for each TTP link, 128 Kbps for voice, and 128 Kbps for full-duplex data
transmission. These rates generally provide 64 Kbps to the user, but use the
additional capacity for signalling and controlling. ROLMIink uses 4 x 64 Kbps, 2
x 64 Kbps for voice and date and 2 x 64 Kbps for signalling and controlling.

Most PABX systems have a bus architecture which is used o route or switch
the different speech channels. The bus has a much higher data rate than the
individual links (up to 500Mbps). This bus can also be used to switch data
transmissions. A PABX usually uses time division multiplexing (TDM) to place
data on the bus, where it is switched to the appropriate line group, protocol
converter, or trunk. The control and timing unit provides control and timing

1 Also known as a PBX (Private Branch Exchange) in some countries.

2 ROLM (registered trademark of the International Business Machines Corporation) refers to its digital PBX as a
Computerized Branch Exchange (CBX).
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functions for the line and trunk groups, protocol converters, and the service
unit. The service unit provides busy and dial tones, and other special functions
(such as ring back). See Figure 2 on page 3.

Control and Clocking Bus

] Control
Voice line _— and
: interface Timing
—] group signals
Data line —— Service
: interface —————L_LH:'
— group SWITCH
and
——  Trunk _— TDM Bus —— Protocol
: group Converter
Protocol
Converter

Figure 2. PABX Architecture

A PABX uses circuit switching to provide end-to-end physical and logical
connections, rather than the form of packet switching used in a LAN. Because
circuit switching is used to connect two devices, the user can communicate with
only one device at a time; but once the connection is made, any protocol can
be sent through the PABX. The switching {(or connection setup) between two
addresses is controlled by the user at the user’s terminal. Thus to use a file
server the user must initiate (dial up) the connection.

A LAN differs from a PABX in that devices attached to the LAN share the
transmission media and communicate with other devices using a specialized
protocol. They are designed for high-speed data transfer, and attached users
can have multiple concurrent sessions with other users and servers.

To send a message to multiple destinations (for example, a broadcast
message) in a PABX environment requires as many connections and messages
to be executed as there are destinations. In a LAN environment, with an
addressing structure which permits receipt of the message by all the
destination devices, only one message needs to be sent. Also note that in the
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PABX environment, all the destination addresses must be known or pre-defined
to establish the connection to carry out this transmission. Most LAN protocols

provide for general "broadcast” addresses or “group” addresses that eliminate
this requirement.

Today’s PABX architectures have some limitations when used to switch large
volumes of data or to support devices {(such as servers) requiring multiple
concurrent connections. However, for users who need to support a variety of
protocols with limited or moderate traffic volumes between local or remote
resources, a PABX may provide a cost-effective solution. The PABX is also a
good solution for supporting the data communications requirements of casual
user applications with short connection times.

For environments with higher volumes of data transmission and with a greater
need for resource sharing between intelligent devices, a LAN usually provides
greater connection flexibility and performance capability in a more
cost-effective manner than a PABX.

1.2 LAN Capabilities

One of the main capabilities of a local area network is resource sharing, such
as data and expensive peripherals. This ability to share resources can mean a
decrease in cost of an individual workstation, since not every workstation may
need its own printer or hard disk. A LAN may also provide better reliability and
availability than a centrally controlled network. The failure of a workstation does
not affect other users on the LAN unless the failure point is a server. A
workstation on a LAN usually has more flexibility and function than a fixed
function terminal connected to a host system. For example, the LAN user can
frequently work as a stand-alone workstation, share resources on the LAN, or
be in session with systems external to the LAN. Because the LAN attachments
must have some degree of intelligence to support the LAN protocols, they may
also provide management or problem determination support through those
protocols.

1.3 Planning for a LAN
In planning for a local area network consider the following:
* The organization’s objectives.
» End-user requirements.
* Number and location of workstations.
* Requirements for special functions or capabilities such as backup.
* Security.

* Network management.

Objectives for providing the LAN: The LAN planner must know what problems
are to be resolved and what expectations have been identified as reasons for
installing the LAN.

4 LAN Concepts



End-user requirements: The planner must determine which functions end users
require from their workstations, and from LAN-provided servers. If an office
system is required, what exactly does the end user want from the system? Is it
local word processing, or is access to other office systems required via some’
sort of gateway or server? If the end users need to access a host system, how
is it to be done and how many users require this function?

The person planning the LAN will need to look at the number and location of
users that require these types of function so that gateways and servers can be
planned.

The number of workstations and their location needs to be considered so that
the topology of the LAN can be worked out. It is important to do this to provide
sufficient capacity for performance, and adequate availability and recovery
capabilities.

The number of users wanting to share the same file(s) and printers needs to be
considered. Some files may need to be kept on multiple file servers to
distribute the load and ensure acceptable response times.

For performance and security reasons, it may be beneficial to have users
divided into work groups or location groups, each on their own LAN with
bridges or gateways?® between the LANs. If gateways to other systems are
needed, the number of users and the type of usage should be looked at to
determine the amount of traffic flow through the gateway, and hence the
number and capacity of gateways required. LAN interconnection is described
in more detail in “Physical Layer and MAC Sublayer” on page 57.

Special functions: The need for the following types of functions should be
identified:

¢ Access to public switched networks.
* Access to external data bases.
« Application-to-application communication.

« The ability to store files and use printers on a system external to the LAN.
See Chapter 8, section 8.1.3 Enhanced Connectivity Facility.

Security: The need for security can affect the topology and type of LAN used.
One form of security is to use a number of small LANs (divided by workgroup)
and to limit the connectivity between the LANs using gateways. Another
consideration is the choice of protocol and media on which the LAN is based.
For example, in a LAN using a carrier sense multiple access / collision
detection (CSMA/CD) protocol like the |IEEE 802.3 standard, signals are .
broadcast simultaneously to all stations on the LAN. This may present security
problems if device implementations do not ensure uniqueness of addresses,
and acceptance of only those frames addressed to the device.

3 Bridges or gateways are specialized stations interconnecting two or more separate LANs or systems.
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Unless care is taken to ensure that duplicate addresses do not exist, it is
possible for messages to be received by multiple stations. In an IEEE 802.5
Token-Ring LAN, the signal is passed serially from one station to another
around the ring, but is received only by stations with matching destination
addresses. The adapter initialization process prescribed by the IEEE standards
ensures that duplicate addresses do not coexist on a ring.

Network management: As the size and complexity of the local area network
grows, the need for network management and supporting tools becomes more
important. Network management implies more than problem determination. It
also includes system and change management.

While fast resolution of problems is important, the ability to fix potential
problems before they occur is even more desirable. This involves monitoring
the network and looking at utilizations of servers, bridges, and gateways.
Systems and change management to support planning of application and
network configuration changes is important in all networks, and particularly,
large networks.

Consideration should be given to the degree of network management required.
LAN designs and supporting tools should be selected to achieve this.



2. LAN Technology

A primary consideration in selecting communications technology for a LAN is -
the speed of data transmission required and the need to support other types of
transmission (such as video) on the same medium.

A second important consideration is the selection of an access protocol to
support the traffic distribution and management control requirements of the
LAN-attached devices. An access protocol defines how the devices share the
media and support basic configuration and recovery functions.

LAN interconnection is an increasingly important aspect of LAN design. As
LANs grow with respect to humbers of attached devices and requirements for
increased application connectivity, methods for providing backbone
configurations and access to external systems may impact selection of different
LAN solutions and technologies. While interconnection can be achieved in
different ways, bridge stations are usually the most attractive and best
performing approach. However, systems called routers and gateways might
also be considered as alternative solutions. These different network .
interconnection techniques will be introduced in section “Physical Layer and
MAC Sublayer” on page 57.

End-to-end connectivity within interconnected LANs implies the availability of
routes between any two end stations. In communications environments
evolving as quickly and continuously as LANSs, the ability to establish these
routes dynamically is preferable to approaches requiring pre-definition and
maintenance of large tables and directories. Two important approaches to
bridging will be discussed: source routing and transparent bridging.

2.1 Physical LAN Atta~hment

The purpose of physical LAN attachment is to provide an interface between the
transmission medium and the LAN station’s access protocol to the transmission
medium. It provides mechanical, electrical, functional and procedural
specifications for implementing a LAN. '

The mechanical definition specifies the type of connectors to be used. The
electrical definition, if applicable, states what voltages are to be used, while the
functional definition defines the meaning of the voltages on the different pins.
Finally the procedural definition states the sequence of events to be followed to
transmit and receive data, including the encoding scheme specifying how digital
data is to be represented by electrical or optical pulses.

Many different types of media can be used for the physical fayer. For example,
telephone twisted pair, coax cable, shielded copper cable and fiber optics are
the main types used for LANs. Different transmission techniques may be
applied to each of these media types. They are generally categorized as
baseband or broadband transmission techniques.

2. Technology 7



211 Media Types

2.1.1.1 Coaxial Cable

Coaxial (coax) cable has low attenuation characteristics and can drive signais
at high data rates for relatively long distances. Coax is an unbalanced cable
(the two conductors have a different impedance to ground) with the shield being
used as one of the conductors. This structure (a central core with a shield
around it) does not generate as much RF noise as unshielded twisted pair cable
does when used with high data rates.

Coax cable can be used for both baseband and broadband transmission.

21.1.2 Telephone Twisted Pair Cable

Telephone twisted pair (unshielded, voice-grade twisted pair) cable can be used
for data transmission when data signal strength is filtered, and distances are
restricted. It is used by many PABX manufacturers to carry voice and data.

Unshielded telephone twisted pair cable tends to suffer from high attenuation
(loss of signal strength due to inherent media characteristics) and is very
susceptible to noise if located near strong electromagnetic fields (power cables,
etc.). A result of attenuation is a reduction in the driving distance*, number of
attachments and bandwidth potential of the LAN using this medium. When used
for high rates of data transmission (for example, 1Mbps or higher), it will
radiate radio frequency (RF) emissions. Filters can be used to reduce this.
However, filters increase loss in signal strength and add to the cost of the
cabling and attachments. TTP wire also suffers from crosstalk’ between
adjacent twisted pairs. Voice Grade Twisted Pair wiring is generally
undesirable for data transmission in excess of 4Mbps.

The IBM Token-Ring Network allows the use of TTP wire in 4 Mbps segments of
the LAN. '

2.1.1.3 Data-Grade Media (DGM), Shielded Twisted Pair Cable

This type of cable has one or more twisted pairs within a shield. The shielding
reduces its susceptibility to low levels of noise and its own generation of radio
frequency interference, thus making it more suitable for data transmission.
Shielded data grade cable can be used with data rates in excess of 20 Mbps
over most distances encountered within buildings.

The cable can be constructed with two twisted pairs within a shield, while
maintaining a low level of crosstalk® due to the shielding and the way in which
the pairs are twisted around each other. In addition to providing two data
paths, the twisting and shielding of DGM cable provides greater immunity to
external interference than coaxial cables which use the shield as one of the
conductors. Data grade twisted pair cable is a balanced medium better suited
to the differential encoding schemes used by some LANs.

4 Driving distance refers to the distance a signal can propagate in a specific medium without requiring

regeneration.

5 Crosstalk refers to a signal in one cable generating a parasite signal in an adjacent cable.

8 LAN Concepts



While this type of cable can be used for baseband and broadband transmission,
it is primarily used for baseband.

The IBM Token-Ring Network uses DGM Twisted Pair media for both 4 and 16
Mbps LAN segments .

2.1.1.4 Fiber Optic Cable
Fiber optic cable presents an attractive solution for high speed transmission
rates used in backbone local area networks. The cable is relatively immune to
the types of electrical noise and grounding trouble that can plague metallic
conductors in some environments. Thus, it is also an ideal medium for outdoor
connections or for factories or locations in which cabling has to run near higher
volitage wiring. Fiber optic cable also has extremely high data transfer
capability (hundreds of megabits per second, terabits per second) with very
little signal attenuation (signal loss due to the medium). Because of the high
data rates and the distances that fiber optic cables can carry a signal without
regeneration, its use in telephone networks, channel extenders on mainframe
computers, and backbone LANs is rapidly increasing.

In comparison with transmission of electrical signals on copper media, it is
difficult to tap an optical signal from a fiber optic cable without the inherent
optical signal loss being detected. Therefore fiber optic cable has potential for
greater security than metallic conductors.

Fiber optic cable is normally used for baseband transmission.

IBM includes fiber optic cable as part of the IBM Cabling System, referred to as
“Type 5 cable”. Other fiber optic cables may also be used.

2.1.2 Network Topologies
Numerous topologies are used for local area networks. This section briefly
discusses four different topologies. The term topology refers to the way in
which network devices are interconnected. For example, if every station is
directly connected to every other station, this is called mesh topology. Figure 3
on page 10 shows the four network topologies to be described plus two
variations of popular LAN topologies.

§ LAN segment refers to a single physical local area network running its own independent MAC protocol.
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Figure 3. LAN Topologies

2.1.21 Mesh Topology
Part A of Figure 3 shows a mesh topology network of four nodes. This topology
involves some wiring overhead since every network station is directly
connected to all the other stations. It also means that each station has to have
{N-1) I/0 ports, where N is the number of stations in the network.
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However, mesh network topology has excellent fault tolerance, since, when a
link fails, message traffic can be routed through an intermediate node.

2.1.2.2 Star Topology
In a network that has a star topology, each station is connected to a central
controlling point (also called switch) via point-to-point lines. Part B of Figure 3
shows a star topology network, with the central controlling node indicated by
the ”X”.’ A PABX is a good example of this type of network.

For connection-oriented data transmission to another network station, the
sending station must send a connection request to the central switch. The
switch will then set up the connection. Once the connection is established, the
two stations can transfer information.

The structure of a star network is very simple, but, to overcome the
disadvantage of having a single point of failure, the central switch must use
very reliable components and usually provides some form of redundancy.

2.1.2.3 Bus and Tree Topology
The bus topology is very common for local area networks. Part C of Figure 3
depicts a bus topoiogy network. Network stations are attached to a
transmission medium, called a bus. When a station transmits a frame or
segment of information on the bus, transmission occurs in both directions so
that the frame is received by all other stations attached to the bus. Frames are
said to be broadcast on the medium.

A popular protocol used with this LAN topology is the carrier sense multiple
access with collision detection (CSMA/CD) protocol, which will be discussed
under LAN Medium Access Protocols.

Unlike a multipoint line, in which a control point polls the other devices, there is
no controlling station on a broadcast bus topology LAN. Control functions are
distributed to all stations on the LAN. Each station must also be capable of
detecting faults.

The tree topology is a variation of the bus topology. A CSMA/CD protocol can
be applied to both topologies, and in both cases transmitted frames are
broadcast to all stations active on the shared medium. As with the bus
topology, there is no controlling station on the LAN. Part D of Figure 3
illustrates a tree topology network.

2.1.2.4 Ring Topologies
In a network that has a ring topology, each station is attached to its adjacent
station by point-to-point links, thus forming a physical ring. Each station’s
adapter regenerates the signal as it retransmits a data packet that is circulating
on the ring. A popular protocol used with ring topology is token passing, in
which access to the meédium is controlled by possession of a circulating token.
Different token passing access protocols are defined for ring topology LANs,
although token passing is also applicable to a bus local area network. Part E of
Figure 3 illustrates a ring topology network.

Thé major disadvantage of a physical ring topology is its sensitivity to single

link failure. If one connection between two stations fails or a bypass for a
particular inactive station is malfunctioning, the ring traffic is down.

2. Technology 11
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A variation of a ring topology to avoid this problem is the star-wired ring
topology, also referred to as radial hierarchical wiring.

Although the cable layout resembles a regular star topology, physically and
logically the network stations form a ring. Each station is connected to a relay
center with transmit and receive paths. The transmit path of one station is
connected inside the relay center to the receive path of the next active station,
thus bypassing inactive devices as illustrated in Part F of Figure 3. The
connecting cable between a ring station and the relay center is called a lobe.

The relay certer can be implemented as a passive wiring concentrator, in which
case the relay mechanisms are powered by the ring stations.

The relay center can also be implemented as a ring wiring concentrator
containing active, powered components that materially increase the ring’s error
recovery ability, including automatic wrapping to a backup path and some
degree of error message processing.

The previous discussion on different LAN topologies applies to a single LAN
segment. A LAN segment consists of a single common medium and all the LAN
devices connected to this medium. LAN segments can be combined to form
larger local area networks or to interconnect different types of LAN segments
into one network. LAN segment interconnection can be achieved through
bridges, routers or gateways. LAN segments can only be combined in a single
network using bridges or routers if they share a common communications layer
(logical link control sublayer for bridges, network layer for routers). Gateways
intérconnect network segments which may use a totally different
communications architecture. The different network interconnection techniques
are discussed in greater detail in “Network Interconnection Techniques” on
page 46.

Using a LAN segment as an elementary building block permits design of
interconnected multi-segment local area network with a wide range of possible
topologies. Again, each of these topologies has its advantages and
disadvantages. They are discussed in “Bridged LAN Configurations™ on

page 149.

Figure 4 on page 13 introduces various concepts related to multi-segment
networks.
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2.1.3 Transmission Techniques

2.1.3.1 Baseband Transmission

Baseband transmission involves putting a signal directly on the transmission
medium without modulating a carrier signal. At any point in time, the
information occupies the entire bandwidth available on the medium. Sharing of
the medium can be achieved by allocating time slices to different applications.
This technique is known as time division multipiexing (TDM). It is a quite
simple technique and together with the fact that no modulating/demodulating
devices are required, Baseband is a relatively inexpensive transmission
technology.

Baseband-transmitted signals must be regenerated periodically when
transmitting signals over long distances or through multipie connection points.
This is due to cable attenuation (losses in signal strength caused by the
physical and electrical characteristics of the medium) and losses associated
with connectors and/or attachments.

The IBM Token-Ring Network uses baseband transmission, operating at a
speed of 4 or 16 Megabits per second (4 Mbps or 16 Mbps), and the IBM PC
Network Baseband uses baseband transmission at 2 Mbps.

2.1.3.2 Broadband Transmission

14 LAN Concepts

Broadband transmission involves use of techniques to allow generation of
signals over multiple channels. In most cases, broadband transmission is
based upon use of radio frequency modems in the same way as radio and
television signals are transmitted. Resource sharing is accomplished by
dividing the medium into logical channels using frequency division multiplexing.
Any individual channel could use time division multiplexing to provide further
sharing.

Since broadband transmission uses multi-channel "CATV-like” technology, it is
ideally suited to transmit voice and video. Hence, the broadband approach
offers the greatest potential to support voice, video, and data on a single
cabling system today. For this reason broadband transmission is quite popular
in manufacturing plants. ‘

Transmission of video signals requires only a single channel, because it is
transmit only. Data communication involves both transmit and receive.
Therefore two channels are required. In order to minimize interference between
the transmit and receive channels, significantly separated frequency ranges
should be used. Within a transmit/receive channel pair, this characteristic is
indicated as the frequency offset, with the forward (higher) frequency range
separated from the return (lower) frequency range by a set of frequencies
referred to as the guard band. Within each range a sub-range of 6 Mhz defines
one channel of a channel pair, where the pair is composed of a return channel
below the offset, and a forward channel which corresponds to the lower channel
frequency plus the offset. See Figure 5 on page 15.
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Figure 5. Broadband Transmission Frequency Bands and Offsets

With respect to the number of channeis and their associated guard bands,
industry standard channel pairs have been defined with specific frequency
offsets between the channels within a pair. Mid-split broadband transmission
refers to 17 channel pairs and a 116 to 168 MHz guard band (168 Mhz offset).
High-split refers to 30 channel pairs and a guard band of 186 to 222 MHz (122
Mhz offset).

Due to the high cost involved with the multi-channel capability, a modulated
transmission technique on a single channel pair medium has been defined and
is referred to as carrierband transmission.

The IBM PC Network (Broadband) uses broadband transmission. at 2 Mbps,
supporting one of the following channe! pair frequency options:

* Return Band frequency 50.75 Mhz, Forward Band 219 Mhz

¢ Return Band frequency 56.75 Mhz, Forward Band 249 Mhz

* Return Band frequency 62:75 Mhz, Forward Band 255 Mhz.
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2.2 LAN Medium Access Protocols

2.21 Basic CSMA/CD Concepts
The access to the medium on a LAN controlled by a carrier sense multiple
access with collision detection (CSMA/CD) access protocol is based on
contention between competing stations. The access is said to be probabilistic
rather than deterministic. CSMA/CD is appropriate for use only with bus or tree
topologies because of the collision detection mechanism. In order to detect
'signal collisions, all stations on the LAN must be able to sense the presence of
a carrier on the medium. This does not happen with a ring topology in which a
signal is passed serially from one station to the next.

Three main topology/transmission technique combinations are used for
CSMA/CD LANs: baseband bus (the most popular), baseband bus with
star-wired device controllers, and broadband tree. In each case, station
attachment is passive. The signal is neither regenerated nor amplified by the
LAN stations. This limits the maximum non-repeated station-to-station distance
(typically 500 meters on a baseband bus). In addition, distance between
attaching stations must be a minimum of 2.5 meters to minimize the effect of
signal reflections in the taps (that is to avoid reflections adding up in phase).

Before transmitting data, a station first listens to the medium to find out
whether the medium is idle or whether another station is already transmitting
data. If the network is quiet, the station may start its own transmission. The
protocol provides multiple access, that is the access mechanism applies to all
LAN stations concurrently. Therefore it is possible that two stations could start
to transmit at about the same time. Due to propagation delays (media delay,
delays at taps and/or repeaters), a station may determine that the medium is
idle and start to transmit, while at the other end of the bus a station has already
started transmission. Two (or more) stations concurrently broadcasting data on
a common medium inevitably cause a collision. The collision is detected as the
station listens to the medium while it is transmitting {collision detection). This
process is called listen while talk. Both stations stop transmission and try
again later.

The critical part of the CSMA/CD protocol is the recovery process after a
collision has occurred. It is this aspect of the CSMA/CD medium access
protocol which causes response time and throughput to be probabilistic.

In general, collision recovery proceeds as follows:

1. As soon as a station detects a collision; it stops transmitting data
immediately and sends a jamming signal. Since the first condition to make
any recovery possible is to stop all additional traffic, the jamming signal
informs all active stations about the collision.

2. After being informed about the collision, each station wishing to transmit
data must wait a random amount of time before initiating the whole process
again, starting with carrier sensing etc.

Three CSMA/CD variations provide increasing degrees of sophistication and
optimization:
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* Non-persistent rules
1. If the medium is idle, transmit.
2. If the medium is busy, wait a random amount of time and repeat step 1.

This method is very simple but inefficient, especially with high utilization of
the medium because the opportunity to transmit during a brief idle period
may be missed.

» [-persistent rules
1. If the medium is idle, transmit.

2. If the medium is busy, continue to listen until the medium is idle, then
transmit immediately.

3. If there is a collision, wait a random amount of time and repeat step 1.

If two or more stations are waiting to transmit, a collision will always occur
when the medium becomes available. However, since each station will wait
a random amount of time after a collision and before retransmitting, things
will sort themselves out from there. However the delays created by the
non-persistent rules for normal busy media will be avoided.

Within existing CSMA/CD implementations, this method is the most popular.
e P-persistent rules

The p-persistent protocol tries to eliminate the collision that happens with
the 1-persistent protocol when the medium is busy and more than one
station is waiting to transmit. The rules are:

1. If the medium is idle, transmit with a probability of p. Hence there is a
probability of q=(1-p) that the station will wait for the next time slot.

2. If the medium is busy, continue to listen until the medium is idle, then
repeat step 1.

3. If there is a collision, wait one time slot and repeat step 1.

The main problem with this approach is choosing a value for p. P must be
kept low to avoid instability, but this increases the wait probability (q). This
approach tends to be unstable with highly utilized media.

The 1-persistent protocol wastes less time after a collision than the
‘non-persistent protocol. The random backoff after a collision reduces the
chances of two stations contending for the medium again. Under high traffic
conditions, the 1-persistent rules are more like to run into collision and thus
create instability. However when p=1, g=0... hence there is no wait
probability. Thus under normal or low traffic conditions the 1-persistent
protocol can provide better throughput.

In conclusion, CSMA/CD or contention protocols in general perform best when
medium utilization is low. High utilization increases the number of collisions
and collision retransmissions, further adding to the utilization. Sensitivity to
increased traffic load is one of the major drawbacks of CSMA/CD protocols.
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2.2.1.1 Frame Format

Figure 6 shows the frame format used for data transmission on a CSMA/CD

LAN according to the international standard specification issued by the IEEE
802.3. See “LAN Architectures and Standards” on page 51page =yes.. Note
that this format is slightly different from that used by "Ethernet” adapters.

, Physical
<+— Physical Header —————————————>| |+Trailer—
- FCS Protection >
Preamble{ SD | Destination [Source LF |Information| PAD [ FCS
Address (DA) [Address (SA)

7 1J 2,6 2,6 2| o-n 6-m|
Starting Length Padding
Delimiter Field
B'l0101011' Frame

Check

Field Sequence

Length I/G = Individual /Group address

in Bytes 1/6}15 address bits B'o’ - B'l!

U/L = Universally/Locally admin.
<+ 16 bit address —> Bre' B'1
I/G|U/L|46 address bits

<

48 bit addres\s field ——mm—

Figure 6. IEEE 802.3 MAC Frame Format
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Preamble- 7 padding bytes, allow the physical layer signalling (PLS)
circuitry to synchronize with the receive frame timing circuitry.

SA, DA - 18-bit or 48-bit medium access control (MAC) address fields
according to the IEEE and ISO standards. A vendor is free to choose either
of them but all stations on a given LAN must use the same addressing
structure. Most current LAN implementations use 48-bit addressmg, but
some early LANs use 16-bit address fields.

- length field, indicating the actual length of the information field.
information field - may contain a’ LLC protocol data unit (LPDU).

Padding - may contain padding characters if the minimum frame length
requirement is not met (512 bits). '

FCS - the result (32 bits) of a cyclic redundancy check algorithm (specific
polynomial executed against the contents of DA, SA, LF information and
pad fields).

An invalid frame is not passed to the next higher protocol layer (the LLC
sublayer), but is discarded by MAC level processing for any of the following
reasons: ) ) - o

— The frame does not contain an integral number of bytes.




— The content of frame length field is inconsistent with the actual frame
length.

— The FCS value calculated upon by the destination station does not
match the FCS value contained within the frame.

2.2.1.2 Additional CSMA/CD Considerations

¢ Cabling considerations

With CSMA/CD baseband bus topology, 50 ohm impedance coax wire is
recommended to reduce the capacitance caused by the taps. Almost all
other communications cables use an impedance of at least 75 ohms.
Frequently the long term implications of a particular cable type may be
overlooked during initial design and installation. If a CSMA/CD LAN using
50 ohm cable over time provides insufficient capacity for the required data
traffic, rewiring will usually be required and may turn out to be a very costly
operation.

* Probability of collisions

The probability of a collision occurring is proportional to the number of
stations, the number of transmissions per time interval, the length of the
LAN, the LAN utilization and the size and number of the collision windows
involved. A collision window is the time during which a collision may occur.
Its maximum value is the time required by a signal to travel between the
two outmost stations on a CSMA/CD LAN. On a 10 Mbps CSMA/CD
baseband LAN the collision window size equals the one-way propagation
delay (sum of all transmission delays) between the contending stations.
While the size of collision windows may be decreased by reducing the
frame size used by adapters, it is not recommended since it will also
increase the number of windows and the overhead-caused by frame
headers and trailers. '

Baseband collision detection is usually accomplished by measuring the
signal strength on the bus. Therefore the signal between the two outmost
stations must be considerably stronger than normal noise levels.
Consequently, on a CSMA/CD baseband LAN, signal repeaters are
generally required every 500 meters. This has a positive consequence for
the recovery of relatively large frames. On the average, only about 512 bits
would have been transmitted when the collision is detected. This stops the
frame transmission and initiates the recovery process.

Slot time is the minimum transmission time required by a station to ensure
it can hear all possible collisions and is equal to twice the maximum
collision window size. This implies a minimum frame size on a 10 Mbps
CSMA/CD baseband LAN of 512 bits. The frame header and trailer parts
require 208 bits, which leaves a 304-bit data field in a minimum length
frame. In shorter frames such as most control frames and short messages,
padding characters must be appended to the data field (refer to the frame
format). An increase in transmission speed increases the minimum frame
size. C

Early CSMA/CD LANs had relatively few attachments such as processors
and terminal servers (controliers which served multiple fixed function
devices). With the advent of the intelligent programmable workstation, the
desire to attach such devices directly to the LAN may significantly increase
the number of attachments and alter traffic characteristics. Any associated
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increase in collision probability should be considered in designing a LAN
which will use intelligent workstations.

Collision resolution

As mentioned before, the first station to detect a collision immediately
transmits a jamming signal to notify all listening stations that a collision has
occurred. In response to this signal, each station enters a binary
exponential backoff algorithm, causing each station to wait for a random
amount of time before attempting to transmit again. If a station’s
subsequent attempt resuits in another collision, its backoff delay is doubled.
This process may be repeated up to 16 times, after which the station, if still
unsuccessful, reports a transmission error. There is no guaranteed delivery
at the CSMA/CD MAC level. If traffic levels are high, the more retries a
station requires, the worse its chances to succeed may be when attempting
again.

Basic performance

CSMA/CD protocols optimize throughput and response time under
conditions of relatively low (less than 40%) bandwidth utilization.

Test measurements indicate that typical user data frames contain about
1000 bits. Using this frame size to simulate the performance of a 10 Mbps
CSMA/CD LAN with 100 active LAN devices results in a maximum
throughput of about 3.6 Mbps because of the sensitivity of the protocol to
load.

Increasing the transmission speed on a CSMA/CD LAN does not °
significantly improve throughput since the minimum frame length increases
proportionally. It may also imply a requirement for more expensive media
and additional repeaters since signal attenuation is proportional to the
square of the transmission speed.

LAN growth

In response to growth requirements, one might attempt to increase the
maximum allowable distance. However, this also implies increased slot
time, minimum frame length and larger collision windows for any given
load.

When such architectural constraints create a problem, they may be
addressed by bridging separate CSMA/CD LANs together to form an
interconnected CSMA/CD LAN as discussed earlier.

CSMA/CD interconnection considerations

When attempting to project future load growth, it may be risky to
underestimate capacity requirements. Recent explosive growth in
communications bandwidth requirements is likely to continue in LAN
environments. Such applications as image and file servers will quickly use
the spare capacity now available.

More detailed analysis of future load growth will show the increasing
importance of LAN interconnection and higher capacity backbone LANs.

A potential problem for any LAN bridge is frame loss. Generally, frame loss
can occur because of high loads on the LAN or at the bridge level (for
example, a bridge running out of queuing capacity).

Excessive frame loss in a CSMA/CD bridge (resulting from collisions) is a
much more significant problem. CSMA/CD LANs have no priority



mechanism at the MAC level, and bridge adapters {for example, to
backbone LAN segments) by nature tend to experience the highest loads,
and will be the most likely ones to be involved in collision recovery. A
bridge may also be subject to peak load situations on both sides of the
bridge, further decreasing the probability of successful frame transmission
across the bridge.

The probability of successful end-to-end data transmission is obtained by
multiplying the probabilities associated with each bridge in the path
together. This may lead to unacceptable situations if the load increases in
one or more LAN segments. Unfortunately backbone LANs, only accessible
via bridges, may be the most likely ones to experience high traffic loads.
Thus care should be taken during design to ensure that such backbones
have relatively few attachments (that is, bridges).

A backbone LAN sometimes needs to offer a transmission speed exceeding
the speed of the lower leve! LANs that are interconnected. As explained
before, 10 Mbps is a practical limit for CSMA/CD LANs. Backbone LANs
based upon other medium access protocols may offer a more attractive
solution, despite the need for installation of different cabling for the
backbone.

A common routing technique used in CSMA/CD bridges is based on tables.
Tables are dynamically built at the bridge levei containing station
addresses identified on both sides of the bridge. These tables may become
quite large in an expanding LAN environment, and may consume
considerable buffer space and processing capacity for table lookup and
maintenance. This must be considered when configuring snch bridges. In
CSMA/CD LANSs parallel active bridges to support heavier traffic would
cause duplicate frames and collisions and thus are prohibited. One bridge
routing algorithm, called spanning tree, does not allow duplicate frames
and provides mechanisms to ensure that parallel bridges or routes are not
concurrently active. Bridge routing techniques are discussed in “Bridging”
on page 155.
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2.2.2 Basic Token Passing Ring Concepts
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A Token-Ring Network consists of the atfaching medium and ring stations
(devices able to attach to the ring and to use the link access protocols).

A token-ring network uses one of several twisted pair media specifications,
each having its own price/performance ratio, and all suitable to carry most
other data communications signals. A token-ring network may also use optical
fiber media.

A single ring token-ring LAN installation is illustrated in Figure 7 on page 23.



A.) Normal operation on Primary Path

Primary Path

......................................

Backup Path ({RO
(Id1e)

B.) Backup operation on Primary and Backup Path

S9| |S8 S7
Primary Path

e e
, —||———||1 Backup Path -

-+ -

RO PUC 4 RI RO PWC 3 RI
RI Puc 1 RO
- Broken Cable
Segment
(removed)
S1
RI = Ring In PUC = Passive Wiring Concentrator
RO = Ring Out Sn = LAN Station

Figure 7. Token Passing Ring Data Paths
This figure shows four passive wiring concentrators and nine physically

attached nodes. The power from the attached nodes when transmitted to the
concentrator activates relays in the concentrator to allow the station to send
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signals across the LAN to other stations. in Part A of Figure 7 two adapters
(nodes 82 and S4) have not powered their respective PWC relays and therefore
their lobe wires are internally bypassed. In Part B of Figure 7 four adapters
(nodes S2, S4, S6 and S7) are not actively inserted into the ring {their lobe
wires are internally bypassed) and the primary path is wrapped to the backup
path in PWCs 1 and 2. '

When a cable segment between PWCs fails, manual removal from the
appropriate ring-in and ring-out connectors causes automatic wrapping of the
primary path to the backup path. How such a permanent wire fault is reported
for LAN management is explained in the discussion of beaconing later on in
this section.

A ring station transfers data to the ring, in a data transmission unit called a
frame. Frames are sent sequentially from one station to the next station
physically active on the ring. This station is called the downstream neighbor.
Each ring station repeats the frame. While doing so it performs error checking
on the bit stream and it will copy the data if its own address is identified as a
destination station in the frame. Upon return of the frame to the originating
station, the latter will remove the data from the ring.

In a token passing protocol, a ring station can only transfer data to the ring
while it is holding.a token. The token is a specific bit sequence (24 bits)
circulating around the ring at a rated speed (4 Mbps or 16 Mbps in current
impiementations, 100 Mbps according to the Fiber Distributed Data Interface
specification; see “Fiber Distributed Data Interface Concepts” on page 44).
Because of the high transmission speed with respect to the total ring length, a
short ring might contain only a few bits at any point in time. Only one token
may exist on a ring at any given point in time. Therefore, a delay equivalent to
the time for a token to circulate the ring is required to ensure that no overrun

" occurs which would result in a station receiving a token that it is transmitting

and thinking that a second token exists on the ring. For a 24-bit token this
means a minimum 24-bit delav. In addition to this delay an additional elastic
buffer is introduced to suppor. the token protocols and speed.

In order to establish communication between any two ring stations, addressing
mechanisms are needed. At the same time the integrity of the transmitted
frames between ring stations must be preserved. Therefore data checking
capabilities are required at the medium access control level of a ring station.

2.2.21 MAC Addressing
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Any ring station is identified by a unique individual address. This address can
be Universally Administered, assigned by the IEEE organization (see “LAN
Architectures and Standards” on page 51).. Because it is set in read-only
memory (ROM) on a token-ring adapter card, the universally administered
address is also called a burned-in address.

A ring station’s individual address can also be locally administered, that is set
at adapter-open time and typically defined by a network administrator.

A number of destination ring stations can be identified by a group MAC
address.

A token-ring LAN also provides a special case of locally administered group
addresses called functional addresses. Each (bit-significant) functional address



represents a well-identified server function within the access protocol. Of 31
possible functional addresses, 14 have been defined while the remaining ones
are reserved for future use or may be user-defined as listed in Figure 8 on

page 25.
Active Monitor X'C000 0060 0001"
Ring Parameter Server X'C000 0000 0002°'
Network Server Heartbeat X'CO00 0000 0004
Ring Error Monitor X'C000 00006 0008

Configuration Report Server | X'CO00 0000 0610’

Synchronous Bandwidth Mgr. | X'CO00 0000 0020°

Locate — Directory Server X'COG0 0000 0040!

NETBIOS X'C000 0600 0080'
Bridge X'Co00 6000 0100*
IMPL Server X'C000 0000 0200*

Ring Authorization Server X'CO00 0000 0400'

LAN Gateway X'C600 0000 0800°
ring wiring concentrator X'CO00 0000 1000'
LAN Manager X'CO60 0600 2000*

X'C000 0000 8000°
User—defined through
X'CO00 4000 0000*

Figure 8. Functional Addresses

The most relevant protocol server functions will be described in greater detail
in the bridge and LAN management sections (see “IBM LAN Bridges” on
page 163 and “IBM LAN Manager” on page 268).

In addition two special destination address values have been defined. The
ali-stations broadcast group address X'FFFFFFFFFFFF’ identifies all ring stations
as destination stations. A frame carrying the individual null address
X’000000000000" as its destination MAC address is not addressed to any ring
station, therefore it can only be sent but not received.
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IEEE allows vendors to implement either 16-bit or 48-bit MAC addresses. The
actual address field formats are shown in the picture Figure 9.

I/G|U/L|46 address bits

- 48 bit address field —m———»

I/6 = Individual /Group address
1/G]15 address bits B'o! B'1

U/L = Universally/Locally administered
< 16 bit address —» B'O' B'1!

Figure 9. IEEE LANs - MAC Address Format

For the IBM LAN implementations, 48-bit addressing has been selected. The
implementation format 7 is shown in Figure 10.

0 1 2 3 4 5

l

g
<— reserved (A
I

N
mr~c

0 1 234567 01234567 0 1234567 01234567 01234567 01234567

+———— 3] bits —mm——
- 48 bit address >

FAI = Functional Address Indicator
(only significant if Byte 0, bits 01 = B'11")

Figure 10. IBM Token-Ring Network - MAC Address Format

* The reserved bits are set to B’0” for locally administered addresses.

‘'« Functional address indicator = B’0” indicates a functional address if /G =
B’1° {(indicating a group address).

¢ For individual locally administered addresses, FAl must be B’0” by
convention. This is an addressing anomaly.

These rules yield valid address ranges as described in Figure 11 on page 27.

7 The universal/local address field (Byte 0, Bit 1) in a source address is used to indicate the presence of routing
information; see “IBM LAN Bridges” on page 163.
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I/6 | U/L | FAI | Definition/Range
Individual, 0 0 9/1 | Mfg_Code,Serial_Number
Universally Adm. (IEEE assigned)
Individual, 0 1 0 X'4000 0000 000O' -
Locally Admin. X'4000 7FFF FFFF!
Group 1 1 1 X'C000 8006 0GOO' -
Address X'Co00 FFFF FFFF'
Functional 1 1 0 X'C000 0006 6001' -
Address X'C000 0600 2000'

(bit-sensitive)

Functional Addresses are listed in Figure 8 on page 25.

Figure 11. Valid Address Ranges

One exception exists for 37xx Communications Controllers attached to the IBM
Token-Ring Network. Due to an early VTAM/NCP 8 restriction, locally
administered address values X’7FFF FFFF’ in bytes 2 - 5 may be considered
invalid. Therefore, the individual locally administered address range

X’4000 0000 0000” - X"4000 7999 9999’ is valid

for any IBM Token-Ring Network adapter®.

2.2.2.2 Data Transmission

The transmission technique used in token passing ring LANs is baseband
transmission.

In a token-ring LAN, high-order bytes/bits are transmitted first, that is byte O is
transmitted before byte 1 and high-order bit O within a byte (of 8 bits) is
transmitted first. This transmission order can be different for other types of LAN
segments using a different access protocol, for example, CSMA/CD. Opposite
transmission order may be a diagnostic consideration when evaluating trace
information from LAN segments of different nature because of the possible
need to reorder the bits. The ability to reorder the bits without significant
performance degradation, may also be a functional requirement of bridge

products being considered for LAN segment interconnection.

8 NCP is a registered trademark of the International Business Machines Corporation

8 In fact, any adapter will accept X’4000 7dhd hdhd” where d=X'0"-X’9" and f=X'0"-X'F” as valid local addresses.
However some software products, such as PC 3270 Emulation Program Version 3, reject non-decimal digits in

the address specification.
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Figure 12 on page 28 shows the format of the information to be transmitted on
a token passing ring.

* Frame Format Physical
Trailer
<«———— Physical Header ————— | |«—>|

<+——— (Code Violation Protection
+————— F(CS Protection
|« Information Field »|

L 2 ]

S|A|F[Destination|Source Routing FIE|F
D{C|C|Address Address Information| D AT A |C[D]|S
(DA) (SA) (RI) S
I I
Frame Control Frame Satus
FF|zzz211 AlC|rr|AlC|rr
Ending Delimiter
WIW1|I|E
Access Control Frame Check Sequence
PPP|T|M|RRR (4 byte CRC value)
LLC protocol data unit
or MAC management information
Starting Delimiter interconnected segments, LLC only,
VVovveoe present when RI Indicator = B'1’

(Byte 0, bit 0 of SA)

* Token format
SD | AC | ED

* Abort Delimiter
Format SD | ED

Figure 12. IEEE 802.5 MAC Frame and Token Format

Explanations for abbreviations used in the above figure include:
* SD - starting delimiter consisting of eight bits "VVOVV0 00” and
ED - ending delimiter consisting of eight bits "VV1VV1 | E” where:

— VV1VV1 refers to a “1” bit code violation (J) followed by a ‘0" bit violation
(K). This is a function of the differential Manchester encoding scheme
used in the Token-Ring Network. Refer to IBM Token-Ring Network
Architecture Reference for a description of the use of Differential
Manchester code violations to define starting and ending delimiters.

— lis an intermediate bit, B’0" which indicates a single-frame or the last
frame of a multiple-frame transmission using a single token.

— Eis an error-detected bit. B’1” indicates existence of a code violation
between the starting and ending delimiters, a non-integral number of
bytes in the frame or a cyclic redundancy check (CRC) error.
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* AC - access control consisting of eight bits "PPP T M RRR” where:

— PPP are priority bits (low B’000" to high B’111’). A ring station can use a
token at a priority less than or equal to the ring station’s allowed
access priority.

— RRR are reservation bits (low B’000" to high B’111") which allow a
station with high access priority to request that a subsequent token be
issued at the required priority.

— T is the token bit (B'0" = token, B’1" = frame)

— M is a monitor bit used to prevent continuously circulating frames or
non-zero priority tokens. Refer to the functions of the active monitor in
the discussion of “Token Monitoring” on page 32

for more details.

* FC - frame control consisting of eight bits "FF ZZZZZZ" where:

— FF are Frame Type bits (B’00" = MAC frame, B'01" = LLC frame).
— ZZZ7ZZ7 are Control bits (MAC buffering information or 000YYY where
YYY indicates the intended LLC sublayer message priority).

* FS - frame status is an eight-bit field “A C rr A C rr” where:

— A is an address recognized bit (B’1” indicates that a valid station has
recognized the destination address)

— Cis a frame copied bit

— rr are reserved bits

These bits are duplicated within the field because they not covered by
the frame check sequence protection.

* Any originating ring station can abort a frame that is being transmitted at
any time by transmitting an abort delimiter.

The information field in the MAC frame format has been split up into an optional
routing information field and data. See “Source Routing” on page 158. In an
LLC frame, the data field will contain a logical link control protocol data unit
{LPDU, see “LLC Protocol Data Unit” on page 75).

When the frame control field indicates a MAC frame (because bits 0 and 1 of
the field are equal to B’00") the data field contains specific MAC control
information. It consists of a major vector length (LL), a major vector identifier
(MVID) and zero or more subvectors as shown in Figure 13 on page 30. The
command field within the MVID contains bit values {called code points) that
uniquely identify the type of MAC frame.
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MAC
LLID

MAC
Sub

//
MAC MAC

vector-0 | Subvector-1 Subvector-n

|

|

/ / I

|01234567 01234567 0123 4567 01234567' ‘01234567 01234567 min. 2 bytes

I
Major Vector

Length (LL)
I

T
DC | SC |{Command Subvector Value

Length | Id

c/s
R/0

+— MVID ———
Major Vector Id .
0 7

Common/Specific Indicator
Required/Optional Indicator C/S|R/O{P|P|P{P{P|P
Code Point bit

Figure 13. Token Passing Ring MAC Frame - Data Field Format
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Exa

mples of MVID code points are X’05" to indicate an Active Monitor Present

MAC frame, X'02" for a Beacon MAC frame, etc.. Unique MVID values for 28
different MAC frames have been defined. A complete description can be found
in the IBM Token-Ring Network Architecture Reference. Subvectors provide

add

itional information depending on the specific major vector identifier.

MAC Frames are processed according to destination and source function
classes, including:

Ring station

The functions necessary for connecting to the LAN and for operating with
the token-ring protocols. A ring station is an instance of a MAC sublayer in
a node attached to a ring.

DLC_LAN_MGR

The manager function of the data link control component activates and
deactivates ring stations and link stations on command from the physical
device. It also manages information transfer between data link control and
the physical device.

Configuration report server (CRS)

The CRS function resides on each ring in a multi-segment environment in
which configuration is being monitored. This function receives notifications
about station insertion and removal, and notifications about active monitor
failures.

Ring parameter server {(RPS)

The RPS function resides on every ring in a multi-segment environment-on
which operational parameters are centrally managed. It may provide
operational values to attaching stations upon request. For example, a ring
station may request such parameters as ring number upon insertion into
the ring.




* Ring error monitor

The REM server function is present on rings for which errors are to be
monitored or analyzed. It collects error information from LAN stations
attached to the local ring, analyzes soft error reports and may forward error
reports to a LAN manager.

e IMPL server

The IMPL server function and its IMPL functional address are involved
during the power-on process of a LAN station equipped with the remote
program load feature. Such a station will insert into the ring to find a
control program server on the ring from which to download its control
program and complete its initialization processes.

= Configuration report server authorized

This is similar to the CRS function but refers to authorization for the LAN
manager to perform specific functions.

2.2.2.3 The Token Passing Ring Protocol
To transmit data on the LAN medium, a ring station captures a token, and sets
the token bit in the access control field to identify that the data being
transmitted is a frame. To this header the transmitting station appends
destination and source MAC addresses, data, a newly calculated frame check
sequence field, and the ending delimiter and frame status fields.

Any subsequent station will receive and retransmit the frame while performing
a CRC check. Such a station is said to be in normal repeat moda.

In general, a ring station in normal repeat mode checksthe data in the tokens
and frames it receives and sets the error-detected, address recognized or
frame copied bits in a frame (bits E, A, or C) as appropriate while repeating the
signal. A destination station will copy the data {(Frame Copying) and pass the
frame on. While processing the frame trailer, the destination station marks the
A and C bits. Upon return to the originating ring station, the frame is removed
from the ring and the A and C bits in the frame trailer’s FS field are checked to
see if the frame was recognized and read by the destination station or a bridge.
When the frame header is received by the originating station the originating
ring station must release a new token, possibly at different priority level, for
another ring station to capture and proceed with data transmission. The
priority reservation bits in the access control field of the returned frame
together with stored priority levels in the originating station determine the
priority of the new token. See the description of access priority later in this
section for details.

This protocol is calied a single token protocol, since only one token can
circulate on the ring at any time.

2.2.2.4 Early Token Release
If an originating station releases a new token only when the frame header has
circulated around the ring back to the source and the frame transmission time
is shorter than the ring transmit time, then the originating station must generate
idles until a header is received.

Token passing ring LAN protocols define the length of a token to be 24 bits and
the shortest possible MAC frame to be 200 bits long. On a 4 Mbps token-ring
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LAN where the length of 1 bit is roughly 50 meters, a complete token is 1,200
meters long while the shortest frame length would be 10,000 meters. Therefore
at 4 Mbps, the percentage of potential bandwidth which remains idle can be
extremely small (that is high bandwidth utilization can be maintained at higher
traffic levels.)

If, however, we consider a 16 Mbps token-ring LAN, 1 bit being 12.5 meters
long, a complete token and the shortest possible MAC frame become four times
smaller (300 and 2,500 meters respectively). Now we may wish to optimize the
utilization of the medium by reducing the idle time required by waiting for a
header. Obviously when moving to even higher transmission speeds, for
example, a 100 Mbps FDDI LAN the token passing protocol must to be adjusted
to achieve better utilization of the potential bandwidth.

The architecture provides an option called early token release. With this option
a transmitting station will release the token after completing its transmission.

In the IEEE 802.5 specifications, this release occurs following the transmission of
the frame trailer, but before receipt of the header of the transmitted frame,
thereby eliminating the idle time between transmission of the frame trailer and
release of a new token. When such early release has occurred, an adapter
indicator is set to prevent the adapter from releasing another token upon return
of the frame header. This allows multiple frames, but still only one token to
coexist on the LAN.

The early token release option may be enabied on a 76 Mbps IBM Token-Ring
Network.

2.2.2.5 Token Monitoring
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Token passing protocols provide relatively greater control and management at
the medium access control (MAC) level than that provided by CSMA/CD
protocols. The token passing ring protocol concepts, described in the following
sections, are implemented in the adapters themselves. They contribute to the
availability, performance and manageability of a token-ring LAN.

At any point in time, one station and only one performs an active monitor
function. Any ring station can act as the active monitor. Only one however, will
have this function enabied.

Active monitor tasks support monitoring of the token and other ring
management functions such as:

* Detection and recovery of a lost token or frame, including initiation of a
token when a ring is started. :

* Detection and recovery of a circulating priority token or frame.
* Detection and recovery of multiple tokens on the ring.
¢ Detection and recovery of multiple active monitors.

» Timing control to ensure accurate transmission regardless of the ring
length.

All other ring stations are said to be standby monitors, preparéd to take over
the active monitor function should it fail.

The following description summarizes how the active monitor performs its ring
management tasks:



* In every transmitted token or frame, the monitor bit (M) in the access
control field is initially set to B’0’. As the active monitor repeats a frame or
non-zero priority token, the M-bit is set to B’1’. If the M-bit had already
been set to B’1’, the active monitor assumes that the frame or token has
already circled the ring once and that the originating station has not been
able to remove the frame or priority token. The active monitor will purge the
ring and generate a new token.

* To ensure that a complete (24-bit) token can be transmitted before the token
returns to the originating ring station, the active monitor introduces a 24-bit
ring delay.

* The active monitor periodically broadcasts an Active Monitor Present MAC
frame. This forces each station on its ring to acquire the address of its
nearest active upstream neighbor (NAUN) and to initiate a number of control
timers within each station. This information is used when isolating errors
on a ring and to determine the ring configuration.

+ Loss of a token or frame is detected by expiration of an any-token timer
whose time-out value exceeds the time required for the longest possible
frame to circle the ring. The active monitor restarts this timer each time it
transmits a starting delimiter. Upon expiration of this timer, the active
monitor assumes a lost token or frame, purges the ring and originates a
new token. The any-token timer value is defined as the sum of the physical
trailer transmission delay plus the delay to transmit the longest frame. The
IEEE 802.5 name for this timer is Valid_Transmission_Timer.

2.2.2.6 Ring Purge
To purge the ring, the active monitor broadcasts a Ring Purge MAC frame
(indicated by X’04’ in the frame control field) before originating a new token.
Return of the Ring Purge MAC frame indicates proper signal propagation
around the ring. The Ring Purge frame resets the ring stations to normal repeat
mode, canceling or restarting all the appropriate timers. The active monitor
starts a Ring-Purge Timer when sending the purge frame. This timer will expire
if the frame can’t circulate and the monitor will enter a recovery process called
Claim Token.

2.2.2.7 Neighbor Notification
The neighbor notification process begins when the active monitor transmits an
Active Monitor Present MAC frame to all stations on the ring {single ring
broadcast). The first ring station that receives the Active Monitor Present MAC
frame copies it (if possible) and sets the address-recognized (A) and
frame-copied (C) bits to B’1’. It then saves the source address from the copied
frame as its NAUN address (the address of the active monitor) and starts a
timer called the Notification-Response timer.

All other active stations on the ring repeat, but do not otherwise process the
Active Monitor Present MAC frame because the frame’s A and C bits have
already been set.

When the Notification-Response timer of the first station downstream from the
active monitor expires, it broadcasts a Standby Monitor Present MAC Frame.

The next ring station downstream copies its NAUN address from the source
address field of the Standby Monitor Present frame, sets the A and C bits to
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B’1’, and starts its own Notification-Response timer. When this timer expires,
this station in turn transmits its Standby Monitor Present MAC frame.

In this way, Neighbor Natification proceeds around the ring, with each ring
station receiving and transmitting Standby Monitor Present MAC frames until
the active monitor copies its NAUN address from a Standby Monitor Present
MAC frame. The active monitor then sets the Neighbor-Notification Complete
flag to B'1’, indicating that the process has been successfully completed.

Neighbor-Notification thus enables a ring station to learn its NAUN address,
and to provide its address to its downstream neighbor.

2.2.2.8 Standby Monitor

Any ring station that is not performing the active monitor function acts as a
Standby Monitor. Its purpose is to detect a failing active monitor and
disruptions on the ring.

Each time a token or frame is repeated, a standby monitor restarts its
Good-token timer (  Any-token timer) to verify the presence of an active
monitor.

A second timer, the Receive-Notification Timer, is restarted by a standby
monitor each time it copies an Active Monitor Present MAC frame.

If any of these two timers expires, the standby monitor station will initiate the
token-claiming process.

2.2.2.9 The Token-Claiming Process
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This process, also called the Monitor-Contention Process, is the procedure by
which ring stations elect a new active monitor. This process is started upon
any of the following conditions by:

¢ The active monitor detecting
— loss of signal

— the Active Monitor Present MAC frame doesn’t return
(Receive-Notification Timer expires)

— failure of Ring-Purge MAC frames to return completely (Ring Purge
Timer expires) '

* A standby monitor detecting
— loss of signal

— absence of active monitor’s token management functions (good_token
timer expires)

— missing Neighbor_Notification process (Receive_Notification_Timer
expires)

* A ring station attaches to the ring and does not detect an active monitor (for
example, when it is the first station on the ring).

The ring station detecting one of these conditions enters Claim-Token-Transmit
mode by broadcasting a Claim Token MAC frame and repeating it at a defined



interval. Each participating ring station'® compares the address in the Claim
Token MAC frame’s source address field to its own.

e If the source address is greater than the ring station’s address, the station
enters Claim Token Repeat operating mode.

¢ If the source address is less than the ring station’s address, the station
transmits its own Claim Token MAC frames.

* |f the source address is the same as the ring station’s address, it continues
broadcasting until it has received three of its own Claim Token MAC
frames. This indicates that the ring is viable and the station has won
token-claiming.

The station then adds the token delay to the ring, purges the ring, starts its
active monitor timers, and releases a new token. It is now the new active
monitor.

2.2.210 Ring Station Insertion
This process is executed by any ring station when entering the ring. It is also
known as the five-phase insertion process:

* Phase 0: Lobe testing.

A series of Lobe Media Test MAC frames is sent on the lobe wire to the
multi-station access unit. The signal is wrapped at the entry into the
multistation access unit causing the frames to return to the station. Then
the receive logic is tested. If the tests are successful, a five volt DC voltage
(also called phantom current) is sent to open the relay and attach to the
ring.

* Phase 1: Monitor check.
The attaching station starts its Insert timer, and watches for an
Active_Monitor_Present, Standby_Monitor_Present or Ring Purge MAC
frame before this timer expires. If the timer expires, token-claiming is
initiated. When “first station on ring”, the attaching station will become the
active monitor.

* Phase 2: Duplicate Address check.

The station sends a Duplicate Address Test MAC Frame (destination
address = source address = station’s unique address). If a duplicate
address is found {A-bit = B’1’), the station detaches from the ring.

¢ Phase 3: Participation in Neighbor_Notification

The station learns its nearest active upstream neighbor (NAUN) and reports
its own address to its nearest active downstream neighbor.

¢ Phase 4; Request Initialization

A Request Initialization MAC frame is sent to the ring parameter server, if
present (if not, default values will be used). The ring parameter server
responds with a Initialize_Ring_Station MAC frame. Parameters which can

8 Every ring station contains an option that indicates whether it will participate in token claiming. However, if the
ring station detects the condition, it has to initiate the process.
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be set are physical location, soft error report timer value, ring number and
ring authorization level. In this way the last three parameters may be set to
the same values for all stations on the ring.

2.2.2.11 Hard-Error Detection and Reporting

A hard error is a permanent fault that stops normal traffic on the ring. It is
usually detected first at the receive side of the ring station downstream from
the fault. A change in ring configuration is required to bypass such a fault and
to restore normal operation. Reconfiguration may be the result of automatic
recovery or, if this process fails to bypass the error, it may require manual
intervention.

When a ring station detects a hard error, it starts transmitting at a specified
time interval Beacon MAC frames until its input signal is restored or until it
removes itself from the ring. The detecting station also starts a Beacon timer.
All other stations enter Beacon_Repeat mode when they receive a Beacon MAC
frame.

A beacon frame identifies the address of the nearest active upstream neighbor
of the beaconing station as well as error type information.

When the beaconing station’s NAUN has copied a number of these beacon
frames, the NAUN will go offline and perform microcode and lobe tests. If the
tests are successful, the station reattaches to the ring immediately. If the tests
fail, the station stays offline.

When the beacon timer expires in the detecting (beaconing) station, and normal
traffic has not been restored, the station assumes that its NAUN went offline,
found no errors and came back online. It will now go through the same process
as its NAUN. If the tests fail, the beaconing station remains detached. If
successful, the station reattaches immediately. In the latter case, normal traffic
may not have been restored during automatic recovery. Network management
will be informed (ref. “iIBM LAN Manager” on page 268) and manual
intervention will be required. While reporting a permanent hard error, a set of
adapter addresses is provided to identify the faulty part of the ring as a small
fault domain.

2.2.2.12 Soft-Error Detection and Reporting
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Intermittent faults that temporarily disrupt normal operation of the ring are
called soft errors. They are usually tolerated by error recovery procedures but
they may impair normal ring operation if excessive or non-random.

The most critical soft errors are monitored in each ring station by means of a
set of counters. Every two seconds the values of the soft error counters are
sent as a Soft Error Report MAC frame to the Ring Error Monitor functional
address (typically residing in a bridge or LAN manager station), where the
values for each counter are accumulated. If a soft error counter exceeds a
predefined threshold, a LAN Manager will be informed through its link with the
LAN reporting mechanism. The LAN Manager may reconfigure the ring to
bypass a faulty node, if the fault can be located.

Soft errors are said to be isolating if a fault domain can be specified. If not, they
are called non-isolating soft errors.



2.2.213 Access Priority
The following discussion applies both to 4 Mbps and 16 Mbps token-ring LANs
and is an integral part of the token passing ring protocol. This access priority
architecture is not applicable to the FDDI protocol where access priority is
based upon timers rather than the contents of an access control field.

As stated earlier, access priority in a token or frame is indicated the first three
bits (PPP) of the access control field (AC). Any reservation of a priority level is
indicated in the last three bits (RRR) of the AC field by a station requiring
higher transmission priority.

A ring station wishing to transmit a frame at a given priority can use any
available token with a priority level equal to or less than the priority of the
frame to be transmitted. If such a matching token is not available, the ring
station may reserve a token of the required priority in a passing token or frame
according to the following rules:

« If the passing token or frame already contains a priority reservation higher
than the desired one, the ring station must leave the RRR bits unchanged.

* If the RRR bits have not yet been set (RRR = B’000’), or indicate a lower
priority than the desired one, the ring station will set the reservation bits to
its required priority.

Upon removal of a frame by its originating station, the reservation bits in the
header are checked. If they show a non-zero value, the station must release a
non-zero priority token. The actual priority of the new token is based on the
priority used by the ring station for the recently transmitted frame, the
reservation received upon return of the frame and any stored priority.

A ring station originating a token of higher priority enters priority-hold state,
(also called a stacking station in the IEEE 802.5 token passing ring standards).

Figure 14 on page 38 lists the priority definitions as provided by the IBM
Token-Ring Network architecture.

This protocol option however, impacts the priority handling mechanism, since a
new token may be transmitted by the originating station before it is able to
verify the access control field in its returned frame.

If the frame header was already received, the token will be issued according to
the priority and reservation requested for in the AC field of the frame and the
resulting priority levels stored in the station.

If the frame header has not yet been completely received by the originating

station, the token will be released with the same priority and reserved priority
as the transmitted frame.
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B'000' | Normal User Priority
MAC frames that need no token
Response type MAC frames

B'001' | Normal User Priority

B'010* | Normal User Priority

B'011' | Normal User Priority
MAC Frames that need token

B'100' | Bridge

B'101' | reserved for IBM

B'110' | reserved for IBM

B'111' | Specialized Station Management

Figure 14. Token Passing Ring Protocol - Priority Allocation Table

To prevent a high-priority station from monopolizing the LAN medium and to
make sure the priority eventually can come down again, the protocol provides
fairness within each priority level. Figure 15 on page 39 shows how fairness
within a priority is maintained.

2.2.214 Additional Token Passing Ring Considerations.
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Using an average frame size of 1000 bits to simulate the performance of a 4
Mbps Token passing ring LAN with 100 active LAN devices results in a
maximum throughput of about 3.6 Mbps. The token passing ring protocol
appears to be particularly stable and even most efficient under high load
conditions.

The impact of increased transmission speeds, increased numbers of attached
stations, or increased transmission distances on a token passing LAN is
significantly less than similar changes on a CSMA/CD LAN. Because each
station regenerates the signal, increased distances are easier to support, while
transmission speed is primarily limited by the choice of media. The use of
bridges to provide additional device capacity and / or distance is an attractive
growth option because the absence of collisions simplifies the processing
requirements of bridges and maintains the deterministic characteristics of the
protocols.

In a token passing ring, fairness in the access protocol and high priority
utilization by the bridge helps avoid frame loss. Even when a frame is rejected
due to bridge congestion, successful recovery is simplified by the protocol.
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7) Station D removes its frame upon return and 8) Station A originates a token at priority
generates a token at the priority just used Tevel 1 (as reserved) with P,R = 1,0
(P,R = 3,1). Station A is still in Priority- and stays in Priority-Hold state to take
Hold state awaiting a token of the priority the priority ultimately down to level 0.

awaiting a token of the priority

Figure 15. Token-Passing Ring protocol - Access Priority, No Early Token-Release
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2.2.3 Basic Token Passing Bus Concepts
The token passing bus medium access protocol is differentiated from the token
passing ring protocol mainly by topology requirements and by a timer-based
token management approach.

In a bus topology there is no physical sequence between stations. To be able to
pass the token from one station to its successor station in a logical ring fashion,
specific medium access function must be provided to initiate and maintain the
logical ring sequence allowing non-disruptive station insertion or removal.

Instead of relying on a token monitor function as in the token-passing ring
access protocol, token management is distributed among all stations involved
in token passing based on specific timer values and a continuous measurement
of the traffic load on the bus.

Some stations which do not require the ability to transmit frames are said to be
non-token holding stations. They can only receive frames and are bypassed by
the access protocol at token passing time. These stations are only allowed to
respond to requests for acknowledgement.

As in any token passing protocol, a station is only allowed to transmit data
while it holds the token. Possession of a token can therefore be described as
the right to transmit.

In a token passing bus, the appearance of a logical sequence between stations
is provided by a concept of predecessor and successor stations. Each station
on the medium capable of participating in token holding establishes the identity
of its logical predecessor and logical successor station (independent of
physical arrangement on the medium) on the basis of the descending numerical
order of MAC addresses of each station. Thus the logical sequence of the
stations in Figure 16 on page 40 would be A-C-D - B.

A P=8 B P=0D
S=¢ S=A
ADDR = 99 ADDR = 11
}
ADDR = 66 ADDR = 33
c " P=A D P=2C
S=D S=8

P = Predecessor Station
Successor Station

w
1]

Figure 16. Token Bus Logical Sequence of Stations

The token is normally passed from station to its successor station using a short
token pass frame. If a station fails to pick up the token, the sending station uses
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a sequence of increasingly comprehensive recovery procedures to find a
successor station.

2.2.3.1 Frame Format
Figure 17 on page 41 shows the frame format as transmitted on a token
passing bus, including the format of a token frame. Note the absence of access
control and frame status fields as present in a token passing ring MAC frame.

* Generic MAC frame format Physical
Trailer
<+——— Physical Header ———-———>| ’ <—————-——>|

<+———— Code Violation Protection ———
<+———— FCS Protection —

Preamble | SD | FC |Destination [Source Data_Unit | FCS | ED
Address (DA) |Address (SA)

Frame Control Frame Check Sequence
FF|cceecce (4 byte CRC value)
~Starting Delimiter Ending Delimiter
VVeVV000 VWIWIL]|I|E

* Token frame format

Preamble | SD |00001000( DA |SA | FCS { ED

* Abort Delimiter
Format SD | ED

Figure 17. IEEE 802.4 MAC Frame Format

* Preamble - a number of padding bytes used in broadband transmission by
the receiver to acquire signal level and phase lock using a known pattern. It
also guarantees a minimum End Delimiter (ED) to Start Delimiter (SD) time
period to aliow processing of the frame previously received.

e SD, ED - see token passing ring frame format

e FC-FF = B’00" - MAC control frame, CCCCCC = frame type
— B’000000" = Claim Token
— B’000001"
— B’000010" = Solicit_Successor_2
— B’000011" = Who_Follows

Solicit_Successor_1

— B’000100" = Resolve_Contention
— B’001000" = Token
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— B’001100" = Set_Successor
* FC-FF = B’01" - LLC_data frame, B’10° = Station_Management frame,
B’11” = reserved.
CCCCCC = MMMPPP, PPP = LLC sublayer message priority and MMM =
MAC action:
— B’000" = Request_With_No_Response
— B’001" = Request_With_Response
— B’010° = Response
* SA, DA - 48-bit MAC address fields, see Figure 9 on page 26.

* Token frame format - a token is transmitted as a specific MAC control frame
with DA = unique MAC address of the successor station and a null
data_unit.

When a frame is received by a station, it is checked for transmission errors.
Invalid frames are not passed to the LLC sublayer. A MAC frame is invalid if
any of the following conditions occurs:

* The frame does not contain an integral number of bytes.

* The result of the cyclic redundancy check upon arrival does not match the
contents of the FCS field.

2.2.3.2 The Token Passing Bus Protocol
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The major token passing bus MAC functions cover:
* Ring initialization {Claim Token MAC frame)
» Station addition (Solicit_Successor frame)
» Station removal (Set_Successor frame)
. Récovery and management, including:
— Bus idle conditions
— Token passing failures
— Duplicate token
— Detection of a station with a faulty receiver
— Duplicate addresses.
When the network is first powered up, or after a catastrophic error, the logical
ring needs to be initialized. This process is triggered by the bus_idle timer

expiring in a LAN station. The detecting station sends a Claim Token MAC
control frame.

As described above, each participating station knows the éddress of its
predecessor, the station that transmitted the token to it and its successor, the
station to which the token should be sent next.

After a station has completed transmitting data frames and has completed other
logical ring maintenance functions, the station passes the token to its successor
by sending it a token MAC control frame. Any failure in reaching a successor

station triggers a staged recovery mechanism, using other MAC control frames



(set_solicitor_1 and set_solicitor_2). If the token holder does not receive a valid
token after sending the token the first time, it repeats the token pass operation.
if the successor doesn’t transmit after a second token frame, the sender
assumes that its successor has failed and sends a Who_Follows MAC control
frame containing its successor’s address in the data field. The station detecting
a match between its predecessor and the address in the Who_Follows frame
data field will respond by sending its address in a Set Successor MAC control
frame. In this way, the token holding station establishes a new successor
excluding the failing station from the logical ring.

Stations are added to the logical ring through a controlled contention process
using response windows, a specific interval of time common to all stations, and
based on numerical address comparisons. The actual procedure is referred to
as the Solicit_Successor procedure.

This procedure however raises a concern with respect to excessive delay
experienced by a station before gaining access to the LAN when many stations
attempt to insert into the logical ring and perform the solicit successor
procedure. The time a station has to wait between successive passes of the
token is called the token rotation time. To avoid an excessive TRT, every
station measures the rotation time of the token. If the time exceeds a
predefined value set by station management, the station will defer initiation of
the solicit successor procedure, and verify at the next appearance of the token
whether it is now rotating fast enough to perform the procedure.

A station can remove itself from the logical ring simply by not responding
anymore to the token passed to it. Ring station sequence recovery procedures
will adjust the successor and predecessor information in the predecessor and
successor stations respectively.

A more efficient way of leaving the logical ring is to have the exiting station
send a Set Successor MAC control frame to its predecessor, containing the
address of its successor.

2.2.3.3 Access Priority
The token passing bus protocol provides an optional 8-level priority mechanism
by which higher layer data frames, LLC sublayer or higher level protocols, are
assigned to eight different service classes according to their desired
transmission priority. Service classes range from 0 (low) to 7 (high).

At the access method level, there are four access Classes, corresponding to four
request queues to store pending priority frames. Access classes are O (lowest),
2, 4 and 6 (highest priority).

Token bus MAC maps the service class requested by the LLC sublayer into a
MAC access class (service classes 0 and 1 into access class 0, service classes
2 and 3 into access class 2, etc.).

The purpose of this priority mechanism is to allocate bandwidth to the higher
priority frames and to send lower priority frames only when there is sufficient
bandwidth left. To prevent any station from monopolizing the medium with
access class 6 frames, a station can only send class 6 frames for a maximum
time defined by station management. When this time expires a station must
release the token even if it has additional class 6 frames ready to transmit.
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Similarly, each access class is assigned a target token rotation time. For each
access class a station measures the time it takes the token to circulate the
logical ring. If the token returns to a station in less than the target token
rotation time, the station can transmit more frames of that access class until
expiration of the TTRT. If the token takes more than the TTRT for a specific
access class, no frames of this priority class can be sent at this pass of the
token. The actual algorithm consists of loading the residual value of a token
rotation timer into a token_holding timer. If an access class’s queue is empty or
if the token_holding timer expires, the station begins to serve the next lower
access class. When the lowest priority class is serviced the station performs
any required logical ring maintenance operation and releases the token for its
successor station.

2.2.4 Fiber Distributed Data Interface Concepts

An FDDI LAN is a counter-rotating ring, involving a double fiber connection
between adjacent nodes. In this way a dual fiber optic logical ring is achieved
in which stations are be connected to both the primary and the alternate paths
(Class A stations). FDDI also defines a class of stations (Class B) which are
connected only to the Primary Path.

This is unlike a token passing ring in which the ring stations are physically
connected to the Primary Path only and use of the alternate path is caused by
wrapping the signal at a wiring concentrator or repeater to recover from errors.
Refer to “Basic Token Passing Ring Concepts” on page 22.

An FDDI Ring may be represented as in Figure 18.

RS1 ___::__I
- - _ RS1

> > — Primary —

I
RS2 RS4 RS2 RS4
——— Alternate —
- RS3 - , I - RS3
Normal Operation : Automatic Reconfiguration
Counter—Rotating Ring after cable failure

Figure 18. FDDI Physical Installation
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2.2.41 The Fiber Distributed Data Interface Access Protocol
The access protocol maintained on a FDDI LAN is called the FDDI timed token
access protocol. This token passing protocol contains features of both the
token passing ring and the token passing bus standard protocols with some
adjustments to reflect the higher effective transmission speed of 100 Mbps and
requirements for real-time applications.

Medium access in FDDI is controlled by timers in each station. As in the
token-ring network with early token release, an FDDI station appends the token
to the end of its transmission. If an increasing number of stations use the
appended token to insert their own frames before releasing the token, it will
take more time for the token to get around the ring. To minimize the impact of
this delay on real-time applications, each station measures the time between
successive appearances of the token. An increasing token rotation time
indicates higher traffic load on the LAN, in which case the available bandwidth
may be restricted to higher priority traffic.

Therefore, FDDI applications are divided into two classes. Applications are said
to require synchronous service if they require access to the ring within a
specified time period. FDDI synchronous service provides both guaranteed
bandwidth and response time.

Asynchronous service applies to those applications which need to be serviced
only when the load on the ring drops below a predefined level. In FDDI,
asynchronous service is available whenever sufficient time is available. In
general, with this type of service there is no guarantee for bandwidth or
response time. One subclass of asynchronous service, called restricted
asynchronous service provides some bandwidth and response time guarantees
once asynchronous service transmission has been initiated.

Synchronous service implies that each station is allocated part of the total
bandwidth of the ring for this purpose. To be able to offer asynchronous service
on a FDDI LAN, the total bandwidth cannot be allocated to synchronous service.

The FDDI timed token access protocol establishes the rules for the length of
time that a station holds the token and therefore is authorized to transmit data,
and provides synchronous and asynchronous service operation. Medium
access in FDDI is controlled by timers and counters residing in each ring
station.

Every time a ring station receives the token, it may transmit synchronous data
for a time allocated to synchronous service operation. If the token rotates
around the ring in a time less than the operational token rotation time value,
determined during the ring initialization process, there is bandwidth left for the
station to transmit asynchronous frames. Otherwise asynchronous traffic will be
delayed until the traffic load in the FDDI LAN drops sufficiently.

If time is left for asynchronous traffic, all the asynchronous bandwidth available
on the ring may be allocated to applications requiring restricted asynchronous
service. This type of service provides some guarantee for bandwidth and
response time once restricted service has started (that is, after any
synchronous traffic and dependent on the total amount of restricted
asynchronous traffic). Restricted asynchronous service is provided by the
concept of a restricted token which can only be captured by any station having
restricted frames to transmit.
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2.2.4.2 FDDI frame format.

<+ F(S Protection >|
<+— Header ‘l
S|F|Destination|Source Routing FIE|F
Preamble|D|C|Address Address Information] D AT A [C|D|S
(DA) (SA) (RI) S
| N
Starting Frame Check Sequence
Frame Frame Control
Sequence Frame Status

Figure 18. Fiber Distributed Data Interface - Frame Format

The frame format used in an FDDI LAN is very similar to the frame format used
in a token-ring network. The primary differences include the use of a preamble
to support fiber transmission, and the use of 4bit/5bit encoding to support
higher transmission speeds.

* The preamble is at least 64 bits long.
e Starting delimiter and frame control fields each have 8 bits

« MAC addresses are 48-bit addresses, with the same format as in the IEEE
MAC standards.

» The frame check sequence is the 32-bit result of a CRC check.
¢ There is a 4-bit ending delimiter

* The frame status field contains at least 12 bits.

2.3 LAN Interconnection

Different segments of a LAN may be interconnected to form a single logical
network.

2.3.1 Network Interconnection Techniques
Techniques for interconnection may be classified into three categories as
shown in Figure 20 on page 47.
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Internet ROUTER
3
2
1
Segment A Segment B Segment C

Figure 20. Network Interconnection Techniques (Based upon OS| Reference Model Layers 1 - 7)

The numbered boxes refer to the seven layers of the OSI Reference Model,
summarized in “LAN and Communications Standards” on page 51.

Optimal performance can be achieved by interconnecting at the lowest possible
level, starting from levels 1 and 2, and supporting the same protocol for the
network segments to be interconnected.

At a particular interconnection either two or more segments may be

interconnected.

Apart from expanding the logical network, interconnection may be considered
for such other important reasons as improving the availability or for providing
autonomous network management entities.

 Bridges link segments together at the medium access control (MAC) level,
forwarding frames on the basis of routing or broadcast information in the
frame. Applications providing the necessary routing information must use
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LLC level commands to establish the route to be used. The LAN segments
bridged together must share the same logical link control sublayer. Refer
to “Logical Link Control Sublayer” on page 70. In general, -all stations in a
bridged local area network must use the same length MAC address (either
all stations use 16-bit addresses or all stations use 48-bit addresses, see
Figure 9 on page 26). It is desirable for each specific MAC address to be
unique throughout the bridged LAN to permit unambiguous station
addressing.

Bridging may provide dynamic routing, transparent to the higher level
protocols. Above the DLC layer, bridged LAN segments_appear as one
single logical LAN. However, the LAN segments may have dissimilar
medium access protocols.

Because of the low level at which interconnection is established, bridging is
likely to be an optimal solution for connecting LAN segments.

The IBM Token-Ring Network Bridge Program is an example of a bridge
implementation which connects two ring segments at each bridge. It uses
an architecture called source routing in which the route to be followed is
carried within each frame.

Another bridge architecture, called transparent bridging, allows
interconnection of two or more ring segments within each bridge and uses
tables within the bridge to determine when and over which port to forward
frames.

* A router offers segment interconnection at the network layer. The routing
service provided by this approach however is not transparent and must be
explicitly called if access to remote network segments across the router is
required.

Various router products interconnect more than two network segments.
These segments must all share a common Network Layer protocol, such as
Internet .

« Gateway interconnection uses quite a different approach. A gateway is a
system which supports more than one architecture or network addressing
scheme to permit connectivity and interoperability between the devices in
the attached environments.

Gateway products support mapping of addresses from one network to
another, and may also provide transformation of data between the
environments to support end-to-end application connectivity. Depending
upon the amount of processing involved, and the number of environments
supported by a gateway, a gateway will usually provide less throughput
than an equivalently priced bridge or router. However, it may be the most
cost-effective way to interconnect totally different networks.

11 Internet (IP) is a non-proprietary protocol which operates at the level of the OSI Network Layer and is part of
TCP/IP. TCP/IP is a set of protocols and specifications of the US Department of Defense that originated with the
ARPANET and Defense Data Networks (DDN). It has since become a widely used set of protocols for
multi-vendor connectivity, and has been defined by the Department of Defense as the basis from which they
plan to migrate to OS! network protocols.
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2.3.2 LAN Bridges
A single logical LAN image at the logical link control level implies bridging
mechanisms designed and implemented at the MAC level. It also implies that
data can be transmitted from any station to any other station, regardiess of the
LAN segment to which each station is attached. A frame flows through a
bridged local area network from an originating station to a destination station
by following a defined route. Any information about the route a frame has to
follow is called routing information.

Today, there are two main MAC bridging architectures and protocols,
transparent bridging and source routing. Routing information may be included
in the frame when it is originated by the source station. This requires the
source station to acquire the routing information through a search process. The
related architecture and protocols are provided by source routing.

An alternate solution is to maintain the routing information in tables at the level
of the participating bridges. In this case, routing information is generated and
updated by the bridges communicating with each other according to specific
protocols. The architecture and protocols involved with this approach are
referred to as transparent bridging.

In “LAN Standards” on page 56, transparent bridging and source routing are
positioned with respect to LAN standards. Chapter “Bridging” on page 155
provides further description of bridge architectures and related protocols.

Logic for route resolution may include techniques to provide only a single route
between any two end stations, thereby minimizing redundant frame traffic.
Such a technique is referred to as a spanning tree algorithm. Both source
routing and transparent bridging include a spanning tree algorithm. Figure 70
on page 157 shows a spanning tree example using Transparent Bridging.

One route resolution technique used by source routing is called single-route
broadcast route determination (see “Source Routing” on page 158). This
technique includes a spanning tree algorithm referred to as single-route
broadcast path maintenance which is implemented in the IBM Token-Ring
Network Bridge Program V2.0, the IBM Token-Ring Network Bridge Program
V2.1 and the IBM PC Network Bridge Program (see “IBM LAN Bridges” on
page 163).

In general each individual LAN, referred to as a LAN segment, has its own
independent MAC level protocol. A bridged local area network, created by
either of the above-mentioned MAC bridge protocols, supports communication
between stations attached to separate LAN segments as if they were attached
to a single LAN. MAC bridges are said to provide a single logical LAN view.
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3. LAN Architectures and Standards

In the previous chapter, “LAN Technology™” on page 7, various technological
approaches were described for both physical LAN attachment considerations
and medium access methods. Some alternative approaches to LAN
interconnection were also introduced.

The 802 Project of the Institute of Electrical and Electronics Engineers (IEEE) has
produced a set of standards for LAN architectures, giving vendors guidance for
producing LAN products and users a choice of standardized local area
networks with a certain degree of interconnectivity. The IEEE LAN standards
align with the bottom two layers of the International Standards Organization’s
(1ISO) model for Open Systems Interconnection, referred to as the OS/ Reference
Model.

3.1 LAN and Communications Standards

The International Standards Organization (ISO) developed the seven-layer OS|
Reference Model to provide a standard reference for intercommunication
between computer systems through a network using common protocols.

The ISO Reference Model, depicted in Figure 22 on page 55, became an
international standard in 1983. Each layer addresses a well-defined section of
the total architecture. The Layers of the 0S| Reference Model are, from top to
bottom:

* Application Layer

The application layer gives the user access to all the lower OSI functions.
The purpose of this layer is to support semantic exchanges between
applications existing in “open” systems.

* Presentation Layer

The presentation layer is concerned with the representation of user or
system data. This includes necessary conversions (for example, printer
control characters) and code translation (for example, ASCII to or from
EBCDIC).

¢ Session Layer

The session layer provides mechanisms for organizing and structuring
interaction between applications and/or devices.

¢ Transport Layer

The transport layer provides transparent and reliable end-to-end data
transfer, relying on lower layer functions for handling the peculiarities of the
actual transfer medium.

¢ Network Layer

The network layer provides the means to establish connections between
networks. The standard also includes procedures for the operational
control of inter-network communications and for the routing of information
through muitiple networks.

» Data Link Layer
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The data link layer provides the functions and protocols to transfer data
between network entities and to detect (and possibly correct) errors that
may occur in the physical layer.

* Physical Layer

The physical layer is responsible for physically transmitting the data over
the communications link. It provides the mechanical, electrical, functional
and procedural standards to access the physical medium.

This layered approach was selected as a basis for the OS| Reference Model to
provide flexibility and open-ended capability through defined interfaces. The
interfaces permit some layers to be changed while leaving other layers
unchanged. In principle, as long as standard interfaces to the adjacent layers
are adhered to, an implementation can still work. For example, a system
implementation could use either HDLC or local area network protocols as the
data link layer. Similarly, a particular layer such as the presentation layer, can
be implemented as a .null layer for the time being. This means the layer is
functionally empty, providing only the mandatory interfaces between the upper
and lower layers (application and session layers respectively). The
Manufacturing Automation Protocols (MAP 2.1) “IEEE 802.4, ISO 8802-4” on
page 58) exemplify implementation with a null layer.

3.1.1 IEEE 802 and OSI
In February 1980, The Institute of Electrical and Electronic Engineers’ (IEEE)
Computer Society established “Project 802" to draft standards for local area
networks. In keeping with the OSI approach, IEEE Project 802 created a
reference model with two layers (which correspond to the data link and physical
layers of the OSI model). In the IEEE model, however, the data link layer is
further divided into two sublayers: the logical link control (LLC) sublayer, and
the medium access control (MAC) sublayer.

Details on these sublayers can be found in “LAN Standards” on page 56.

Due to the variety of technically sound approaches proposed for local area
networks, IEEE Project 802 decided to draft standards for the most probable
implementations:

* CSMA/CD (Contention Bus)
* Token passing bus
e Token passing ring.

The commonly used names for these standards are derived from the project’s
initial designation “802”. Hence, we have:

e |EEE 802.1 - Higher Level Interface Standard
« |EEE 802.2 - logical link control standard
+ |EEE 802.3 - CSMA/CD Standard
* |EEE 802.4 - Token passing bus standard
» |EEE 802.5 - Token passing ring standard.
The IEEE 802.1 Higher-Level Interface subcommittee is currently finalizing the

draft IEEE 802.1 standard, also presented to the ISO as an ISO draft proposal.
This draft includes the following subjects:
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e |EEE 802.1 Part A which describes the relationship of the IEEE 802 work to
the ISO Open Systems Interconnection Basic Reference Model.

« |EEE 802.1 Part B which specifies an architecture and protocol for the
management of [EEE 802 LANs.

« |EEE 802.1 Part C which specifies the MAC service offered by all IEEE 802
LANSs.

» |EEE 802.1 Part D which specifies an architecture and protocol for the
interconnection of |IEEE 802 LANs below the MAC service boundary.

Figure 21 on page 53 depicts the relationship between the two lower layers of

the OSI model and their associated IEEE 802.x standards.

0SI Model IEEE 802 Model
Higher IEEE 802.1
Layers Higher—Level Interface
Type 1 -
Connectionless
IEEE 802.2 Type 2 —
Logical Link Control (LLC) Conn. Oriented
Type 3 -
Data Ackn. Datagram
Link
Layer
TEEE 802.3| |IEEE 802.4| |IEEE 802.5 Media
CSMA/CD Token Bus Token—Ring Access
Medium Medium Medium Control
Access Access Access (MAC)
Token—Ring
Physical CSMA/CD Token Bus Media
Layer Media Media IBM Cablng
System

Figure 21. IEEE 802 Model Compared to the OS| Model

The International Standards Organization has. since adopted the |EEE 802

standards as part of the OS| Reference Model, and has given them the

following ISO numbers:

* |EEE 802.1 Currently an OSI| Draft Proposal, DP 8802-1
* |EEE 802.2 Currently an OSI International Standard, IS 8802-2
* |EEE 802.3 Currently an OSI International Standard, IS 8802-3
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* |EEE 802.4 Currently an OSI International Standard, IS 8802-4
* |EEE 802.5 Currently an OSI International Standard, IS 8802-5.

3.1.2 OSI and SNA Models

54
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IBM System Network Architecture (SNA) is a proprietary layered architecture
which, although defined earlier than the OS] Reference Model, is based upon a
seven-layer structure. SNA was announced as IBM’s networking architecture in
1974, and the first products implementing the SNA protocols became available
in the mid 1970’s. Since then, SNA has continued to grow and evolve. Part of
this evolution has included IBM’s support of standard communications
interfaces through continued publication and update of SNA specifications, and
through development of enhancements to SNA closely coordinated with
emerging international standards. In this way IBM developed the IBM
Token-Ring Network as an enhancement to SNA while participating actively in
the development of the IEEE 802.5 and 802.2 standards.



Figure 22 on page 55 shows a comparison of the OS| model to the SNA model.
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Figure 22. OSI Reference Model, |IEEE 802 Local Area Network Model, and SNA Model

Although there is general correspondence between the OS| and the SNA layers,
the detailed protocols and services vary. The SNA layers (from the top down)

* Transaction services

The transaction services layer provides application services to the end-user
of an SNA network. These services are also used by IBM Office
Architectures: Document Interchange Architecture (DIA) for document
distribution between office systems, and SNA Distribution Services (SNADS)
for asynchronous data distribution between distributed applications and
office systems.

The transaction services layer also provides configuration, session and
management services to control network operation.

Presentation services

The presentation services layer is concerned with the representation of
application, end-user, and system data. The services provided include
3270 data stream support and intelligent printer data stream support.

The presentation services layer also defines protocols for
program-to-program communication, and controls conversation-level
communication between transaction programs.

Data flow control

The data flow control layer provides flow control services for logical unit to
logical unit (LU-LU) sessions. It does this by assigning sequence numbers,
correlating requests and responses, enforcing session request and
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response mode protocols and coordinating session send and receive
modes. :

¢ Transmission control

The transmission control layer provides basic control of the transmission
resources in the network, verifying received sequence numbers, and
managing session level pacing. Boundary function support for peripheral
nodes is provided by transmission control, and data encryption can also be
supported by this layer’s services.

¢ Path control

The path control layer provides protocols to route message units through an
SNA network, and to interconnected SNA networks (via System Network
Interconnect - SNI).

* Data link control

The data link control layer provides protocols for transferring message units
across the physical link between two nodes, and also provides link-level
flow control and error recovery. The data link control layer supports SDLC,
System/370 data channel, X.25 and IEEE 802.2 and 802.5 protocols.

¢ Physical control

The physical control layer provides a physical interface for any transmission
medium attached to it. This layer defines the signaling characteristics
needed to establish, maintain, and terminate physical connections for
supported attachments.

3.2 LAN Standards
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The data link layer provides the protocols used to physically transmit data on a

- communications link. These protocols must be able to detect when a

transmission has been corrupted by errors and to retransmit the data.

The IEEE 802 project divided the data link layer into two sublayers, the medium
access control (MAC) layer and the logical link control (LL.C) layer. These
sublayers are discussed in the following sections.

As previously mentioned, the IEEE 802.1 subcommittee work has not yet been
completed, especially in the areas of the management and interconnection of
IEEE 802 LANs. Individual MAC standards, for example, IEEE 802.5 token
passing ring, may include MAC bridge standards in addition to the MAC
bridging architecture and protocol proposed as part of [EEE 802.1. Any MAC
bridge standard additional to 802.1 however will have mechanisms which allow
it to interoperate with the IEEE 802.1 MAC Bridging approach at the MAC
sublayer.

The basic architecture behind the token passing ring bridge protocol is source
routing, while IEEE 802.1 bridging provides a transparent bridging approach.



3.2.1 Physical Layer and MAC Sublayer

3.211

IEEE 802.3,

The medium access control (MAC) sublayer contains mechanisms to control
transmissions on the LAN so that two or more stations don’t try to transmit data
at the same time, logic to control whether a station on the LAN is in transmit,
repeat, or receive state, and addressing schemes to control the routing of data
on the LAN. It also provides some or all of the following functions:

* MAC addressing. A MAC address is the physical address of the station
(that is, device adapter) on the LAN, a pre-defined group address which is
recognized by adapters of devices belonging to the group, a broadcast
address which is recognized by all adapters on the LAN or a null address
for frames which should not be received by any station on the LAN. The
MAC address is used to identify the physical destination and source of
anything transmitted on the LAN.

* Frame copying. This is the “receipt”, that is, copying of a frame into the
buffers of an attached adapter which recognizes its own address in the
destination address field of a frame.

* Frame type recognition. This is the identification of the type (for example,
system or user) and format of a frame of data.

* Frame control. This function ensures that frames can be processed
accurately by providing frame check sequence numbers and starting or
ending frame delimiters.

* Priority management. This function allows preferential access to the
medium while maintaining fairness with respect to all participating stations.

* LAN management. A collection of protocols has been defined to support
monitoring of a LAN and the ability to handle error conditions at the access
control level.

Some access protocols do not provide priority management or frame control
functions, but rely on higher layer services to provide these functions.

ISO IS 8§802-3

The IEEE 802.3 standard describes the access method and the physical layer
specifications for a contention bus LAN. The standard specifies a 1-persistent
carrier sense multiple access with collision detection (CSMA/CD) access
protocol, using baseband transmission on a single channel pair at 10Mbps.
Binary data is transmitted as signal elements on a common shielded 50 Ohm
coax cable using the Manchester code scheme. Baseband bus is the most
popular |EEE 802.3 topology, although a star-wired baseband bus and
broadband tree are also part of the standard.

The maximum allowable non-repeated distance between stations is a 500-meter
segment. One or more segments may attach to a particular segment using
repeaters. However the maximum number of segments in any end-to-end path
is five, that is, a maximum of four repeaters in any path. Within any path, no
more than three segments may have stations attached to them, while the
maximum number of attachments to one segment is 100.

For the total LAN, 1024 attachments are allowed, with a total end-to-end
distance between stations not exceeding 2.5 kilometers.
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The standard also describes the transceiver unit, used to couple the Data
Terminal Equipment (DTE) to the medium. The transceiver unit components
together with the associated medium attachment taps cause signal reflections
and standing waves (second and third harmonic distortion) due to bridging
impedances whenever a transmission occurs. The unusual 50 Ohm coaxial
cable was selected to limit the capacitance caused by the taps. Because of
these reflections and standing waves, the placement of transceivers along the
cable and the lengths of the cables themselves must be controlied to ensure
that transmissions are not disrupted. For example, if the standing waves set up
by one station’s transmission were strong enough, they could be mistaken by
that transmitting station for another transmitting station; that is, the transmitting
station would erroneously detect a collision. Station attachment to the common
bus must be separated by muitiples of 2.5 meters to prevent reflections caused
by the taps from adding up in phase.

3.21.2 Service Primitives

3.2.1.3 Summary
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The basic service primitives used in this standard are:
* Medium access data request {(MA_DATA.request)

This primitive is generated whenever the LLC sublayer has data to be
transmitted to another station(s) on the LAN. The MAC sublayer formats it
in a MAC frame and transmits it.

* Medium access data confirm (MA_DATA.confirm)

This primitive is generated by the MAC sublayer in response to a
"MA_DATA.request” from the local LLC sublayer. A status parameter is
used to indicate the outcome of the associated MA_DATA request.

* Medium access data indicate (MA_DATA.indicate)

This primitive is sent to indicate that a valid frame arrived at the local MAC
layer. The frame was transmitted without errors and was correctly
addressed.

The CSMA/CD medium access protocol was described in “Basic CSMA/CD
Concepts” on page 16. Figure 6 on page 18 shows the eight-field structure of
the 802.3 standard MAC frame.

The IEEE 802.3 standard is a contention-based protocol. For low traffic volumes
and relatively short messages, an IEEE 802.3 LAN can provide the best
response time. However, because of the instability introduced by collision
recovery during periods of high utilization, response times and performance
cannot be predicted reliably. At the MAC level, the IEEE 802.3 protocol cannot
guarantee access to the medium. These performance considerations make
IEEE 802.3 protocol LANs iess desirable than other protocols for backbone
LANSs.

All stations have equal rights to transmit on an idle bus. In low-traffic
situations, this minimizes the need to handle priority requests. However, with

" heavier traffic, the lack of priority support within the protocol may be a problem

for some applications.

Special considerations may be required for applications or data with security
requirements, because IEEE 802.3 stations broadcast their frames



simultaneously to all other LAN stations on the network which therefore can
receive and copy any transmitted data.

Network management is not defined within the |EEE 802.3 standard. It is under
consideration as part of the IEEE 802.1 sub-project (see “IEEE 802 and OSI” on
page 52).

3.21.4 IEEE 802.4, ISO 8802-4
The IEEE 802.4 standard describes the token passing bus access protocol and
its physical layer specifications. In this type of LAN, stations on the network are
physically connected to a bus, but access to the bus is controlled as if it were a
logical ring. Each station keeps track of the addresses of its logical neighbors
(that is, those which immediately precede and follow it in a logical sequence).
The physical connection sequence on the bus is independent from the order of
the logical ring.

A token is used to control access to the bus. Once a station has control of a
token, it has complete control of the bus for a defined period of time (the
token_holding time). In addition to transmitting one or more frames, the
controlling station can poll other stations and receive responses or
acknowledgements during this time period. When it wishes to relinquish control
of the bus or when the token_holding timer expires, the station passes the
token on to its successor station.

The IEEE 802.4 standard defines broadband transmission on shielded coax
cable at data rates of 1, 5 or 10 Mbps. It provides a choice of different
modulation techniques and cable types. There are three standard topologies,
each involving different modulation techniques and cable types used for the
trunk and drops. The three topologies have the following characteristics:

* Omni-directional bus at 1 Mbps, using Manchester encoding.
* Omni-directional bus at 5 or 10 Mbps.

« Directional bus with active head-end repeater at 1, 5 or 10 Mbps.

The token passing bus medium access protocol was described earlier in “Basic
Token Passing Bus Concepts” on page 40.

In summary, one or more stations on the bus must perform the following
functions:

* Ring initialization, performed when the network is first powered up and after
a catastrophic error.

» Station addition, optionally performed when a station holding the token
accepts the insertion of a new successor station (that is, a new station with
an address that is between that of the station holding the token and its
current successor station.

» Station removal, achieved by sending a new successor identification to its
predecessor, or by just disconnecting from the LAN. In the latter case,
recovery mechanisms will establish the proper new logical ring
configuration.

» Recovery and Management, including recovery from the following types of
failures:

— Bus idle (lack of activity on the bus).
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— Token passing failure (lack of valid frame transmission).
— Duplicate token {detected by the token-holding station).
— Detection of a station with a faulty receiver.

— Duplicate MAC addresses.

Figure 17 on page 41 shows the generic 802.4 standard MAC frame format as
well as the |EEE 802.4 token format which is transmitted as a special frame.

3.2.1.5 IBM and IEEE 802.4 - ISO IS 8802-4
In 1984, IBM issued a statement of direction stating IBM’s intention to
impiement the Manufacturing Automation Protocol (MAP) standard based upon
approval of the MAP Version 3 specifications. IBM also refers to MAP as the
industrial LAN, which is part of the IBM Computer-Integrated Manufacturing
{CIM) product offerings. The ultimate goal of CIM is integration of all processes
involved in a manufacturing environment. Integration is based on controlling the
information flow for which MAP as a full seven-layer communications
architecture will provide networking and applications support. The ISO 8802-4
standard provides the two lowest layers of this seven-layer architecture.

3.2.1.6 Manufacturing Automation Protocol
Work on a MAP standard started in 1980 as a task force within the General
Motors Corporation. Gradually other manufacturers, including IBM, began to
participate in the definition of the protocols and the implementation of products.

The following milestones have occurred in the development of the MAP
standard:

* MAP 1.0 was released in April 1984 as the result of the General Motors task
force.

* Based upon the participation of additional companies in the standardization
process, MAP 2.1 was issued in March 1985 as a set of interim
specifications to allow early product development and experience.

* In December 1985, MAP 2.1 was updated to correct some mistakes in the
earlier release. ‘

« MAP 2.2 was released in March 1987, with the addition of carrierband
network specifications.

* The ultimate standard, referred to as MAP 3.0, was released as a draft in
April 1987. Final release is targeted for late 1988.

Figure 23 on page 61 shows the relationship between the seven-layer 0S|
Reference Model and MAP 2.1.
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Figure 23. MAP 2.1 and the OS| Reference Model

MAP 2.1 specifications have been subject to two main criticisms:

1. When multi-channel capability is not required, the full broadband
implementation is excessively expensive and not required. Therefore some
potential users and vendors preferred a carrierband LAN implementation.

2. The processing of a full seven-layer implementation of the architecture may
require too much processing time for smaller systems in time-critical
applications. Initially, this critique was addressed by two different
approaches, MAP/Enhanced Performance Architecture (MAP/EPA) and
MiniMAP (see Figure 24 on page 62).
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Figure 24. MAP/EPA and MiniMAP

MAP Version 3 enhances MAP 2.1 by:

¢ Imbedding the MAP/EPA and MiniMAP approaches into the standard to
meet the time-dependent requirements of the process industry.

* Replacing MMFS by the Manufacturing Messaging Specifications (MMS).
¢ Including OSI presentation layer 6 support.

» Extending layer 4 class 4 service dealing with error detection and recovery.

With respect to network interconnection, the MAP approach is to provide a full,
seven-layer MAP 3.0 backbone configuration at the plant floor interconnected
with other carrierband MAP LANs and other standard LANs such as as IEEE
802.3 and IEEE 802.5. This approach addresses the objective to integrate
technical design, office and business applications, computer-aided production
management and manufacturing with the communications requirements of the
individual production cells as shown in a sample configuration in Figure 25 on
page 63. ’
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Figure 25. MAP Integrated Network Configuration

An important concern which appeared during the evolution of the Manufacturing
Automation Protocol is associated with migration from MAP 2.1 local area
networks to a MAP 3.0 environment. This may be difficult because of the nature

of the changes. Additional information is provided in “The 8232 LAN Channel

Station and Industrial LAN” on page 122.
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3.21.7 Summary
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The token passing bus access method is predominately used for industrial
LANs. It uses a logical ring on a physical bus, and has a number of
transmission techniques and data rates to choose from.

The protocol optionally provides eight priority service classes to higher level
data frames, handled at the MAC level by four access classes based upon the
current traffic load on the bus.

With respect to a full seven-layer architecture for the manufacturing
environment, application implementation is very limited because of the
immaturity of the standards, but will likely increase as the standards are
finalized.



3.2.1.8 IEEE 802.5, ISO IS 8802-5
The IEEE 802.5 standard describes the token passing ring medium access
protocol and its physical attachments.

In a token passing ring network the stations on the LAN are physicalily
connected to a wiring concentrator usually in a star-wired ring topology.
Logically, stations are connected in a pure ring topology. Each station has
driver/transmitter as well as receiver circuitry (see Figure 26).

Differential Manchester code is used to convert binary data into signal
elements, which are transmitted at 1 or 4 Mbps IEEE standard speeds. An
update to the standards to support 16 Mbps is currently in the process of review
and approval. The standard does not prescribe the type of cabling to be used.
In IBM’s Token-Ring Network implementation, shielded twisted pair cabling is

recommended.
S2 S3
R|D RiD
D Token R
S1H — S4
R D
D{R DI|R
S6 S5

D = driver/transmitter
R = Receiver
S1 to S6 are ring stations

]

Figure 26. Sample Ring Configuration

Access to the ring is controlled by a circulating token. A station with data to
transmit waits for a free token to arrive. When a token arrives, the station
changes the token into a frame, appends data to it and transmits the frame. If
the destination station is active, it will copy the frame and set the "frame
copied” and “address recognized” bits, providing MAC level acknowledgement
to the transmitting station. The sending station must strip the frame from the
ring and release a new token onto the ring.

An option in the architecture allows the sending station to release a token
immediately after transmitting the frame trailer, whether or not the frame
header information has already returned. This is called early_token release and
tends to reduce the amount of idle time in higher speed token passing rings
running at, for example, 16 Mbps.
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The token passing protocol provides an extensive set of inherent fault isolation
and error recovery function, for implementation in every attaching device. The
adapter network management functions include:

¢ Power-on and ring insertion diagnostics.

* Lobe-insertion testing and online lobe fault detection.

» Signal loss detection, beacon support for automatic test and removal.
* Active and standby monitor functions.

* Ring transmission errors detection and reporting.

* Failing components isolation for automatic or manual recovery.

The token passing ring medium access protocol was described earlier in
greater detail (see “Basic Token Passing Ring Concepts” on page 22).

In summary, the token passing ring protocol is based on the following
cornerstones:
* Active Monitor
— Ensures proper ring delay.
— Triggers Neighbor_Notification.
— Monitors token and frame transmission.
— Detects lost tokens and frames.
— Purges circulating tokens or frames from the ring.
— Performs auto-removal in case of multiple Active Monitors.
» Standby Monitor {any other ring station)
Detects failures in the active monitor and disruptions on the ring.
» Token_claiming process

By which a new active monitor is elected when the current active monitor
fails. This process may be initiated by the current active monitor or by a
standby monitor.

Figure 12 on page 28 shows the format of a 802.5 standard MAC frame as well
as the token format and the format of the abort delimiter.

The architecture describes 28 different MAC control frames, each identified by a
unique Major Vector Identifier (MVID). The main ones have been described in
“Basic Token Passing Ring Concepts” on page 22 and are referred to as:

* Active Monitor Present MAC frame.

* Ring Purge MAC frame.

» Standby Monitor Present MAC frame.
* Claim Token MAC frame.

* Lobe Media Test MAC frame.

* Duplicate Address Test MAC frame.
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3.21.9 Summary

* Request Initialization MAC frame.
* Beacon MAC frame.

» Soft Error Report MAC frame.

The token passing protocol provides for efficient use of the media under both
light and heavy traffic loads. It guarantees fair access to all participating
stations. This fairness is enhanced by an eight-level priority mechanism, based
on priority reservations made in a passing token or frame. A key benefit of the
token passing ring protocol is its ability to handle increased traffic loads or
peaks, making it an ideal protocol for larger and/or more heavily used LANs
(including backbone rings). This also makes it a good base LAN for connection
to even higher bandwidth LANs such as FDDI.
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3.2.1.10 Fiber Distributed Data Interface
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The American National Standards Institute (ANSI) standards working group
X3T9.5 has formulated a draft proposal for an international standard called
Fiber Distributed Data Interface (FDDI).

FDDI is an optical fiber-based LAN, operating at a nominal rate of 100 Mbps.
Physically an FDDI LAN consists of two rings, a primary and an alternate ring.
Signalling over both rings is independent, each operating at 100 Mbps. Optical
pulses are transmitted in opposite directions, as was shown in Figure 18 on
page 44, providing redundancy and recoverability. A proposed extension to the
specifications would simultaneously use the capacity available in both fibers to
achieve a nominal speed of 200 Mbps. This however impacts automatic
recovery on the alternate path as supported on the 100 Mbps FDDI LAN.

In fact, light pulses are transmitted over each fiber at a nominal rate of 125
Mbps. This is because FDDI does not use the binary encoding transmitted
bit-by-bit as in Manchester or Differential Manchester Code schemes, but four
bits at a time plus one error detection bit to form a transmission unit, called a
symbol, of five bits. This is referred to as 4B/5B encoding.

A LAN station may be attached to both primary and alternate rings, in which
case it is called a Class A station. If however it is only attached to the primary
ring, it is called a Class B station. Stations attach to an FDDI LAN via hubs or
wiring concentrators which are connected to both primary and alternate rings
{Class A). In this way these ring wiring concentrators support star-wired rings
or branched-tree topologies.

Although a separate MAC protocol, FDDI supports the IEEE 802.2 logical link
control interface supported by the various IEEE 802 MAC standards as a means
to simplify connectivity through adherence to standards where appropriate.
This should considerably simplify bridging between an FDDI LAN and other
LANs supporting the same IEEE 802.2 LLC standard.

The FDDI medium access control protocol was introduced in “Fiber Distributed
Data Interface Concepts” on page 44. In the FDDI specifications, the Physical
Layer has been split up into two protocols:

* Physical sublayer - PHY and
» Physical Media Dependent sublayer - PMD.

The FDDI MAC, PHY and PMD sublayers interface with a Station Management
protocol, as shown in Figure 27 on page 69. Station management relies on
identification of both the nearest active upstream neighbor (NAUN) and the
nearest active downstream neighbor (NADN).

The FDDI MAC frame format in Figure 19 on page 46 suggests how this
protocol has borrowed both from the token passing ring and the token passing
bus MAC protocols. As in the token passing bus MAC frame, the first field is a
preamble and there is no access control field since priority management is not
based on reservation bits but on a timed token. As in the token passing ring
MAC frame format, the FDDI format contains a frame status field following the
ending delimiter, and provides for optional routing information following the
destination and source addresses.
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Figure 27. FDDI Dual-Attachment Station

3.21.11 Summary
The Fiber Distributed Data Interface protocol is the emerging international LAN
standard for very high-speed LAN applications. In order to take full advantage
of the capacity offered by the fiber optical medium, FDDI has adopted and
optimized existing deterministic access protocol concepts. At the same time,
the protocol! includes processes to meet the requirements of time-critical
applications.

Because of the very high capacity, FDDI is likely to become a prime candidate
for backbone LAN applications. In addition FDDI has the required capacity to
cope with the fast growing bandwidth requirements for an extended period of
time, and makes new application areas such as image transmission more
feasible.
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3.2.2 Logical Link Control Sublayer

' The IEEE 802.2 standard describes the top sublayer of the data link layer. It is
common to all the MAC sublayers layers defined by the IEEE. See Figure 21 on
page 53. This means higher layer protocols are shielded from the peculiarities
of the physical medium as well as from the specific medium access protocol
being used. Obviously, limitations such as throughput characteristics and
number of attachments, inherent in each of the lower level standard protocols,
apply equally to higher layer protocols.

Local area networks {as well as wide area networks) need the function of a DLC
layer to optimize the capacity, accuracy, and availability of the physical
medium.

The function of a network layer, to route data through the network and set up a
connection between two end points, is aiso needed in a LAN. Basic LAN
routing, error control, and flow control is defined as part of the LLC sublayer
while the network layer may be a null layer.

In summary, logical link control provides a consistent view of a LAN to the
upper layers regardless of the media and protocols being used and may
support all required end-to-end connectivity services.

The interface to the upper layers is provided through LLC service access points
(LSAP), just as service access points are the architected interfaces between
any two adjacent layers in the OSI Reference Model Figure 22 on page 55. A
station can have more than one SAP associated with it for a specific layer, just
as a station may have more than one session active via one SAP. Any link level
connection of one station to another is known as a link, while at each end of a
link, associated control support is referred to as a link station. In the remainder
of this section, a LLC service access point will be referred to as a SAP.

For example, a LAN station may have a 802.2 LLC level session through SAP
X’04” with SAP X'08" in a Token-Ring attached 3174-01L, and concurrently be in
session with a file server in another LAN station through SAP X’FO’. Logical
link control provides the capability to manage these independent sessions.

Station A Station B Station C
X Yy

Vo

a1] b1 b2l b3 c1 ] c2]
(-0 -0 )

—( )1 () —( )= )—
LLC . . A A LLC
MAC . . MAC
=== Phys . . ==== . ======= Phys . |====
Medium

Figure 28. SAPs and LLC Connections
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In Figure 28, application x is using SAP to communicate with a resource in
station A. Assume that this resource is a printer. A connection is set up
between SAP [} and EJ}. Once this connection is established, output can be
sent to the printer. At the same time, application y, using SAP m can have
a connection with a resource in station C using SAP [3]. The use of service
access points allows the applications and upper layer protocols to concurrently
access the adapter(s) and media of the LAN.

Another way to describe an LLC SAP is to define it as an architected code point
between DLC and the upper layers identifying an application to the LLC
sublayer. The IEEE standard defines a number of SAP addresses, while the
IBM Token-Ring Network Architecture uses a number of user-reserved SAP
addresses to interface with IBM proprietary protocols. A list of architected SAP
addresses is provided in Figure 29 on page 72. The standard format of
destination and source SAP addresses within a logical link control protocol data
unit (LPDU) is described in “LLC Protocol Data Unit” on page 75.
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SAP 1/G] HEX Definition Description Origin
0000000 © | X'00' | Null SAP Connectionless Service | IEEE
related to MAC SAP '
0000001 @ [ X'02' | LLC Sublayer | IEEE standardized IEEE
Management Network Management
bbbb081 0 | X'x2' | Network Mgt 1EEE standardized IEEE
Function Network Management
0000601 1 | X'03' | LLC Sublayer | IEEE standardized IEEE
Group SAP Network Management
0000011 @ | X'66"' | D.0.D.. reserved for D.0.D. 1EEE
Internet Internet protocol
bbbb011 © | X'x6' | National Stds| reserved for National IEEE
Bodies Standards Bodies
1111111 0 | X'FE? IS0 Network reserved for use by TEEE
Layer SAP the ISO Network Layer
1111111 1 | X'FF' | Global SAP addresses all active IEEE
Destination SAPs
bbbb can be anything except B'0000' (x = X'1' — X'F')
0060010 6 | X'04' | SNA Path default workst. user 1BM
Control SAP (also X'@8', X'0C')
0000010 1 | X'05' | Path Control | addresses all IBM
Group SAP SNA SAP's
1600000 0 | X'80' | reserved SAP | for non-standard, non— { user
1001110 0 |} X'9C' addr range architected protocols
1111600 @ | X'FO' | NETBIOS SAP NETBIOS emulation 1BM
1111010 0 | X'F4' | LAN Mgmt LAN Mgmt. functions IBM
Indiv. SAP at LLC level
1111010 1 | X'F5' | LAN Mgmt LAN Mgmt. functions 1BM
Group SAP at LLC level
1111100 0 | X'F8' | IMPL default for initial 1BM
micro—program 1oad
1111110 @ | X'FC* | Discovery used in dynamic LAN 1BM
address discovery

Figure 29. Architected LLC Service Access Points
Figure 30 on page 73 illustrates how SAPs might be implemented in a station

to provide logical interface points for different higher-layer protocols (including
SNA path control), to acquire data link control services.
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Figure 30. LLC Service Access Points and SNA
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3.2.21 IEEE 802.2, ISO 8802-2
To satisfy the broad range of potential applications, |IEEE 802.2 logical link
control defines different types of operation. These types of operation, each
representing a number of link-level services, are combined in several service
classes.

* Type 1, Connectionless Operation

The Connectionless services are also referred to as user datagram mode of
operation. In this mode, there is no Data Link Connection establishment
between the SAPs of the end stations before actual information frame
transmission starts. At the LLC level there is no guaranteed delivery of
frames to the destination station. There is no correlation between frames in
a particular data transmission, and the sender does not expect an LLC-level
acknowledgement. In this mode of operation, higher layer services must
provide recovery and frame sequencing.

* Type 2, Connection-Oriented Operation

Prior to data exchange, a data link connection must be established, for
which a LLC Type 2 control block has been defined. These control blocks
together with the associated delivery and error recovery services are called
link stations.

The line protocol which is maintained on an established link between end
stations is HDLC Asynchronous Balanced Mode Extended. In this way
reliable end-to-end service for high traffic rates is provided.

Essentially, the LLC Type 2 services may be summarized as:
— Sequence numbering of data frames at the data link layer.
— Error detection and basic recovery.

'~ Flow control.

This also includes an LLC-level acknowledgement, for which a window size
of up to 127 outstanding frames may be sent before expecting
acknowledgement from the destination station,

¢ Type 3, Acknowledged Connectionless Operation

This third mode of operation has been proposed as an enhancement to the
international standard.

In this mode, there is no connection establishment prior to data exchange,
as in datagram operation. But link-level acknowledgement, consistent with
the window size in use, is expected by the sending station.

Type 3 operation seems particularly appropriate for LANs which experience
traffic patterns with unpredictable bursts in message rates, such as a LAN
with file servers or backbone traffic.

Currently two classes of LLC operation are defined within the IEEE 802.2
Standard based upon the above Type 1, Type 2, and Type 3 services:

* Class | - data link connectionless services only

* Class Il - data link connection oriented and connectionless services
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3.2.2.2 LLC Protocol Data Unit

Figure 31 on page 75 shows the format of a logical link control protocol data
unit (LPDU) and the code bits for identifying each of the LLC services for both
connectionless and connection-oriented modes of operation.

|+—— LLC protocol data unit —|

MAC Header | RI [DSAP|SSAP| CF | Information Field | MAC Trailer
Routing ——J l—- 0, 1, or more bytes
Information Control Field, 1 or 2 bytes
{optional) bit 0 70 7

T 1 T
Destination SAP [-Format ?(?) 0 N(R) P/F
Lt
D|D|D|D{D|D|U|I/G : |
S-Format |6|0|0|0fF|F|0]1 N(R) P/F
0123456 7 [
SIS|S|S|S[S|U|C/R U-Format [M{M|M|P/FIM{M|1]1
Source SAP bit O 7

Connection—Oriented services

Supervisory Function bits [0 O{RR |Receive Ready (cmd/resp)
(S — Format) O 1|{RNR|Receive Not Ready (cmd/resp)
1 0)|REJ|REJect (cmd/resp)
Modifier Function bits |00 0 1 1{DM Disconnect Mode resp
(U - Format) ©106 0 0[DISC [DISConnect cmd
011 ©6O0jUA Unnumbered Ackn resp
® 11 1 1|SABME[Set Asynch Balanced Mode
Extended cmd
100 © 1|/FRMR |FRaMe Reject resp
(5 byte I-field)
101 11|XID jeXchange IDentification
cmd/resp (3 byte I-f)
111 ©0|TEST |TEST cmd/resp
(optional I-field)
Connectionless Services
Modifier Function bits |0 6 6 0 0 O|UI Unnumbered Inform. cmd
(U - Format) 101 11{XID |eXchange IDentification
cmd/resp (3 byte I-f)
111 0 OTEST |TEST cmd/resp
' (optional I-field)

Figure 31.

IEEE 802.2 LLC Protocol Data Unit Format
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Each LPDU consists of a destination and source SAP address field, a control
field and an information field of zero or more bytes. The following table lists
the abbreviations used in this figure:

e D = Destination SAP bits.

e S = Source SAP bits.

* U = User-defined address bit (B’1” if IEEE defined).
* I/G = Individual (B’0’) or group (B’1") SAP address.
¢ C/R = Command (B’0’) or response {(B’1") LPDU.

Il

e N(S) = Transmitter send sequence number.
* N(R) = Transmitter receive sequence number.

* P/F = Poll/final bit.

F = Supervisory function bit.
M = Madifier function bit.

DSAP Field: The destination service access point (DSAP) address field
identifies one or more service access points for which the information is
intended.

This eight-bit field contains one bit to identify whether the address is an
individual or a group address, and seven address bits. Two group addresses
have specific IEEE standard definitions:

* Global address.

If the DSAP field contains B’11111111’, it is a global address (the frame is
addressed to all SAPs).

* Null address.

If the DSAP field contains B’00000000’, it is a null SAP address, applicable
only to connectionless operation. It supports response to a TEST or XID
command in those situations where no SAP has yet been activated in the
remote node.

SSAP Field: The source service access point (SSAP) address field identifies
the service access point which sent the frame.

This eight-bit field contains a bit to identify whether the frame is a command or
a response, and seven address bits. The command/response bit is not
considered as part of the source SAP address in a received frame.

The low-order bit in the seven address bits of both DSAP and SSAP indicate an
IEEE defined SAP address when set to B'1".

Control Field: The control field is a one- or two-byte field used to designate
command and response functions. It contains sequence numbers when
required. The control field is very similar to the HDLC control field. Its contents
for different LLC services are outlined in Figure 31 on page 75.



Information Field: The information field contains zero or more bytes of
information, depending on the particular LLC service contained in the control

field.

A LLC PDU is invalid under the following conditions:

It is identified by the physical layer or MAC sublayer as being invalid.
The frame is not an integral number of bytes in length.
It does not contain properly formatted address fields.

The frame contains mandatory fields that are out of order.

The frame length is less than three bytes for a one-byte control field, or less

than four bytes for a two-byte control field.

Invalid protocol data units are ignored.

3. Standards
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3.3 LAN Standards Summary

IBM participates in several standards organizations to promote the adoption of
functional, efficient communications. IBM has provided many submissions in
the area of LAN standardization, and has taken steps to ensure that IBM LAN
products support or closely follow these standards. IBM is also a participant in
the Manufacturing Automation Protocol (MAP) project.

Of the IEEE standards described in this chapter, IEEE 802.1 is still in draft status.
Network management is one of the key elements being evaluated for inclusion
in this layer. Consequently the 802.1 layer is depicted as an “L” shape in
Figure 21 on page 53. The other very important issue drafted within the 802.1
subcommittee is LAN interconnection. IBM bridge products will interoperate
with the Transparent Bridging protocol as defined by the IEEE 802.1 standard.

IBM has developed a variety of CSMA/CD products aligned with the IEEE 802.3
standard and conforming to IEEE 802.2 logical link control (ISO 8802-2 Draft
International Standard). While implementing CSMA/CD protocols in a
consistent manner, the IBM PC Network (Broadband) and IBM PC Network
Baseband differ from the IEEE 802.3 standard in terms of the media and
transmission speeds utilized.

The IBM Token-Ring Network fully conforms to (and enhances) the |EEE 802.5
and 802.2 standards. IBM has participated in and supported the following
enhancements to the IEEE 802.5 specifications:

* 16 Mbps as a standardized transmission speed
* Early token release as an option
* Source routing bridge protocols.
These proposals are in the process of being approved for inclusion in the

international standard.

The IBM ES/9370 "2 processor and the IBM 8232 LAN Channel Station support
both IEEE 802.3 and IEEE 802.5 LAN attachments as well as IEEE 802.2 on top of
each of those MAC interfaces. The 9370 Token-Ring Subsystem provides a 4
Mbps attachment as well as a selectable 16 or 4 Mbps attachment to the IBM
Token-Ring Network.

Similarly, the AS/400 "2 series provides |EEE 802.5 support at 4 Mbps with a
statement of direction to offer a selectable 16/4 Mbps token-ring attachment.

12 The ES/9370 and the AS/400 are trademarks of the International Business Machines
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4. Structured Wiring

Standard wiring between telephone plugs in an office area and {automated)
patch panels has been a common practice for some time. This has not
generally been true for data communications where workstations have been
connected from their particular locations to control units in other locations by
pulling dedicated coaxial or twinaxial cables. The choice of cable type for data
communications has also been rather restrictive with respect to the variety of
devices that may be attached to a particular type of cable. In an unstructured
wiring environment, every relocation or change in type of a device may require
considerable planning and installation effort due to these factors.

The emergence of intelligent workstations has led to significant changes in
application connectivity: from the traditional hierarchical host-workstation
connectivity to a mixture of hierarchical and peer-to-peer connectivity such as
that between intelligent workstations used as LAN requesters and servers.

For these reasons, a structured and consistent wiring approach to address the
cabling requirements for a large number of different devices and their
attachments has become important to many organizations.

41.1 Star-Wired Environments
The basic idea of structured wiring is to pre-wire work areas with high-quality
cables running to central locations, called Wiring Closets where every
permanent wire ends at a Distribution Panel. The overall purpose is to simplify
moves, changes and reconfigurations.

Any change in the location or characteristic of a workstation would usually
require only a different connection via jumpers at the distribution panel. More
substantial changes in the topology of the attachments would usually be
accomplished by adding components in the wiring closet to support the new
wiring or attachment requirements, or by pulling additional wire (such as fiber
cable) through the shorter and more accessible runs between the wiring
closets. Thus the use of a star-wired approach minimizes the costs of
maintenance by ensuring that the areas subject to the greatest change are the
areas that are the most accessible and least expensive to change from an
equipment and labor standpoint. The same structuring also provides simpler
problem determination and recovery procedures, since the connection points
are clustered in the wiring closets where they are more readily identified and
where backup ports can be accessed.

4.1.2 Other Wiring Environments
Other requirements, such as very small networks or the need for broadband
transmission (to support both CATV and data transmission) may lead to
different wiring approaches from the star-wired approach identified above.

IBM PC Network implementations provide cabling kits or accessories to
address either of these requirements.

The IBM PC Network (Broadband) LAN is a 2 Mbps CSMA/CD driven local area

network, offered with IBM-supplied cabling kits, referred to as short, medium
and long distance kits. The cable type used is CATV cable. The wiring is
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dedicated for use in the PC Network (Broadband) and is not used for other
devices or transmission. With custom wiring using more sophisticated
transmitters, the other CATV cable channels may be used for other purposes
such as closed-circuit TV. For more details, see “IBM PC Network
(Broadband)” on page 110.

IBM PC Network Baseband is a low-cost 2 Mbps CSMA/CD driven local area
network, using twisted pair wire to connect its LAN stations into one or more
daisy-chains. A PC Network Baseband adapter cable may be obtained to take
advantage of the IBM Cabling System in wiring this LAN. “IBM PC Network
Baseband” on page 116 provides more details on this LAN offering.

4.2 IBM Cabling System

The IBM Cabling System provides specifications for components and their use
in structured pre-wiring of buildings. The components include cables,
connectors, wall faceplates, and wiring closet distribution panels.

While IBM helped design specifications for the cabling system, manufacturing,
distribution, installation, and maintenance is done by third parties.

The IBM Cabling System provides the elements of a common wiring system
capable of supporting most existing and future IBM workstation equipment, in
addition to several host processors. Today, the IBM Cabling System
consolidates coax, twinax and telephone twisted pair wire transmission support
into a multi-purpose quality twistéd pair wire (data grade shielded twisted pair).
The wiring specifications also permit cost-effective use of fiber cables for
backbone wiring. In addition to providing bandwidth for future traffic
requirements, the use of fiber backbone cables enables an establishment to
install wiring with the potential to support possible FDDI LAN requirements.

The cabling system components are designed to support a concept of
structured wiring minimizing the impact of replacement or relocation of
equipment. It may be used to pre-wire buildings for all equipment, or to provide
additional cable runs for new equipment in existing buildings. While the
Cabling System provides specifications for several different types of cable
{some of which also support voice transmission), other types may also be
supported by the cabling system components subject to attenuation and
signalling characteristics. Figure 32 on page 81 illustrates the eight cable
types defined within the IBM Cabling System and described in IBM cable
planning reference manuals.

Using the IBM Cabling System with Communication Products (GA27-3620).
IBM Cabling System Planning and Installation Guide {GA27-3361).
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Cable [Conductor| Pairs Shielding {Outdoor | Use
Type 1 |Solid Two AWG 22| Braided or| Yes Main Paths
Copper Twisted Corrugated] (1) Work Area to
Wiring Closet
Type 2 {Solid Two AWG 22} Braided No Work Area to
Copper Twisted + Wiring Closet
Four TTP No
(AWG 22)
Type 3 [Solid Four TTP No No Work Area to
Specs |Copper (AWG 26) Wiring Closet
Type 5 |Fiber Two Fiber No Yes Main Paths
Optics 100/140 (inter Bldg)
1Type 5J|Fiber Two Fiber No Yes Main Paths
Optics 50/125 (up to 500m)
Type 6 |Stranded |Two AWG 26| Braided No Work Area and
Copper Twisted Wiring Closet
Type 8 |[Solid Two AWG 26| Braided No Work Area
Copper Parallel |(each pair) No Under carpet
Type 9 [Solid Two AWG 26( Braided No Main Paths
Copper (p1enum)

wire.

Note 1. Plain, Plenum and Outdoor versions
TTP = Telephone Twisted Pair
AWG = American Wire Gauge

* Type 2 - Same as the Type 1 cable with the
addition of four twisted pair No. 22 AWG telephone conductors.

* Type 3 - telephone twisted pair specification, No. 22 or No. 24
AWG solid copper wire.

e Type 5/5J - Two optical fiber conductors, 100/140 and
50/125 (fiber core/cladding size in microns),

* Type 1 - Shield around two twisted pair of No. 22 AWG solid copper

other sizes may also be used

(for example, 62.5/125 micron).

Type 6 - Shield around two twisted pair of No. 26 AWG solid copper
wire used for patch cables.

Type 8 - Undercarpet cable, two pair No. 26 AWG solid copper wire,
with shielding.

Type 9 - Two No. 26 AWG solid copper wire, offered as a lower cost
alternative to type 1 plenum * cable.

Figure 32. Cable Types
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There are many advantages to structured wiring systems incorporating
general-purpose cable and components:

* Minimal additional cost of adding a new terminal. The provision of cable
and wall outlets at each workplace makes it possible to “plug in” the new
equipment.

* Easier and less disruptive movement of equipment. With a wiring closet
structure, most changes are made in the wiring closet, minimizing the need
to pull or relay new cable. Where changes are required, they can usually
be confined to the more accessible wiring closets and shorter cable runs
between the wiring closets.

¢ Simpler problem determination and maintenance. The knowledge of which
cable is installed and where helps to minimize cost and time spent
associated with maintenance or problem determination.

A key element in problem determination at this level is proper documentation of
the cabling system installation, see Using the IBM Cabling System with
Communication Products. Also refer to recommendations for labelling
schemes, worksheets and charts to document the installation in the /IBM
Cabling System Planning and Installation Guide.

14 Plenum refers to space in the ceiling of a building floor which often is used to run cable ducts. In such cases,
local regulations may require the installation of plenum cable which has a teflon coating instead of regular PVC.
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The fiber cabling accessories, attachments, and planning guidelines supplied by
IBM support the most popular multimode optical fiber specifications, including
50/125 micron, 62.5/125 micron, 85/125micron, and 100/140 micron cables.
Because the FDDI LAN specifies 62.5/125 micron optical fiber, many customers
may wish to use 62.5/125 micron multimode optical fiber cable in their
token-ring network installations. Alternatively, they could use the 50/125 micron
specification for those countries where 62.5/125 micron is not commonly used
or available. 85/125 or 100/140 micron optical fiber cable are supported, but are
not recommended for new installations by customers considering use of FDDI
for future applications.
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IBM Local Area Network Solutions

IBM provides three local area network implementations:

* IBM Token-Ring Network

* IBM PC Network (Broadband)

* |IBM PC Network Baseband.
IBM has also announced the following statement of direction regarding LANs
based upon the Manufacturing Automation Protocols:

IBM will implement MAP 3.0, which includes the IEEE 802.4 LAN standard
and the |EEE 802.2 LLC Class | services, as its strategic LAN offering in the
manufacturing area.

In the interim, IBM offers products which implement MAP 2.1 specifications and
provide MAP 3.0 compatible application interfaces to minimize migration
problems.

5.1

IBM Token-Ring Network

The IBM Token-Ring Network uses baseband transmission at either 4 Mbps or
16 Mbps implementing the IEEE 802.5 standard MAC protocols and the IEEE
802.2 Class Il standard LLC protocols. At 16 Mbps, the IBM Token-Ring Network
implements the early token release option.

Devices operating at 4 Mbps and others operating at 16 Mbps cannot be
intermixed on the same LAN segment. Any attempt to insert a device into the
ring at the wrong data rate will cause the ring to fail for several seconds due to
the recovery process.

The IBM Token-Ring Network uses a star-wired logical ring topology. Devices
on the network are physically attached to passive wiring concentrators, called
multistation access units (MSAU). The multistation access unit is used as a
point to control physical access to the ring, and to provide a method to bypass
faulty or inactive devices. Use of a multistation access unit avoids the following
problems inherent in a physical ring topology:

¢ Reliability

Failure of a ring station may disrupt the ring due to the loss of signal
regeneration. Without a station bypass mechanism, the failure of a single
station could stop all ring traffic, affecting all other ring devices. A cable
fault between adjacent LAN stations in a physical ring topology can also
stop normal operation of the LAN.

* Serviceability

Changing the configuration of the network (or even adding a new LAN
station) could be disruptive if a controlled insertion process is not
implemented. :
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Using a wiring concentrator can alleviate or remove these problems. For
example, having a wiring concentrator that bypasses any inactive station
means that when a station fails or a cabling fault occurs in an attaching cable,
the ring is not disrupted. Stations can be added or removed from the ring while
it is running without affecting other users in the network.

In the IBM Token-Ring Network, this passive wiring concentrator is called the
IBM 8228 Multistation Access Unit (MSAU).

5.1.1 IBM Token-Ring Network Components

5.1.1.1 Cabling Components

86 LAN Concepts

The IBM Token-Ring Network is designed to make use of a structured wiring
system, like the IBM Cabling System mainly because of its star-wired ring
topology. Maximum flexibility may be obtained when a building is wired with
conveniently located wiring closets containing wiring patch panels and
token-ring multistation access units (8228 MSAUs). The IBM 8228 Multistation
Access Unit implements the relay center or passive wiring concentrator concept
introduced in “LAN Technology” on page 7.

The IBM Token-Ring Local Area Network can be used with all the cable types
referred to in Figure 32 on page 81 when installed in conformance with the
planning and installation specifications of the IBM Cabling System as described
in the IBM Token-Ring Network Introduction and Planning Guide. Type 1 or 2
cables should be used for lobes (the connection from the wall outlet to the
workstation). Cable types 1, 2 and 5 can be used for the links between the
multistation access units.

In an IBM Token-Ring Network operating at 4 Mbps, Type 3 telephone twisted
pair cable can be used to connect device attachment locations to multistation
access units in a wiring closet provided the Type 3 Cable Specifications for
distance and number of station attachments are met, and the cable is not
subject to electrical noise. Type 3 TTP wire cannot be mixed with data grade
media twisted pair wire within a single physical ring and cannot be used to wire
a 16 Mbps token-ring LAN segment.

Figure 33 on page 87 provides a schematic diagram of IBM Token-Ring
Network stations connected via IBM Cabling System wiring and attachments.
The first part shows the use of data grade media twisted pair; the second
illustrates installation requirements when using voice grade (telephone) twisted
pair wire.

¢ A maximum of thirty IBM 8228 Multistation Access Units is supported on a
single ring running at 4 Mbps.

¢ The maximum number of concurrently active devices on a single 4 Mbps
ring is dependent upon the type of cable used in wiring the ring, and must
include the number of repeaters used (if any) in this count:

— Type 1 or Type 2 cable - Maximum 260 stations
— Type 9 cable - Maximum 175 stations
— Type 8 cable - Maximum 130 stations
— Type 6 cable - Maximum 96 stations
— Type 3 cable - Maximum 72 stations.
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Figure 33. IBM Cabling System in the IBM Token-Ring Network

The differences in the numbers of attachments is a function of the
attenuation and signalling differences in the various cable types.
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Not more than 136 devices should be attached to a ring operating at 16
Mbps, using a maximum of 17 multistation access units.

* When telephone twisted pair wire is being used a media filter must be
installed between the station adapter card and the telephone jack in the
wall.

Two type 66 termination blocks are recommended to provide isolation
between the data and voice pairs of the telephone wire. Between a data
termination block and the distribution panel a Type 3 jumper cable is used.

The telephone twisted pair wiring option may not be available in all
countries due to PTT restrictions.

¢ For further information, refer to the following documentation:
— IBM Cabling System Planning and Installation Guide
— IBM Token-Ring Network Installation Guide
— IBM Token-Ring Network Introduction and Planning Guide
— IBM Token-Ring Network Telephone Twisted-Pair Media Guide

— IBM Token-Ring Network Telephone Twisted-Pair Media Guide,
European version.

In addition to the specifications for numbers of attachments identified above,
rules are also provided for maximum distances between stations which drive
signals, and wiring closets (that is, maximum lobe distances) and between
wiring closets.

The number of stations attached to a token-ring LAN may be increased
indefinitely by using token-ring bridges. For instance 4 Mbps ring segments may
be interconnected with 16 Mbps segments via token-ring bridges; or voice
grade (telephone) twisted pair wired Ring segments may be interconnected with
ring segments for which data grade media twisted pair wire has been used.

IBM Token-Ring Network bridges are discussed in “LAN Segments
Interconnection” on page 149.

5.1.1.2 IBM 8228 Multistation Access Unit
The IBM 8228 Multistation Access Unit supports up to eight LAN stations via
device attachment ports and the interconnection of multiple 8228 access units
via ring-in, ring-out ports. The 8228 is a passive wiring concentrator that can
bypass attached devices by reacting to the presence (or absence) of a signal
from the device attachments. Each of the eight device attachment ports
includes relay mechanism which is powered by a phantom current®™ from the
attaching adapter.

In “Basic Token Passing Ring Concepts” on page 22, a sample wiring scheme
involving four multistation access units (referred to as passive wiring
concentrators) was described together with an illustration, in Figure 7 on

page 23, of a few active or inserted devices as well as several bypassed lobes.

15 A 5 Volts DC voltage is sent by the attaching adapter over the lobe wire to power the relay. It is called a
phantom current because it is transparent to the actual AC data signal.
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The backup scenario shows how the backup path is used to recover the ring
traffic following a cable break between the ring-out position of one multistation
access unit and the ring-in position of the subsequent multistation access unit.
This recovery requires manual intervention to remove each end of the cable -
segment from the ring-in or ring-out ports, unless a pair of 8220 Optical Fiber
Converters has been installed with the capability to isolate the broken segment
{see “Cabling Components” on page 86).

5.1.1.3 Device Attachment Cards
Any device attachment hardware component, for any IBM token-ring attachable
device, is complemented by a software and/or microcode component. The
combined components implement the |EEE 802.5 and IEEE 802,2 LAN standards
and optionally, additional LAN management function. Whether all of the LLC
level code is supplied in the software component or as microcode on a
particular token-ring adapter card depends on the type of attaching device.

5.1.1.4 Repeaters and Converters
The distance travelled by a token before regeneration of the signal is limited by
the attenuation characteristics of the medium. The adapters of active
token-ring devices provide regeneration whether or not the device has data of
its own to send. In some cases the signal must be maintained over longer
stretches of cable where stations cannot be placed. In these cases a special
device called a repeater may be used to provide the regeneration.

Only copper wire without repeaters may be used in a lobe, that is the wire
between the LAN station in the office and a multistation access unit port in the
wiring closet.

When longer distances are encountered between wiring closets (inter-wiring
closet connections), active repeaters or converters may be applied. They are
used to amplify and re-synchronize the signal, thus extending the maximum
distance allowed between multistation access units in remote and wiring
closets. :

The distance by which a repeater extends the transmitted signal is measured
from the repeater to the next signal driving point. This could be another
repeater (as they can be connected in series) or a ring station.

IBM offers three repeaters/converters to provide signal regeneration over
copper or fiber cables between wiring closets.

A major consideration in locating repeaters or converters is the distance the
signal must be driven in the event cable on the main path fails or is removed,
since the backup path, which is usually considerably longer than the main path,
will then be used.

For copper wiring between wiring closets, 8218 Copper Repeaters may be
installed to provide the necessary signal regeneration. For several reasons a
fiber cable may be used between wiring closets, for which a pair of 8219 Optical
Fiber Repeaters or 8220 Optical Fiber Converters is required to convert
electrical signals to/from light pulses.

A pair of IBM 8220 Fiber Converters actively participates in the token passing

protocol, thereby supporting automatic monitoring of both paths and automatic
recovery from some types of error. The other repeater devices, the IBM 8218

5. IBM LANs 89



Copper Repeater and the IBM 8219 Fiber Repeater, are simpler components of
the physical cabling and do not implement MAC layer functions.

Repeaters and converters contribute to accumulated phase jitter's since they
amplify and regenerate the signal as any LAN station does. Therefore,
repeaters and converters must be included when considering the maximum
number of devices supported for any given cable type on a single ring.

5.1.1.5 IBM 8218 Copper Repeater
Figure 34 represents a Copper Repeater (8218). It is an active component used
to cover longer copper-wired distances between wiring closets.

o POWER ON
o DATA ERROR

RI

Figure 34. The 8218 Copper Repeater

The IBM 8218 Copper Repeater operates only at 4 Mbps. When used with Type
1 cable, the maximum distance between two Wiring Closets can be increased to
770 meters. With Type 9 cable, the maximum distance is about 500 meters.

Intermediate 8228 Multistation Access Units are allowed between pairs of 8218
Copper Repeaters. The actual placement of 8218s depends upon the result of
design guidelines, documented in IBM Token-Ring Network Introduction and
Planning Guide. This manual also contains the rules and tables required to
plan and verify a physical token-ring installation based on IBM Cabling System
components.

16 Every time a signal is amplified and regenerated, a small amount of additional phase distortion is introduced.
This accumulated effect of phase distortion is referred to as phase jitter.
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In the 8218, only the main path entering the ring in (RI) connector is amplified
and retimed. Therefore 8218s must be installed in multiple pairs (minimum four
8218s) to provide signal symmetry and recovery capability via the backup path.

A sample illustration of 8218 Copper Repeaters without intermediate 8228
Multistation Access Units, Figure 35 on page 91, shows why two pairs of 8218s
are required to maintain full backup path capability.

00ooc000000000//000000000000000

Patch Panel - // + Patch Panel

0.... veeell
\VA 53 52 AV}
8228 #1 N\ A 8228 #2
RO D . . D RI
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. . . \ .
. 8218' . . .
. m . . ﬁ —l .
. . D RI D .
. RO .

RO 1

+*\/— yellow cross—over
—/\*+ patch cable

primary path (red/green)
ssesee  backup path (orange/black)

Figure 35. 8218 Copper Repeater Installation

For convenience, the 8218 Copper Repeaters have been identified (from left to
right) as: R1, R4, R3, R2. Cross-over patch cables have been numbered S1, S2,
S3, 84 (from right to left).

The primary path leaving the multistation access unit ring-out on the left side is

normally amplified by R1. Repeater R2 is required at the other end for signal
symmetry.
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To provide proper amplification of the backup path signal by R3, a cross-over
patch cable (S1) is used to swap the ring in and ring out wire pairs entering R2
(only the primary pair (red/green) entering the 8218 Ring-In would normally be
amplified). In this way, the signal on the backup path will be amplified by
Repeater R3.

Before the signal travels back between the wiring closets, the primary and
backup signals must be restored (on the red/green and orange/black pairs
respectively) by cross-over patch cable S2.

The amplification of the backup signal by R3 requires another repeater {R4) at
the other end. At the ring In of R4 the backup signal must arrive on the
red/green pair. Therefore cross-over cable S3 is required.

Finally, after leaving R4, the backup signal is put back on the orange/black pair
by cross-over cable S4.

5.1.1.6 IBM 8219 Optical Fiber Repeater

The IBM 8218 Optical Fiber Repeater extends the effective drive distance
between wiring closets up to two kilometers using Type 5 cable (containing two
100/140 micron optical fibers). Each IBM 8219 provides a standard 4-wire data
connector for the incoming or outgoing copper cabie and two optical connectors
{marked "receive” and “transmit”) for the optical fiber connections as illustrated
in Figure 36. '
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Figure 36. 8219 Optical Fiber Repeater
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Other fiber sizes supported are 50/125, 62.5/125 and 85/125. Like the IBM 8218
Copper Repeater, the 8219 operates only at 4 Mbps.



An important advantage of installing fiber cable between wiring closets is that
the optical signal is virtually immune from outside interference. Optical media
should be considered for outdoor connections or where cabling must pass
through electrically hoisy areas.

Use of fiber may also be a consideration to simplify coexistence with and/or
migration to FDDI LANs in installations with foreseeable high bandwidth
requirements.

For more information on the use and installation of fiber optic cabling with
current IBM products, refer to IBM Token-Ring Network - Optical Fiber Cable
Options

Only the.signal carried in the primary path (the red/green wire pair in the data
connector) is transmitted via the transmit connector of one 8219 and received at
the receive connector of the other 8219. The optical signal entering the receive
connector is converted back to electrical pulses on the backup copper wire pair
(orange/black).

These considerations are illustrated in the 8219 Fiber Repeater installation in
Figure 37 on page 94.

Because they use only copper connectors, intermediate 8228 Multistation
Access Units cannot be positioned between paired 8219 Optical Fiber
Repeaters.

This diagram also shows that only one pair of 8219 Fiber Repeaters is required
to provide a connection between wiring closets with full backup capabilities.
Note that only one yellow cross-over patch cable is required compared to the
four cables required by the 8218 example described earlier.

When the primary signal enters the left 8219 on the red/green copper pair, it
will be transmitted as an optical signal on the black fiber. On the right side, the
black fiber is connected to the receive connector of the second 8219 where the
signal is converted and sent out on the orange/black copper pair. Therefore,
after leaving the right 8219, a cross-over cable is applied to put the primary
signal back on the red/green copper pair.

In backup situations, the signal will be wrapped at the two 8228 access units.
Consequently the cross-over cable will swap the backup signal to the red/green
copper wire pair as it leaves the ring-in of the right multistation access unit.
Since the backup signal enters the right 8219 on the red/green pair, it will be
transmitted as an optical signal on the orange fiber. On the left side, the orange
fiber enters the receive connector of the 8219. The optical light pulses will be
converted back to electrical signals and sent out on the orange/black copper
pair. This direction is correct for the backup signal as it enters the ring-out of
the left multistation access unit.

5.1.1.7 IBM 8220 Optical Fiber Converter
The 8220 Optical Fiber Converter operates in a token passing ring to extend the
distance between multistation access units in separate wiring closets up to two
kilometers when operating at either 16 Mbps or at 4 Mbps.

The 8220 Optical Fiber Converter, unlike the 8218 Copper Repeater or 8219
Optical Fiber Repeater, participates in the token passing ring protocols,
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Figure 37. 8219 Optical Fiber Repeater installation

enabling it to provide error detection and automatic recovery functions in some
circumstances. As this implies, each 8220 Optical Fiber Converter has a unique-
individual MAC address to support this capability.

The 8220 Fiber Optical Repeater has one token-ring media data connector to
connect the 8220 to the ring in or ring out position of an 8228 Multistation
Access Unit, two optical connectors (marked “receive” and "transmit”) as shown
in Figure 38 on page 85 to connect to the fiber cables.
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* The Insert LED is on when the 8220 is inserted.

* E1 and E2 Error LEDs indicate internal and external errors
respectively.

* The 4 Mbps/16 Mbps switch enables the 8220 to operate at the
installation-specified rate.

* The Ring-In/Ring-Out switch indicates the 8220 operating mode as
either Upstream (RI1) or Downstream (RO).

Figure 38. 8220 Optical Fiber Converter

Apart from offering two operational data rates, 4 Mbps and 16 Mbps, the 8220
Optical Fiber Converter also has two operational states, wrap state and inserted
state.

* |n "wrap” state, the 8220 is not operational. It is physically and logically
not-inserted into the ring. Due to internal wrapping, a fiber-connected pair
of 8220 Optical Fiber Converters form a “closed ring”, allowing self-test
diagnostics to execute automatically. IBM 8220 Fiber Converters can be
removed from and reinserted into a ring like other token-ring stations.

* In ”inserted” state, the 8220 is physically and logically inserted in both the
main and backup paths of the ring, transmitting additional 8220 unique
frames as well as IEEE 802.5 MAC protocol (non-early-token-release)
frames.

The 8220 Optical Fiber Converter can, by means of the RI/RO switch, be set into
either of the following operational modes: Upstream (Ring-In) or Downstream
(Ring-Out).
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A pair of IBM 8220 Optical Fiber Converters connected as shown in diagram
Figure 39 on page 96 is called a 8220 Fiber Optical Converter Subsystem. Both
converters are referred to as partners within the 8220 Subsystem protocols.

RO

RI

8228 MSAU

I <— Backup Path I [ 0 8228 MSAU

' l Primary Path — '

Upstream Downstream
Converter Converter

«+«———— 8220 Subsystem —————

Figure 39. 8220 Optical Fiber Converter Subsystem

In this diagram:
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The upstream (left) converter is connected to the ring-out position of an
8228 Multistation Access Unit. Logically, the upstream converter
participates in the ring traffic carried in the main path.

Inversely, the downstream converter is connected to the ring-in position of
the next 8228 Multistation Access Unit. Logically, the downstream converter
participates in the ring traffic carried in the backup path.

The upstream converter provides the control function within the 8220
subsystem; the downstream converter follows the control function provided

by the upstream converter.

If a loss of power or failure occurs within the scope of the 8220 subsystem,
the 8220 pair will automatically de-insert from the ring and wrap the main
ring to the backup ring at each end of the subsystem, thus maintaining the
operation of the ring. This is shown schematically in Figure 40 on page 97.
As soon as the optical fiber cable is repaired, the 8220 subsystem will
return to normal operation.

An 8220 Optical Fiber Converter can be defined as a critical resource to the
LAN Manager.

The Downstream 8220 continuously monitors the condition of the backup
ring so that a potential failure in the backup ring can be identified and
corrected by operations personnel before the ring is needed for backup
operation.
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Figure 40. 8820 Subsystem - Automatic Wrap to Backup Ring

For additional installation considerations and the use of cross-over patch
cables, refer to the 8219 installation shown in Figure 37 on page 94.

51.1.8 Summary
The IBM Cabling System offers cable types and components to implement
general purpose structured wiring for data communications. it also allows,
within specified limitations, use of existing telephone twisted pair wire for
transmission of digital data.

The structured wiring approach implemented by the IBM Cabling System very
well suits the cabling requirements of the IBM Token-Ring Network, both at 4
Mbps and 16 Mbps data rates. Unshielded telephone twisted pair wire is only
applicable to 4 Mbps token-ring cabling. Between multistation access units in
distant wiring closets, optical fiber cable may be installed.

Of the three repeaters/converters offered to extend the distance between
separate wiring closets, the 8220 Optical Fiber Converter may frequently
provide the most desirable solution. It is the only repeater/converter device
supporting both 4 Mbps and 16 Mbps data rates between wiring closels, and is
currently the only device that implements automatic recovery for cable failures
between wiring closets (since it actively participates in the IEEE 802.5 MAC
protocols).

5.1.2 IBM Token-Ring Network Devices

5.1.21 Workstations :
The original IBM Token-Ring Network Adapter, announced in 1985 and often
referred to as Token-Ring Adapter |, has now been withdrawn from marketing.

IBM Personal Computers and the IBM Personal System/2 Model 30,

subsequently referred to as Family 1 workstations, can be attached to the IBM
Token-Ring Network through the IBM Token-Ring Network Adapter Il at a data
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rate of 4 Mbps. The IBM 16/4 Token-Ring Network Adapter offers a 16 Mbps / 4
Mbps switchable token-ring attachment for the same Family 1 devices.

All other IBM Personal System/2 models, equipped with the Micro Channel bus
and subsequently referred to as Family 2 workstations, can be attached to the
IBM Token-Ring Network through the IBM Token-Ring Network Adapter/A at a
data rate of 4 Mbps or through the IBM 16/4 Token-Ring Network Adapter/A to
either a 16 Mbps or 4 Mbps token-ring LAN.

When attached to a 16 Mbps token-ring LAN using the proper Family 1 or
Family 2 adapter card, the IEEE 802.5 protocol implementation provides the
early token release option.

Enhanced token-ring adapters are available for both Family 1 and Family 2 PCs
and PS/2’s% to support the IBM Token-Ring Network Trace and Performance
Program, respectively the IBM Token-Ring Network Trace and Performance
Adapter and the IBM Token-Ring Network Trace and Performance Adapter /A
(both operating only at 4 Mbps). The IBM Token-Ring Network Trace and
Performance facilities are discussed in “IBM Token-Ring Network Trace and
Performance Facilities” on page 293.

The RT/PC provides also a 4 Mbps attachment to an |EEE 802.5 LAN. Software
support for the RT/PC is provided by AlX, a Unix-based operating system
supporting both TCP/IP and SNA as higher layer protocois in local and wide
‘area networks.

Bridge support for IBM Token-Ring {and PC/Network) LANs is provided by
PC/DOS-based software programs for both 4 and 16 Mbps ring interconnection.

BRIDGE

Figure 41. Token-Ring Interconnection via a Token-Ring Network Bridge

The hardware component of a Token-Ring Bridge is a dedicated PC or PS/2
with two appropriate token-ring adapter cards instalied. The software
component is the IBM Token-Ring Network Bridge Program Version 2.0 or 2.1,
To support high traffic rates, IBM recommends that a PC/AT or Personal

7 PC and PS/2 are registered trademarks of the International Business Machines Corporation.
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System/2 be used for bridges. Token-ring bridge products are explained in
greater detail in “IBM Token-Ring Network Bridges” on page 165.

5.1.2.2 Adapter Support Interface for Token-Ring Attached Workstations
The adapter support interface between the workstation’s processor and any
token-ring adapter card is included in the IBM LAN Support Program. More
details on the other functions of this product are provided in “IBM LAN Support
Program” on page 126. One significant function with respect to adapter
support however is to provide access to memory locations on a token-ring
adapter card from which the workstation processor can retrieve received
information or to which it must place data for transmission. These memory
locations reside in an area of the adapter card called Shared RAM.

All currently offered 4 Mbps IBM Token-Ring Network adapters have a Shared
RAM of 16 Kbytes. The 16/4 Mbps switchable adapters have a Shared RAM of
64 KB which can be divided into four 16 KB pages. All or part of these memory
pages may be used by system software. A technique called RAM Paging,
supported by the IBM LAN Support Program, permits use of the entire 16 or 64
KB shared RAM memory while requiring only 16 KB in the PC or PS/2 memory.

PS/2 Memory

64 KB Shared RAM / /
512 Bytes — reserved
15.5 Kbytes — Page 4 | <+—
/1117 /| 128 KB
16 Kbytes — Page 3 <~ |/// 16 Kbytes /17 adapter
/ /////| mapping
16 Kbytes — Page 2 -—
(8 KB — 1B)
I~ 16 Kbytes — Page 1 — <+—
(8 KB — 1A) / /

Figure 42. RAM Paging

In general, a larger shared RAM size allows larger frames to be transmitted,
(up to a maximum 4 KB frame size on a 4 Mbps token-ring adapter with 16 KB
shared RAM versus 16 KB maximum frame size on a 16/4 Mbps token-ring
adapter with 64 KB shared RAM. Use of larger frame sizes provides the
potential for improved ring utilization. Larger shared RAM memory size also
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enables support for more {up to 254) link stations (see “Logical Link Control
Sublayer” on page 70).

Figure 43 on page 100 shows the default shared RAM utilization as
implemented by the IBM LAN Support Program for a 16 KB Shared RAM size.

Ring Station A : Ring Station B
16 KB Shared RAM 16 KB Shared RAM
Work Area — 1588 bytes Work Area — 1588 bytes
SAPs n x 64 bytes SAPs n x 64 bytes
Link Stations Link Stations
m x 144 bytes m x 144 bytes
Transmit Buffers Transmit Buffers
Frame (p bytes)
Receive Buffers > Receive Buffers
———————————— — Frame (q bytes) r-----—-—--—- -~ —
unused unused
Receive Buffers Transmit Buffers
<+— r bytes — <+—— t bytes ——
L
l I Number of Transmit Buffers|Receive Buffer
Link Stations|Number Size Size
L
I I 1-32 2 2040 280
33 ~ 48 2 1048 280
ettt 49 - 64 1 1048 280
— > 64 1 600 144
L

Figure 43. Shared RAM Utilization

" The maximum frame length is determined as the smallest of either the

transmission buffer size or half the number of receive buffers times the receive
buffer size. The number of receive buffers is a function of the number of SAPs

and the number of link stations. A realistic maximum number of link stations is
64 for a token-ring adapter with 16KB RAM.

Larger frame sizes can be obtained by reducing the number of required SAPs
and link stations. Default parameters supplied by the IBM LAN Support
Program should be evaluated with respect to the LAN applications used by the
workstation to ensure that neither too few or too many link stations, SAPs,
sessions, and outstanding commands are defined.



Receive Buffers are chained to accommodate at least twice the transmit frame
size. This prevents overrun for incoming frames received faster than can be
handled by the receiving adapter and processor.

Currently IBM Token-Ring Network adapters can be equipped with a Remote
Initial Program Load (RIPL) feature, consisting of a pluggable EPROM. This
feature allows a token-ring attached device to obtain a bootstrap program from
a remote LAN RIPL server at power-on time, rather than supplying its own
startup code. For additional information, see “IBM PC LAN Program V1.2” on
page 235.

5.1.2.3 3174 Token-Ring Attachment Options

Various models of the 3774 Subsystem Control Units connect to the IBM
Token-Ring Network at 4 Mbps via a generic token-ring Interface card called the
Type 3 - 4 Mbps Communication Adapter. The same models can also be
equipped with the Type 3A Dual Speed (16/4) Communication Adapter, and
customized for operation at either 16 Mbps or 4 Mbps.

These adapters are announced for IBM 3174 Models 01L (/ocal gateway), 01R,
02R, 51R and 52R {(remote gateways) as well as for Models 03R and 53R (DSPU,
PU connected downstream from the LAN gateway).

The 3174 gateways can be IMLed alternatively as DSPUs. This feature is called
alternate host attachment to enable an installation to plan for backup host
gateway connections. Connectivity considerations are described in “Host
Gateways” on page 191.

Microcode support is provided for both adapters by Configuration Support A for
the base function and by Configuration Support S for the gateway function. The
support also includes the ring error monitor server function, which implements
a subset of the ring problem determination support for LAN management
operations.

Dependent upon conﬁguration, token-ring information frames up to 4105 Bytes

for receive frames and up to 2057 or 4105 Bytes for receive frames are
supported as shown in Figure 44 on page 102.
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Function Supported Feature # I-frame size Config.
Models Transmit Receive Support
(up to)
Gateways o1L, 3026 4105 4105 S Rel 5
01R, O2R
51R, 52R
Type 3A O3R, 53R 3030 2057 4165 A Rel 5
Adapters
Alternate o1L 3044 2057 4105 A Rel 5
Host Att 01R, G2R
51R, 52R

- Figure 44. 3174 Configuration and Supported Frame Sizes

At 16 Mbps, early token release is supported to optimize ring utilization.

For gateway 3174’s (Models 1L, 1R and 2R), the Token-Ring Network 3270
gateway optional feature (#3025) includes the "Type 3 - 4 Mbps Communication
Adapter” as well as the Token-Ring Attachment cable and the 3174
Configuration Support-S Release 5.

Similarly, the Token-Ring Network 3270 gateway optional feature (#3026)
includes the "Type 3A Dual Speed (16/4) Communication Adapter” as well as
the Token-Ring Attachment cable and the 3174 Configuration Support-S Release

5

5.1.2.4 37xx Token-Ring Subsystems
3725, 3720, and 3745 Communication Controllers also connect to the IBM
Token-Ring Network to provide S/370 host gateway support.
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3720

3725

The Token-Ring Subsystem (TRSS) of a 3720 is based on a
Token-Ring Multiplexer (TRM) and Token-Ring Interface Couplers
(TIC). The combination of TRM and TICs is called a Token-Ring
Adapter (TRA). The TRSS is only supported on 3720 Models 11
and 12; it provides one TRA located in the base board and has one
TRM and up to two TICs operating at 4 Mbps.

On a 3725, the TRSS requires a special Line Attachment Base Type
C (LAB-C). A LAB-C includes a Scanner for regular
communication lines (up to sixteen LICs) and a TRM with up to
four TICs (TRM + TICs = TRA). One TRA can be installed in the
3725 base frame, one or two TRAs may be installed in the 3726
expansion frame with a grand total of two TRAs for the entire



communications controller. As in a 3720, all 3725 TICs operate at 4
Mbps.

3745 The TRSS of a 3745 consists of up to four TRAs where each TRA is
made of a TRM and up to two TICs. This provides a maximum of
eight TICs. The TRA can be installed in Line Adapter positions 1,2
and 5,6 in the 3745 Base Frame Adapter Board.

For a 3745, either 4 Mbps TICs (TIC 1) or switchable 16/4 Mbps
TICs (TIC 2) are announced. (TIC 2 adapters will become generally
available at the end of 1989.) A mixture of TIC 1 and TIC 2
adapters may be installed in the same 3745 Communication
Controlier, for a maximum of eight TiCs.

TICs available for 372x Controllers are now referred to as TIC 1 adapters as
opposed to the TIC 2 adapters announced for the 3745. Both TIC interfaces
implement the IEEE 802.5 standard. The TIC 2 interface also supports the early
token release at 16 Mbps.

IEEE 802.2 connection-oriented services are supplied by a NCP (Network Control
Program) generation option called NCP Token-Ring Interconnection (NTRI).

In the case of a 3745, NTRI also permits definition of the LAN data rate (4 or 16
Mbps) for a TIC 2 port, and selection of early token release if 16 Mbps has been
selected.

For a TIC 2 adapter, the range of values and default values for transmitted
frame sizes (MAXTSL parameter in the BUILD macro) has been changed. The
minimum value is 265 bytes and the default value is 2012 bytes. When operating
at 4 Mbps, a MAXTSL of 4060 is allowed, while for 16 Mbps operation, MAXTSL
can be increased to a maximum of 15,964 bytes.

Each TRA operates under control of NTRI. Each physical connection to the
token-ring network appears to VTAM as a full-duplex, non-switched,
point-to-point line. Each PU of a terminal connected to NTRI appears to VTAM
as a PU on a half-duplex, switched, point-to-point line. NCP to NCP Token-Ring
communication is also supported, where each NCP appears to the other and to
VTAM as a PU Type 4 on a single leased link.

More information on 37xx - token-ring network connectivity is provided in
section “Host Gateways” on page 191.

5.1.2.5 9370 Token-Ring Subsystem

All 9370 local or wide area network integrated communications support is
supported by four different communications subsystems. One of these is the
IBM 9370 Token-Ring Subsystem, controlled by the IBM Token-Ring Network
Subsystem Controller. This subsystem supports connection of 9370 applications
over an IBM Token-Ring Network 8.

8 The |IEEE 802.3/Ethernet LAN Subsystem supports connection of 9370 applications over an IEEE 802.3 or
Ethernet local area network.
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A Token-Ring Network Subsystem Controller consists of either

the 9370 Communications Processor Card (feature #6130) and the
Token-Ring Adapter card (4 Mbps, feature #6034), or

the 9370 Communications Processor Card (feature #6130) and the 16/4
Mbps Token-Ring Adapter card (feature #6134),

and the required adapter software which is provided by the microcoded 9370
Token-Ring Subsystem Support Program.

One 9370 Communications Processor Card supports only one Token-Ring
Adapter card, however different Communication Subsystem Controllers may be
installed in a single 9370, with a maximum?*® of:

* two in the 9373 (Model 20),

* two in the 9373 (Model 30) or up to 15 with 9370 I/O Expansion Units (feature
#5030),

» four in the 9375 (Model 40, 50 & 60) or up to 15 with 9370 I/O Expansion
Units (feature #5030),

» twelve in the 9377 (Model 80 & 90) or up to 15 with 89370 I/O Expansion Units
(feature #5030).

The 9370 Token-Ring Subsystem complies with the IEEE 802.2 LLC and IEEE
802.5 MAC standards forlocal area networks.

The initial 9370 Token-Ring Adapter operates at 4 Mbps. The selectable data
rate 16/4 Mbps 9370 Token-Ring Adapter is scheduled for availability in second
quarter, 1989.

The 9370 Token-Ring Adapter hardware and microcode interface appears to
host software as three different channel address groups, each group
representing four contiguous channel addresses which together are used to
schedule and control data transmission though the adapter. This interface
allows up to three different subsystems using the same or different higher-layer
protocols (above the Data Link layer) to use the same 9370 Token-Ring
Subsystem (adapter) concurrently. The following higher layer protocols are
currently supported by the 3370 Token-Ring Subsystem:

VTAM PUS5 to PU5 (9370 to 9370 across the LAN), PUS5 to PU4 (9370 to
NCP), and PUS5 to PU2 (9370 to workstation) are supported by both
VM and VSE. VTAM to VTAM (PU5 to PU5) and VTAM to NCP (PU5
to PU4) connections have a leased-line appearance, while 9370 to
workstation connections have a switched line/device appearance.

TSAF Transparent Services Access Facility is a no-charge feature of
VM/SP. It includes support for communication between 9370
members of a TSAF collection over the token-ring. There is no
workstation support.

1 In actual configurations, the maximum number of LAN adapters depends upon the number of other attachments,
performance considerations, and the number of available siots.
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TCP/IP The VM TCP/IP Program Offering supports TCP/!P protocols for
9370-9370 communication as well as 9370-workstation
communication over the token-ring LAN. VM TCP/IP includes a
feature providing TCP/IP on PCs and PS/2’s. TCP/IP is also
supported by AIX running in the RT/PC (trademark of the
International Business Machines Corporation).

The 9370 Token-Ring Subsystem supports the Ring Error Monitor server
function, enabling management of the ring to which the 9370 is connected from
either the 9370 Service Processor or a NetView console.

5.1.2.6 AS/400

All models of the AS/400 can be equipped with an integrated IBM Token-Ring
Network adapter.?® .

AS/400 token-ring attachment hardware is dependent upon whether the
processor is a low-end or a high-end model:

Low-End AS/400 models B10 and B20 can be equipped with a maximum of
one |BM Token-Ring Network adapter, feature #6160.

High-End AS/400 models B30, B40, B50 and B60 can be equipped with one
or two IBM Token-Ring Network Subsystems, feature #6240. The
Subsystem consists of a Multi-line Communications Controller and
a Token-Ring Network adapter.

All AS/400 Token-Ring Network adapters operate at a nominal data rate of 4
Mbps. There is however, a statement of direction, indicating IBM’s intent to
supply a switchable 16 /4 Mbps Token-Ring attachment for the AS/400.

The base operating system, 0S/400 (trademark of the International Business
Machines Corporation) contains the adapter support interface.

AS/400 Token-Ring support implements both the IEEE 802.5 and IEEE 802.2
standards. The support provides for a maximum of 256 concurrently active
Logical Link Stations per line, that is per adapter.

Above the DLC layer, only SNA sessions are supported (PU Types 4, 5 and 2.0
and Node Type 2.1). This implies that only LLC service access points (LSAPs) in
the range X'04’ to X"9C’ and mulitiples of X’04’ are accepted, as these SAPs are
reserved to interface between the LLC sublayer and SNA path control (ref.
“Logical Link Control Sublayer” on page 70).

In the line description of a Token-Ring attachment, up to 16 different source
SAPs may be specified for this token-ring connection, as well as the number of
link stations to support. The same line description allows the user to specify a
maximum size SNA path information unit that can be transmitted or received.

20 They do not require a PC/AT to act as a gateway to the Token-Ring LAN as did the predecessor S/36 (trademark
of the International Business Machines Corporation). One S/36 model, the 5363, may also be equipped with an
integrated token-ring adapter. ‘
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The value ié from a minimum of 265 bytes to a maximum of 1994 bytes, (the
default value), affects the size frame handled by the adapter.

The AS/400 Token-Ring attachment implements the Ring Error Monitor server
function to permit management of the ring to which the system is attached. A
line description parameter permits specification of the amount of filtering
desired on error frames to permit exception error handling. In addition, the
token-ring support contains a Token-Ring Network manager supporting a
passive LAN management function. Token-ring error messages are sent to the
system console and can be forwarded as alerts to a central NetView network
management location More network management information is provided in
“LAN Management and Recovery” on page 253. ‘

5.1.2.7 Series/1 Token-Ring attachment
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All models of the IBM Series/1 4956 can be attached to a 16/4 Mbps IBM
Token-Ring Network through the IBM Series/1 Token-Ring Attachment Card
{feature code 2200) and Cable (feature code 2201).

As depicted in Figure 45 on page 107, this attachment card contains a
micro-processor executing the |EEE 802.5 MAC and IEEE 802.2 LLC protocols,
both residing in resident microcode.

A second microprocessor, acts as an intelligent interface between the
Token-Ring and the Series/1 Bus. It executes the EDX Token-Ring Interface
Program (5718-EAC) to provide the required interface between the token-ring
attachment hardware and the Series/1 system software (EDX = Event Driven
Executive).



'Token—Ring Attachment Card r———

802.5 MAC
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802.2 LLC

microprocessor 2
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EDX Version 6.1

S/1 Outboard Processing
Tools

Token—ring cable

MSAU

RI oo o000 0 0 R0

IBM Series/1 4956

4 Mbps IBM Token-Ring

Figure 45. Series/1 Token-Ring Attachment
The EDX Token-Ring Interface Program (5719-EAC) requires the following
prerequisite software:

e Event Driven Executive Version 6.1 (EDX V6.1)

¢ Series/1 Outboard Processing Tools
Each Series/1 Token-Ring Attachment card requires one slot in the Series/1
system unit or in the I/O expansion unit. The number of Token-Ring Attachment

cards supported in a single Series/1 system may be limited by power supply
limitations.

Additional information is published in IBM Series/1 Token-Ring Attachment Card
Feature Description Manual, which is shipped with the product but may also be
ordered separately.

5.1.2.8 8232 LAN Channel station

¥

The IBM 8232 LAN Channel Station allows IBM Token-Ring Network stations to
communicate with non-SNA hosts via a System/370 sub-channel.
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Two models of the 8232 LAN Channel Station are offered,.both controlled by the
same 8232 LAN Channel Support Program:

8232-001 This model contains one IBM 7532/266 Industrial PC/AT supporting
up to two LAN adapters and one System/370 channel adapter.

8232-002 This model contains two IBM 7532/266 Industrial PC/ATs
supporting up to four LAN adapters, as well as two System/370
channel adapters which can be attached to the same or different
host systems.

The 8232 LAN Channel Station attaches to the block multipiexer channel of the
IBM 4361, 4381, 308x, 3090 ES/3090 and 9370%" mainframes.

To support the IBM Token-Ring Network environment, the 8232 may be
equipped with one or more IBM Token-Ring Network Adapter Il cards (up to
four on Model 002).

The workstations on the Token-Ring LAN may be equipped with any IBM
Token-Ring Network adapter, operating at 4 Mbps.

Two different non-SNA environments are supported for token-ring LAN stations:

» Transmission Control Protocol/Internet Protocol To support TCP/IP, the 8232
LAN Channel Station requires IBM PC/DOS 3.3 or higher, the IBM LAN
Support Program (to support any IBM LAN adapter installed in the 8232)
and the IBM 8232 LAN Channel Support Program as described in Figure 46.
This table also summarizes the software requirements for workstations and
IBM hosts:

21 4361, 4381, 3081, 3084 3090 ES/3090, and 9370 are trademarks of the International Business Machines

Corporation.
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8232 : IBM 8232 LAN Channel Support Program (5601-232)

IBM non—-SNA Host LAN Station

IBM TCP/IP for VM (5798-FAL)
or IBM TCP/IP for PS/2 (5871-AAA)
IBM TCP/IP for MVS (5685-061)
AIX PS/2 TCP/IP (5713-AEW)
‘AIX PS/2 Workstation Host Interface
Program (5713-AER) |
IBM AIX access for DOS users
IBM AIX/370 (5713-AFL) (P/N 11F8252 + 5871-AAA)
includes TCP/IP protocol IBM X Windows Access for DOS users
(P/N 11F8253 + 5871-AAA)

AIX RT/PC, includes TCP/IP protocol
(5501-061)

Figure 46. 8232 - Software Requirements for TCP/IP Support

« IBM VM Pass-Through Network

IBM VM/Pass-Through PVME, supporting non-SNA program-to-program
communication between intelligent workstations and a VM Host system, is
available to 4 Mbps IBM Token-Ring Network stations through the 8232 LAN
Channel Station. in this way large VM servers can be made accessible to
LAN stations. ' '

Again, the 8232 LAN Channel Station requires IBM PC/DOS 3.3 or higher
and IBM LAN Support Program (as for any other IBM LAN adapter installed
in the 8232). In addition, the 8232, LAN stations and VM non-SNA hosts
need the software listed in Figure 47.

8232 : IBM VM/Pass—Through PC Connect Facility — 8232 Comms Pgm 1.0
(5799-PGB)

IBM non—SNA Host LAN Station

IBM VM/Pass—Through Facitity
Rel.4 + IUCV  (5748-RC1)
: IBM VM/Pass—Through PC Connect

or Facility ~ PC Comms Program 1.0

(5799-PFZ)

IBM VM/Pass-Through PC Connect
Facility 1.6  (5799-CRJ)

Figure 47. 8232 - Software Requirements for VM Pass-Through Support
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5.2 IBM PC Network (Broadband)

The IBM PC Network (Broadband) is a local area network for the IBM PC family
and the IBM PS/2 family. The network uses broadband transmission at 2Mbps
on CATV cable, and CSMA/CD for the medium access method. Although it
supports CSMA/CD protocols and the |EEE 802.2 protocols, the IBM PC Network
{Broadband) does not conform to the IEEE 802.3 LAN standard mainly due to
differences in the speeds and broadband signalling characteristics.

5.2.1 IBM PC Network (Broadband) Components
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The IBM PC Network {(Broadband) consists of a set of IBM products that allow
the interconnection of IBM PCs to form a local area network in a tree topology.
The IBM PC Network (Broadband) components are:

* IBM PC Network Adapter cards

* IBM PC Network Translator Unit and Splitter or other commercial
translators used with customer cabling

* IBM PC Network (Broadband) cabling components:
— IBM Base Expander
— IBM Short Distance Kit
— IBM Medium Distance Kit
— IBM Long Distance Kit
* Adapter Support software (the IBM LAN Support Program).
Figure 48 on page 111 shows the structure of the IBM PC Network (Broadband)
local area network. Using IBM components the network can support up to 72

Personal Computers or Personal Systems, at a distance of up to 305 meters
(1000 ft.) from the translator unit.



8 nodes direct

8—way short
cooo | splitter cooo | distance
0000 oooo| kit
0.3 m
122 meters 0000
Ej 0000 0000
0000 medium distance kit
Translator Base 244 meters 0000
Unit Expander . 0000
long distance kit
C = directional coupler
kit—to—node: max. 61 m
IBM cable Custom Network | Custom Network
kits and IBM | and IBM and commercial
translator translator transiator
Imultiple channels no no yes
distance (radius) 305 m 305 m 5 Km
number of nodes 72 256 1000

Figure 48. IBM PC Network {(Broadband) Components

The number of PCs that can be attached to the network, and the distance that
they can be from the translator unit can be increased by using non-IBM
equipment. For example, using the IBM translator and non-IBM expander(s) and
cabling, 256 PCs can be supported. Using a third-party translator, up to 1000
workstations may be attached while the network radius may be increased to
about 5 kilometers.

5.2.1.1 PC Network (Broadband) Adapters

PCs or PS/2’s are attached to the network through a PC Network (Broadband)
Adapter card. Several adapters are available: the original IBM PC Network
Adapter and a number of second generation adapters including the IBM PC
Network Adapter Il for Family 1 devices, the IBM PC Network Adapter II/A for
Family 2 devices, and PC Network Adapters for both families of devices
operating at different transmit and receive channels (Frequency 2 and
Frequency 3 adapters).

IBM PC Network Adapter

The original PC Network adapter fits only Family 1 devices. It uses
Radio Frequency (RF) channels T13 and J from the mid-split
channel range (offering 17 channel pairs, with a 168.25 MHz offset).
Card-mounted Intel 82586 and 80188 processors provide the
CSMA/CD support as well as support for a higher level protocol,
NETBIOS, in ROM on the adapter.
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IBM PC Network Adapter Ii

This second generation adapter for Family 1 devices uses the
same RF channels T13 and J as the original PC Network adapter.
The adapter uses an Intel 82588 LAN controller chip to provide
framing and media access functions, but does not provide any
higher-layer protocol in ROM.

IBM PC Network Adapter lI/A

This adapter is equivalent to the PC Network Adapter I but is
designed for Family 2 devices with smaller card forms and Micro
Channel support.

IBM PC Network Adapter II, lI/A Frequency 2

These adapters for Family 1 and Family 2 devices respectively
offer the same features as the IBM PC Network Adapters Il and
II/A, except that they transmit and receive on different channels
frequencies. Frequency 2 Adapters use RF channels 2" and O from
the high-split broadband range (30 channel pairs with a 192.25
MHz offset). High-split is commonly used in a manufacturing
environment, where these adapters can coexist (not communicate)
with other devices attached to the same broadband medium, for
example, MAP 2.1 adapters.

IBM PC Network Adapter H, 1iI/A Frequency 3

Again these adapters are functionally equivalent to the other
second generation (ll) PC Network adapters, except that these
adapters operate on high-split RF channels 3’ and P.

Figure 49 on page 113 lists the part numbers of all current PC Network
{Broadband) adapters.



IBM PC Network {Broadband) Adapters Part  / Feat.| 04/1989

(AFE) Number / Code [ Part No.
IBM PC Network Adapter 6450213 / 0213 |  N/A
IBM PC Network Adapter II 1501220 / 1220 | 25F8279

IBM PC Network Adapter Il — Frequency 2 96X5645 / 5645 | 25F8282
IBM PC Network Adapter II — Frequency 3 96X5646 / 5646 | 25F8285

IBM PC Network Adapter II/A 1501222 / 1222 | 25F8278
IBM PC Network Adapter II/A — Frequency 2 | 96X5647 / 5647 | 25F8281
IBM PC Network Adapter II/A — Frequency 3 | 96X5648 / 5648 | 25F8284

IBM PC Network (Broadband) Adapters ' Part / Feat.| 04/1989

(EMEA) Number / Code | Part No.
IBM PC Network Adapter 6450213 / 0213 N/A
IBM PC Network Adapter II 1501220 / 1220

IBM PC Network Adapter II — Frequency 2 96X5645 / 5645
IBM PC Network Adapter II — Frequency 3 96X5646 / 5646

IBM PC Network Adapter II/A 1501222 / 1222 | 25F8280
IBM PC Network Adapter II/A - Frequency 2 | 96X5647 / 564/ | 25F8283
IBM PC Network Adapter II/A — Frequency 3 | 96X5648 / 5648 | 25F8286

Figure 49. IBM PC Network (Broadband) Adapters

There is no communications path between PC Network (Broadband) adapters
operating on different channel pairs, even if they are attached to the same
common medium. All adapters operating on the same transmit and receive
channels form one LAN segment, physically and logically separated from
adapters operating at a different channel pair. Connectivity can only be
provided through LAN segment interconnection such as the PC Network Bridge
Program, see “IBM PC Network Bridge” on page 174 for more details.

All second generation PC Network Adapters require the IBM LAN Support
Program to provide the adapter support interface and make the LAN protocols
accessible to applications. The original IBM PC Network Adapter, having
NETBIOS in Read Only Memory (ROM) on the adapter card, contains its own
interface and gives access to the LAN for application programs through
NETBIOS. However, not all NETBIOS commands are supported and no other
application interfaces are supported. The IEEE 802.2 LLC interface or other
higher layer protocols (for example, SNA protocols) are not available unless the
IBM LAN Support Program is used to bypass the ROM NETBIOS, and provide
the same interfaces as for the second generation adapters. A more detailed
discussion about LAN Support Program and coexistence considerations is
presented in “IBM LAN Support Program” on page 126.
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5.2.1.2 IBM Translator Unit and Splitter

The IBM PC Network (Broadband) Translator Unit provides broadband
frequency translation for a passive IBM PC Network (Broadband). One
translator is required for each network. The IBM Translator Unit provides only
single channel frequency shift between modulated signals transmitted at a 50.75
MHz center frequency and a receive channel with a 218 MHz center frequency.
Only this mid-split channel pair is recognized by the IBM Translator Unit. All
other signais are ignored. Third party translators are required to operate a PC
Network (Broadband) LAN at the high-split frequencies used by the PC Network
{Broadband) Frequency 2 or 3 adapters.

The IBM PC Network Translator Unit is packaged together with a directional
coupler and an 8-way splitter, supporting direct connection for eight nodes up to
61 meters (200 feet) from the_splittér. See Figure 48.on page 111 for an
illustration of the components. The translator supports a single channel-pair,
data-only network of 256 nodes if custom cabling is used rather than the pre-cut
cabling kits. The nodes (PC or PS/2 workstations) can be up to 305 meters
{1000 feet) away from the translator unit. Replacement of the IBM Translator
Unit by a more sophisticated device is required if broadband multiple channel
capability is desired. In this case however, the calibration and tuning by a
CATV specialist should planned for both initial installation and on-going
maintenance.

The directional coupler also has a port for attaching an IBM PC Network
(Broadband) Base Expander.

5.2.1.3 I1BM PC Network (Broadband) Base Expander

The Base Expander allows for the attachment of up to eight additional cabling
kits. Three different kits are available: the IBM short distance kit, medium
distance kit, and long distance kit.

Workstations cannot be connected directly to the base expander unit. They
must be connected via one of the cabling kits. By using the base expander and
the cabling kits an additional 64 PCs (up to a maximum of 72 workstations) can
be attached to the network.

5.2.1.4 Cabling Kits
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Because of the sensitivity of the transmitters and receivers in Radio Frequency
broadband transmission to cables that are either very short or very long, the
use of pre-defined cable lengths minimizes and in most cases eliminates the
effort and cost of recalibrating the frequencies.

* The IBM PC Network (Broadband) Short Distance Kit connects directly to
the base expander and allows up to eight nodes to be connected. Cables
are available with lengths up to 61 meters (200 feet) to connect a PC or
PS/2 to a splitter.

e The IBM PC Network (Broadband) Medium Distance Kit allows for the
attachment of a splitter at 122 meters (400 feet) from the base expander.
Hence, the maximum distance a node can be away from the translator is
183 meters (600 feet).

e The IBM PC Network {Broadband) Long Distance Kit consists of a cable that
is 244 meters (800 feet) in length and a splitter. PCs or PS/2’s attached to
the splitter can be up to 305 meters (1000 feet) away from the translator
unit.
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