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Preface

This book provides a comprehensive architectural description of the functions
and services associated with Systems Network Architecture/Management Ser-
vices (sNa/Ms). |t is intended for systems programmers and program support
personnel. It is intended to complement individual product publications. It
does not describe product implementations of the architecture.

How This Book is Organized

This book is divided into three parts. It is assumed that the reader of this
manual is familiar with the sNA concepts presented in Systems Network Archi-
tecture Concepts and Products, GC30-3072.

Part I: Introduction to Management Services is introductory information about
SNA management services and its categories. An understanding of Chapters 1
and 2 is required before reading the other chapters. Chapters 1 through 7 are
organized such that the material can be read straight through. The content is
as follows:

¢ Chapter 1 introduces:
— The processes required to plan, organize, and control an SNA network
— The management services components of a node
— The choices available to implementations of management services

e Chapter 2 describes the management services formats and the generic
flows that use them.

* Chapters 3, 4, 5, and 6 describe the management services provided to
assist with problem management, performance and accounting manage-
ment, configuration management, and change management, respectively.
Example flows are included.

e Chapter 7 describes the common operations services available to the indi-
vidual management services categories. Example flows are included.

Part li: Architectural Logic for Management Services is the detailed description
of a model implementation of the management services function sets. It con-
sists of chapters 8 —10.

It is assumed that the reader of Part |l is familiar with Part I. In addition, know-
ledge of sNA/DS is required. Refer to the list of related publications for more
information. Chapters 8 through 10 are organized for ease of reference. The
content is as follows:

* Chapter 8 contains detailed discussions of functions common to a number
of management services categories:

— Transport of management services data using
— The sscP-PU session

— 8NA/File Services and sNA/Distribution Services
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— How management services identifies resources

— A list of the protocol boundaries that exist between the various manage-
ment services function sets described in Chapters 9—10.

e Chapters 9 and 10 provide a concise definition of the management services
functions from an implementation perspective. The options and alternatives
that implementations may choose are also described.

| Part n: Detailéd Referenéé Material contains the following appendixes, as well
as the glossary and list of acronyms and abbreviations: .
¢ Appendix A contains Alerts defined for specific environments.
e Appendix B contains management services protocol boundary verbs.
* Appendix C contains sNA/Fs file names defined by management services.

The related publications, listed at the end of the preface, are also helpful in
understanding the material in this book.

Prerequisite Publications

Systems Network Architecture Concepts and Products, GC30-3072

The following publications are prerequisites for the Change Management and
SNA/File Services Support material in Part |l

SNA/Distribution Services Reference, SC30-3098
SNA/File Services Reference, SC31-6807

Related Publications

vi

SNA Formats, GA27-3136
Systems Network Architecture Technical Overview, GC30-3073

Systems Network Architecture Format and Protocol Reference Manual:
Architectural Logic, SC30-3112

Token-Ring Network Architecture Reference, SC30-3374
CCITT Recommendation, X.21, 1984

The X.25 - 1984 Interface for Attaching SNA Nodes to Packet- Switched Data
Networks, General Information Manual, GA27-3761

IBM 5865/5866 Modems Models 2, 3 Maintenance Information and Parts
Catalog, SY33-2048

Systems Application Architecture Common Communication Support
Summary, GC31-6810
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Relatlonshlp to Systems Application Architecture

Not all of the components of sNA/Management Services are included in Systems
Application Architecture (saa). The key components of sNA/Management Ser-
vices that are currently included in saAA Common Communications Support are:

¢ Problem management Alerts
Other features of the architecture are included in a range of products. Consult

product specifications regarding the status of the feature for the product in
which you are interested.
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Summary of Changes

The name of this manual has been changed, from SNA Format and Protocol
Reference Manual: Management Services to SNA/Management Services Refer-
ence.

The third edition includes new material for the following network management
functions:

* The architecture for sNA/Management Services has been extended to an
additional category: Change Management.

Change management capabilities provided to the network planner include
planning, scheduling, and tracking of changes to SNA nodes that are typi-
cally remote and unattended, during normal operation of those nodes.
Functions include Retrieve, Send, Delete, Install, Remove, Accept, and Acti-
vate.

Change management, as described in this document, defines the protocols
followed and the formats that flow between nodes implementing this cate-
gory of the architecture. These descriptions are not intended to address a
common user interface or programming interface.

The Change Management category uses sNA/File Services and sNA/Distrib-
ution Services for distribution of potentially large files, requests to manipu-
late them, and reports to track the distribution and installation.

¢ A description of the extensions to Query Product Identification (Qpi) that
comprise the new Network Asset Management function has been added.

¢ A description of common operations services has been added.

¢ Alerts have been added to Appendix A for the X.25 environment.

Summary of Changes X
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Network Management and Its Major Categories

Network management is the process of planning, organizing, monitoring, and
controlling a communication-oriented data processing or information system.
The architecture provided to assist in network management of SNA systems is
called management services and is implemented as a set of functions and ser-
vices designed to capture and use the information needed for effective manage-
ment.

This section provides an overall discussion of network management, including
those processes for which management services are not provided at present,
those that are currently performed manually, and those that are implemented in
components outside the SNA node. This general discussion will help the reader
understand the use of management services described later in this book.

Network management is divided into the major categories listed in Table 1-1.

Table 1-1. The Major Categories of Network Management

Problem Management
Performance and Accounting Management

Configuration Management

Change Management

Network management processes may be distributed across different nodes, and
may require several iterations of data collection and analysis as new events
occur. They may be automated system processes or manual processes carried
out by network operations or vendor service personnel. Each of the major cate-
gories of network management makes use of two types of common services,
i.e., services that are implemented once, and then used by each individual cate-

gory:

e Common operations services: The display and change of system status;
automatic presentation of conditions requiring immediate attention; routing
of messages among operators, users, and applications; and logging of oper-
ator messages (which can be browsed from the operator console).

e Security management: The controlling of safeguards established to protect
hardware, software, and data from accidental or malicious modification,
destruction, or disclosure.

The individual major categories of network management are described in the
following sections.

Chapter 1. Introduction to Management Services 1-3



Part |

Problem Management
Problem management is the process of managing a problem from its detection
through its final resolution.

Problem is used to describe an error condition resulting in a loss of avail-
ability of a system resource to an end user. Problems may originate in hard-
ware, software (operating systems and applications), microcode!, media, or
because of external causes such as user procedures or environmental abnor-
malities.

Problem management includes the elements listed in Table 1-2.

Table 1-2. The Elements of Problem Management

Problem Determination
Problem Diagnosis

Problem Bypass and Recovery
Problem Resolution

Problem Tracking and Control

SNA management services are provided to assist in performing problem deter-
mination and problem diagnosis.

Problem determination is the detection of the loss or impending loss of avail-
ability of a system resource to an end user, and completion of the steps neces- |
sary for problem diagnosis to begin. It is the process of isolating a problem to
the failing hardware device, software product, microcode component, medium,
or external cause, to identify the organization responsible for problem diag-
nosis.

Problem diagnosis is the process of determining the precise cause of a hard-
ware, software, microcode, medium, or externally-caused problem and the
precise action required to resolve the problem.

If problem diagnosis is carried out manually, it begins at the end of problem
determination. Problem determination output is used to determine the system
resource responsible for the problem and the general area where problem
diagnosis should begin. If diagnostic data was gathered along with problem
determination data, it will be used. If additional data is needed for problem
determination or problem diagnosis, it must be gathered and analyzed manu-
ally or with the help of sSNA management services. In cases of a complex
problem, this process may be iterated several times, each time gaining more
data and eliminating more components from the set of possible causes.

1 Microcode may be classified as IBM Licensed Internal Code. See “Special Notices” at the beginning of this
document for more information. ‘
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If problem diagnosis is carried out automatically by a system process, it is
usually done in parallel with problem determination, such that the outcome of
both processes can be reported together.

Problem bypass and recovery is the process of implementing partial or com-
plete circumvention of a problem, usually before the final resolution of the ori-
ginal incident. This is normally temporary in nature, although it may be
permanent. In a simple case, such as printer failure, the system may bypass
the reported incident by directing printer output to an alternate printer. In a
more complex case, such as controller failure, typically a spare controller must
be acquired and placed into service or the existing controller must be repaired,
thus substituting problem resolution for bypass and recovery. Problem bypass
and recovery frequently takes place in parallel with other elements of problem
management; e.g., output may be routed to an alternate printer while the
problem with the primary printer is still being diagnosed.

Problem resolution is the process of taking action to correct the error condition
detected as a problem or impending problem. This action starts when problem
diagnosis is complete and often requires scheduling a repair action, carrying
out the repair action, testing the repair, and subsequently reporting the problem
as closed and the resource back in service. This procedure is normally the
case when a permanent hardware failure occurs. Problem resolution may be
simple; for instance, for an inadvertent power-off condition, problem resolution
is to turn on the power.

Problem tracking and control is the process of tracking problems until their final
resolution. A problem management record is created in the problem data base
anytime external intervention is required to restore the system to its proper
state of operation. The problem management record provides a repository for
all data about a problem to allow correlation with other activities and failures
related to the same problem. Some types of this data are problem resolution,
status monitoring, and problem status reports.

Accounting Management

Performance and accounting management is the process of quantifying, meas-
uring, reporting, and controlling the responsiveness, availability, utilization, and
usage charges of a network component.

As users become more dependent on networks and network applications, the
attainment of acceptable and consistent performance objectives becomes more
critical. A poorly performing (or erratically performing) system becomes, in
effect, an unavailable system from the end-user perspective. Therefore, aware-
ness of this condition by the party responsible for the management of the infor-
mation system is required.

Many installation managers establish service agreements or objectives with
end users. Typically, these agreements include some response time or avail-
ability criteria. Performance management data is required to determine if these
agreements or objectives have been met.
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Performance and accounting management includes the elements listed in
Table 1-3 on page 1-6.

Table 1-3. The Elements of Performance and Accounting Management

Response-Time Monitoring
Availability Monitoring
Utilization Monitoring
Component Delay Monitoring
Performance Tuning

Performance Tracking and Control

Accounting

SNA management services are provided to assist in performing response-time
monitoring.

Response-time monitoring is the monitoring of end-user response times and the
starting of problem determination if service levels are exceeded.

Availability monitoring is the monitoring of availability and the providing of
appropriate data for accounting management.

Utilization monitoring is the monitoring of the utilization of network resources
and the starting of problem determination if service levels are exceeded.

Component delay monitoring is the monitoring of the delay incurred at critical
components and the starting of problem determination if service levels are
exceeded.

Performance tuning is the process of taking action to improve performance.
Data available from performance tracking and control is used to identify areas
where performance tuning is required.

Performance tracking and control is the tracking and reporting of performance
status and the controlling of the effects of tuning actions.

Accounting is the recording and tracking of usage charges at a system
resource level. The goal of the accounting function is to provide data to permit
proper distribution of the resource cost among the users according to the
portion of the system used by each user. The types of accounting data to be
collected include connect time, processor cycles used, data quantity trans-
mitted, and class of service for each user session.
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Configuration Management

Configuration management is the control of information necessary to identify
both physical and logical information system resources and their relationship to
one another. The information may include resource names, addresses,
location, contacts and phone numbers, vendor or organizations responsible for
service, product identification information, and other items. Configuration man-
agement assures that this information is updated whenever changes are made
and always reflects the current configuration.

Configuration management aids the user in managing the inventory of informa-
tion system components and assists the other management services categories
as follows:

* Problem determination may use the data to determine resource physical
identity, location, and possibly the organization responsible for service.

¢ Change management may use this data to analyze the effect of changes
and to schedule changes. Refer to the discussion of change management
for the relationship of configuration management and change management.

The following SNA management services assist in configuration management.

Query product identification is the process of retrieving physical identification
information (on both hardware and software) from a specified node. The infor-
mation retrieved is sometimes referred to as vital product data.

Change Management
Change management is the planning, control, and application of additions,
deletions, and modifications to the information system hardware, microcode
and software components. Included are the following:

¢ Changes to software such as its installation or removal. Software includes
system software or application (user) software. Changes can be in the form
of fixes, complete load module replacements, or customizing data.

e Changes to microcode, such as its installation or removal. A microcode
change could be a patch, a fix, an engineering change (Ec), a feature
change or customizing data.

* Changes to hardware such as its installation or removal, the application of
engineering changes or miscellaneous equipment specification (MES)
updates.

The following functions are provided by change management:

¢ Controlling changes — sending, retrieving, installing, removing, and
accepting change files at remote nodes

* Node activation
Change management and configuration management are closely related. Con-
figuration management focuses on the existing configuration of hardware, soft-

ware, and microcode at any given time. Change management focuses on the
planning, application, and tracking of changes to the existing configuration.
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Changes occur for two reasons: (1) because user requirements have changed,
e.g., for new or additional hardware or a new application system; (2) because a
problem requires bypassing or correction. For example, the latter is the case
when a failing component is to be removed or replaced to correct a hardware
failure, or when an application program module is to be modified to correct a
detected program error.

Problems and changes interact with each other in the following manner. While
problem bypass or resolution is one of the causes of change, change, in turn, is
one of the causes of problems. Problems may be caused by the installation of
programs, modifications, or permanent or temporary fixes that were not com-
pletely debugged; or by the addition of hardware or sofiware that causes the
existing system to perform in a different manner, resulting in a problem that
had not been experienced before. Changes that cause problems cannot be
completely eliminated, but change management attempts to bring them under
control, handle them in an orderly manner, and track them so that problem
management can be aware of change activity, if required.

Common Operations Services

Common operations services are a set of services which cross all of the major
categories of network management. The architecture for common operations
services provides a way to manage types of resources not explicitly addressed
by the architecture defined for the individual categories. It does this by pro-
viding a general mechanism that allows a network operator to communicate
with specialized network management applications; these applications, in turn,
provide functions not currently provided by SNA management services.

As an aid in problem management a number of common operation services are
provided. They are used in conjunction with any of the management services
categories, but are especially useful for problem determination.

« Execute Command provides a transmission envelope for any character-
coded message or command that is to be executed at a destination node. It
provides a means of invoking remotely what would otherwise be a local
management services function.

* Resource Management services are provided to transport information in an
architecturally-defined structure without constraining the content of the
information. Query Resource Data and Test Resource collect data and
associated identifiers about one or more system or network elements. Test
Resource is the more powerful since it requests active testing and returns
summary data as well as the detailed data with labels. Analyze Status per-
forms the same type of function but requests an architecturally-defined
response rather than resource-dependent information.

1-8 SNA/Management Services Reference



Part |

Introduction to the Management Services Components of the Node

SNA Node Types

In an sNA network, the end point of a link or the junction of two or more links is
referred to as a node. Nodes can be host processors, communication control-
lers, or workstations. Nodes can vary in routing and other functional capabili-
ties depending on their role in the network. Physically, nodes include the
hardware and software components of workstations, controllers, and
processors.

The role requirements for management services components are categorized
according to the type of node in which the component resides. Since the termi-
nology for identifying the various node types within SNA has varied in the past,
this introductory section will state the meanings of the terms used in the
sections that follow.

system services control point (sscp) A control point within a subarea network
for managing the configuration, coordinating network operator and
problem determination requests, and providing directory support and
other session services for end users of the network.

subarea node: In SNA, a node that uses network addresses for routing and
whose routing tables are therefore affected by changes in the config-
uration of the network. Subarea nodes can provide gateway function
and boundary function support for peripheral nodes.

type 2.0 node: An sNA node that attaches to a subarea boundary function and
receives its management services support via an SSCP-PU session.

boundary-function-attached type 2.1 node: A type 2.1 node that is attached to
the subarea boundary function, and receives its management services
support via an sscp-pPU session in a manner identical to a type 2.0
node. Since the management services roles for the two node types
are identical, this manual will generally not distinguish between the
two.
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Figure 1-1. Model of an SNA Node (T2.0)

Figure 1-1 is a model of the sNA node type 2.0. Our immediate discussion
involves the network addressable units (NAus) — the physical unit, control point,
and logical units — within the node. NAuUs are sets of SNA components that have
names or addresses identifying their routing location, so that they can commu-
nicate with one another through the path control network.

Management Services Roles

SNA nodes can be categorized in two basic ways. These notions help the
users understand the node’s role in the network. An entry point is an SNA
node that provides distributed network management support. It may be a type
2.0 or type 2.1 node. It sends sNA-formatted network management data about
itself and the resources it controls to a focal point for centralized processing,
and it receives and executes focal-point initiated requests to manage and
control its resources.

The concept of a focal point was developed to allow the customer the opportu-
nity to centrally manage a distributed network. A focal point is an entry point
that provides centralized management and control for other entry points for one
or more network management categories.
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Focal points and entry points have relationships with each other for one or
more categories of network management. Relationships between a focal point
and entry points for problem management may or may not be the same as
those established for change management, for example. A single communi-
cations system or network may have multiple focal points.

The manner in which focal points and entry points interact to accomplish the
goal of network management is introduced in “SNA Networks” on page 1-12.

Chapter 1. Introduction to Management Services 1-11



Part |

SNA Networks

SNA management services provides operators, whether programmed or human,
with the facilities by which an sSNA node or a network of nodes may be
managed. These include the facilities to manage problems with system
resources and to manage system changes, system performance, and system
configuration. This section introduces the management services components of
a node.

.............................................

. network control center

network operator

disk
A LT
processor 1
(sscP) tape
I C :
display (LU) | © eteeeeseecssescescersnsesssensanectsasonns
printer (LU)
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B communication . . D
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(pPu) . . (PV) tape
. Tocation 1 .
............................................ . | printer (LU) [ workstation (LU)
/ .
............ l............. . location 3
C
printer
(PU) (LU)
location 2

..........................

Figure 1-2. Network Example

Figure 1-2 is an example sNA network. In this example, the resources are inter-
connected with different transmission facilities and media, e.g., channel
adapters, local coaxial cable, and links. The nodes are labeled with generic
hardware terminology, with the sNA network addressable unit shown in paren-
theses; a letter is shown in the upper left corner for reference purposes. The
term end user is used to describe the ultimate source or destination of applica-
tion data flowing through an sNA network. An end user may be an application
program or a person. End users of the network have access to its functions
through logical units (Lus). Lus allow communication with other end users by
establishing sessions between them (i.e., LU-LU session). End users located at
displays or workstations have access to network resources at all of the
locations.

Each physical location contains at least one SNA node. The physical unit (Pu) in
the node is responsible for managing and monitoring the resources associated
with the node. The pu is also responsible for managing links when its node
contains the primary link station. For example, the pu at node B {communi-

1-12 SNA/Management Services Reference



Part |

cation controller 1) is responsible for managing the sSNA resources associated
with its node (e.g., links as well as logical resources such as sessions and
routes) and all of the non-sNA resources (e.g., communication controller
storage). The pu at node D (processor 2) is responsible for managing the sNA
resources associated with its node (e.g., physical resources such as printers
and workstations as well as logical resources such as logical units associated
with these printers and workstations) and all of the non-sNA resources (e.g.,
disk, tape, processor storage).

Node A contains a system services control point (sscp). The role of an sscp is
broader than that of a pu: whereas the Pu manages the resources associated
with the node in which it resides, the sscp manages a set of pus. The term
domain describes an sscp and the physical units (pus), logical units (Lus), links,
link stations, and all the associated resources that the sscp has the ability to
control by means of SNA configuration services activation requests and deacti-
vation requests. The sscp is also responsible for managing the configuration,
processing unsolicited data received from physical units, coordinating and
routing network operator requests and physical unit replies, and for providing
directory support and other session services for end users of the network.

The sscp may interact with pus, and a network operator, whose job is to
manage the network.,

Network operators issue commands to, and receive responses from, sSCPs.
Many repetitive, supervisory functions use predetermined sequences of com-
mands and responses that can be coded into a program, a technique some-
times described as automated network operations. The term network operator
therefore refers also to any program that manages network operation.
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Introduction to Physical Unit Management Services (PUMS)

Physical unit management services (Pums) is the component of the pu respon-
sible for providing general management services for the node and its associ-
ated resources. PUMS communicates with its controlling sscp using
management services RUs transported on an sSscp-PU session and over LuU-LU
sessions used by sNaA/Distribution Services. In a boundary-function-attached
type 2.1 node, the cp acts as a pu for the purposes of management services. In
general, no distinction is made in this document between type 2.1 nodes in this
role and type 2.0 nodes.

The services performed by puMs are summarized as follows:

¢ Receiving management services request Rus from a control point with
which it has an sscp-pPu session, converting the Rus into requests that are
typically implementation-unique, and routing these requests to the appro-
priate component

e Building and sending RuUs

— Receiving unsolicited management data from other components associ-
ated with its node, building an Ru, and sending the RU to the resource’s
controlling Sscps

— Receiving solicited management data from other components associ-
ated with its node, building an RU, and sending the rRu to the control
point that requested the data.

In building the Ru, PUMS may reformat implementation-unique data, add
other data such as product identification, and assist in correlating requests
with replies.

Figure 1-3 on page 1-15 provides a model of the pu and illustrates the compo-
nents with which puMs has protocol boundaries. Each protocol boundary is
numbered in the figure for subsequent ease of reference. Protocol boundaries
exist between puMs and the following components (numbered to correspond to
the numbers in Figure 1-3 on page 1-15).
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Figure 1-3. PUMS Protocol Boundaries with Other Components

(1) Physical Resources Manager Local Management Services (LMS)

* The physical resources manager LMS provides unsolicited notification of
problems with the node’s physical resources, e.g., tapes, disks,
storage, microcode.

(2) Logical Unit Local Management Services (LMS)

¢ Upon request, the logical unit LMS sets response-time measurement
parameters and provides response-time data.

¢ The logical unit LMS provides unsolicited notification of problems within
the LU and unsolicited response-time data.

(3) Data Link Control Manager Local Management Services

e The pLCc manager LMs provides unsolicited notification of problems with
links.

(4) SSCP-PU Half-Session

¢ The half-session provides communication (over sscpr-pU sessions) with
a resource’s controlling CPMs.

(5) PU Session Manager

* Upon request, the pu session manager provides information about the
currently active sessions managed by the pu.
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(6) PU Configuration Services

¢ Upon request, Pu configuration services provides information that
uniquely identifies the hardware and software of the node, provides a
list of active logical units.

s pu configuration services provides unsolicited notification when the
SSCP-PU session becomes active.

(7) SNA/Distribution Services (SNA/DS)
¢ sNA/Distribution Services provides:

— The capability to send and receive cp-Msus, snNA/File Services
(sNna/Fs) agent objects, and sNasFs files (bulk data) over Lu-LU ses-
sions.

The change management category uses sNA/File Services and sNA/Distrib-
ution Services for distribution of potentially large files, requests to manipu-
late them, and reports to track the distribution and installation.

(8) Program Supervisor Local Management Services (LMS)

¢ Upon request, the program supervisor alters software and microcode
components.
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Overview of Management Services Communcation
Communication between cPMs and PUMS is accomplished in two ways:
¢ QOver SSCP-PU sessions

* Over LU-LU sessions used by SNA/Distribution Services (SNA/DS)
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Communication Between CPMS and PUMS

SSCP-PU Sessions

network operator
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1-4. CPMS to PUMS Communication on the SSCP-PU Session. pPuMs communi-
cates with the Lms for each layer in its node.

Figure

Figure 1-4 illustrates how a network operator causes a command to be deliv-
ered to a layer manager in a remote node. In this illustration, the network oper-
ator interacts with an Ms function set at the sscp controlling the pu. The Ms
function set prepares the architecturally-defined encoding corresponding to the
operator command, then passes it to the data flow control layer (top layer of the
sscpP-PU session). The message is passed through the sNA layers at both nodes,
and finally delivered by the half-session to the Ms function set at the remote
PuMs. The Ms function set interprets the command and passes the appropriate
signals to the local management services (LMs) for the layer (data link control in
this illustration).

Any replies would follow the same path in reverse to get back to the network
operator at the sscp.
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Figure 1-5. Communication Between CPMS and PUMS Using SNA/DS Over LU-LU

Session

Figure 1-5 illustrates how Ms function sets use sNA/File Services and sNA/Dis-
tribution Services for distribution of potentially large files, requests to manipu-
late them, and reports to track the distribution and installation. sNA/DS uses an
LU-LU session, not the sscp-PU session, for this communication.

This method of communication is used by the change management category.

Chapter 1. Introduction to Management Services

119



Part | ’

Implementation Choices

Introduction

Architecture can be implemented in equipment of different capabilities with
various physical resources, and with various application specializations. It is
not unusual for a given implementation to choose to implement less than the
complete architecture. If the various management services functions were
selected individually (that is, on a function by function basis), it is unlikely that
‘any two implementations would select exactly the same set, or that the combi-
nation of implementations within a network would result in a complete set. As
a result, connectivity could be impaired or impossible, and adequate function
within a network could not be guaranteed. Therefore, architecture defines the
rules under which implementations select the functions to be supported. The
rules for selecting the management services functions to implement are divided
into the following categories:

» Base and optional subsets of the function sets
* Role requirements

¢ Electives

Every implementation makes decisions according to the rules in all of the cate-
gories. These rules are defined in the remainder of this section.

Base and Optional Subsets of the Function Sets

A management services function set is a collection of services that together
perform an overall management services function for a physical unit. In man-
agement services, the notion exists of a mandatory or base subset of a man-
agement services function set, that all implementations of that particular
function set must support.- The remainder of the management services function
set is composed of options that implementations of that function set may
choose to support depending on their role requirements. Some subsets not in
the base of one role, may be in the base of another role. So, it is possible to
have an “optional subset” that is actually required for a particular role. Other
architectures refer to optional subsets as “towers”; this is the same basic
concept. The purpose of defining base and optional functions is to allow imple-
mentations to implement the set of functions that fits their requirements and to
simultaneously enforce a base level of system integrity. The number of options
is large enough that, if they were selected on an individual basis, every imple-
mentation could have a unique set. This could seriously reduce connectivity.
To avoid this possibility, the options are divided into subsets. These subsets
are named and numbered.

The composition of a function set is represented by a diagram, as shown in the
lower portion of Figure 1-6 on page 1-22. The complete set of functions
described by a function set is the outer rectangle. The lower portion of the rec-
tangle contains the subset of functions that is always implemented for that func-
tion set (the base subset). The upper portion of the rectangle contains optional
subsets that may be chosen to be implemented, depending on role require-
ments. A subset that is located underneath another subset in the diagram, is a
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prerequisite for the upper subset and cannot be omitted unless all the subsets
above it are also omitted.

Rules for Function Sets and Their Subsets
* A management services implementation must implement all function sets
belonging to the base for its role.

¢ A management services implementation may implement function sets that
are listed as optional for its role, depending on role requirements.

¢ |f a function set is implemented, the base subset of that function set is
implemented completely, and optional subsets may be implemented,
depending on role requirements.

» Optional subsets of function sets are implemented completely if they are
implemented at all.

* An implementation never provides a function defined in a function set in
some way different (as perceived outside the node) from that defined by the
management services architecture. (An implementation can diverge from
the formal model of a node described in this book, but not in ways such that
technical variations can be detected outside the node.)

Chapter 9, “General Management Services Function Sets” and Chapter 10,
“Specialized Management Services Function Sets for Eniry Points” describe
the rules for implementation of each of the function sets in further detail.

Role Requirements

Defining a base set of functions that all implementations provide and optional
sets of functions that implementations can choose according to their additional
requirements is not sufficient to ensure system integrity. If all implementations
implemented only a single base set of functions, universal connectivity could be
achieved, but some implementations would contain unneeded function while the
network as a whole could well be without needed function. Because of this, an
implementation’s role in the network must be defined before any decision can
be made regarding the set of base and optional functions that are to be imple-
mented. A role is composed of base sets of function (base function sets) and
optional sets of function (optional function sets). The base subset of each of the
base function sets is required to be implemented to define the role, optional
function sets may be chosen for implementation depending on product consid-
erations. See the upper portion of Figure 1-6 on page 1-22. The role currently
defined for management services is:

¢ Physical unit management services (PUMS) in a type 2.0 node

A diagram having the general form shown in the upper portion of Figure 1-6 on
page 1-22 is used to indicate the functional composition of a particular role.
The complete set of functions described by the architecture for that role is
bounded by the outer rectangle. The portion of the rectangle below the heavy
line (esees) contains the function sets whose base subsets are always imple-
mented for that role. The portion of the rectangle above the heavy line (sse)
contains function sets that an implementation of that role may choose to
include, depending on role requirements. A function set that is located under-
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Electives

neath another function set in the diagram is a prerequisite for that function set
and is not omitted unless all the function sets above it are also omitted. In the
example, Role x is composed of function sets a and b and optionally {(within the
constraints of any stated role requirements), a combination of optional function
sets ¢, d, e, and f. If function set e is selected, function sets d and f are also
selected. If function set ¢ is selected, function set d is also selected. Function
set d may be selected without function set ¢, e or f. Function set f may be
selected without function set ¢, d or e.

“Physical Unit Management Services (PUMS) in a‘Type 2.0 Node” on page 8-21
describes in further detail the rules for implementation of the role defined for
management services.

function set b « function set c function set e
- optional function sets
. function set d function set f for role x
. (above *+<*+ Tine)
function set a <+ hase function sets
for role x
(below *++*+ line)

function sets for role x

optional optional optional optional optional
subset 1 subset 2 subset 3 subset 6 subset § «——— gptional subsets
for
optional function set a
subset 4

<«+—— hase subset

base (mandatory) subset for
function set a

subsets for function set a

Figure 1-6. Composition of a Role and a Function Set

Certain functions may be implemented in more than one way. If the effect of
the choice is observable outside the management services component of the
node, that choice is defined in the architecture as an elective. Where the effect
of an elective choice is observable by another component, that component must
be capable of supporting all the possible effects of the elective choices.

Electives are not optional functions. Optional functions are defined in subsets.
Electives are choices as to how or when a function is provided. Implementa-
tions make elective choices for performance or development-cost reasons.
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Some choices are included as electives because, although they are observable,
they cause no, or minimal, inconvenience to the observers while providing sig-
nificant value to the particular implementations. Other electives do require sig-
nificant extra flexibility on the part of the other components. In those cases, the
development effort saved, or the improved performance provided, are propor-
tionately more important. All electives are documented in the architecture
because they have the potential of affecting connectivity.

An example of a management services elective is the method that PumMs uses in
reporting that certain requests cannot be processed. The details of why the
request could not be processed is described by sense data. puMs may elect to
send certain sense data in either a negative response, or a reply. Electives are
described within the function sets where they are allowed. Refer to Chapter 10,
“Specialized Management Services Function Sets for Entry Points” for addi-
tional details.
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Introduction to Management Services Formats

The overall management services function is provided by the combined func-
tions of the control point management services, physical unit management ser-
vices, and local management services components. The primary functions of
CPMs in an sscp are to receive requests for management data from network
operators and forward these requests to instances of PuMs, and to receive man-
agement data from puMms and forward this data to network operators. The
primary functions of PuMs are to receive requests for management data from
cpmMs and forward these requests to LMs, and to receive management data from
LMs and forward this data to cpMs. (Note that cPMs in a type 2.1 node that uses
the sscp-pu session for its management services communication, and performs
the same functions as puMs in a type 2.0 node. It does not perform the func-
tions of cpMs.) The primary functions of LMs are to gather and maintain various
types of management data, and to pass this data to pums, either in reply to a
request from PUMS or unsolicited as the result of a specific event.

Request-response unit (RU) is a generic term for a request unit or a response
unit. A request unit is a message unit that contains control information. A
response unit is a message unit that acknowledges a request unit; it may
contain prefix information received in a request unit. If positive, the response
unit may contain additional information (such as route status in response to
NMVT), or, if negative, contain the sense data identifying the exception condition.

“Communication Between CPMS and PUMS” on page 1-18 discusses the
various communications between cPMs, PuMs and LMs. The following is a
summary of those communications.

* A network operator communicates directly with an instance of cpums.

e CPMS communicates with puMs on a control point to physical unit (Sscp-pu)
session using management services RUS.

* PUMS communicates directly with an instance of LMs.

* Bulk data is transported between cPMs and PUMS using SNA/DS protocols on
LU-LU sessions.

The Management Services Formats
Communication between puMms and cpPMs takes two forms. One is communi-
cation via management services RUs on an SsCP-PU session. The other is com-
munication via SNA/DS over an LU-LU session. The management services RUs
are summarized in Table 2-1.

Table 2-1. Summary of Formats Used by Management Services

SScP-pU Session LU-LU Session

NMVT (X'1212') cp-MsU

(X'1532') SNACR

(X'1548') Fs Action Summary
(X'1549') Agent-unit-of-work
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The Network Management Vector Transport (NMVT)

The only management services RU used today is the NMvT. Figure 2-1 illus-
trates the format of the NMvT., Different Ns headers identify the different rRus.
Externally, the NMVT is no different from any other RUs that flow on this session:
its Ns header identifies it as an NMvT, and it contains management data. The
distinctive feature of an NMvT, the fact that this management data is encoded
according to the management services major vector scheme, is of no signif-
icance for the NMvT’s transport on the sscp-pU session.

~

@©

byte offset
managem:znt data ; »

(<]
A W
(8,

NS header
X'41038D* PRID | flags management services major vector

L——> procedure related identifier (used to correlate requests and replies)
retired

Figure 2-1. Format of the NMVT Management Services RU

Figure 2-2 on page 2-5 provides an overview of the major vector, subvector,
subfield encoding scheme of an NMvT. The key of the major vector identifies the
management function provided. This generally correlates to an element of a
major category of network management. For example, the Alert major vector,
identified by a key of X'0000', provides the problem determination, and
optionally the problem diagnosis, element of problem management. The
Response-Time Monitor major vectors, identified by keys of X'0080' and
X'8080', provide the response-time measurement element of performance man-
agement. The major vector conveys no information other than indicating the
function to be provided. It serves only as a carrier of subvectors that carry
management services data.

The general encoding scheme for NMVTS is extended in the case of common
operations services. Ordinarily an NMVT transports a single major vector. For
common operations services, however, one or more parameter major vectors
are also included, after the regular major vector. Thus the entire structure
shown in Figure 2-2 is repeated multiple times within a single NMVT.
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v

length

key

subvector

subvector

subfield?

subfield

subvector

! Subvector keys are defined as follows:

length | key?

data2

length | key

data

Subvectors with keys X’00” through X'7F” are
referred to as common subvectors. Their meaning
is independent of the major vector within which
they are used.

Subvectors with keys X’80" through X'FF’ have a
meaning unique to the MS major vector within

which they are used.

2 Data fields of subvectors may contain subfields.

Figure 2-2. Overview of a Management Services Major Vector

Systems Network Architecture Formats, GA27 —3136, documents the NMvT, and
the Ms major vectors. Each major vector description contains a matrix defining

those subvectors that may be contained in it.

Those subvectors unique to a

major vector are documented after it, while those subvectors that can be used
by multiple major vectors are documented at the end of the major vector
section, and are called common subvectors. Subfields are documented within
the subvector in which they are used.
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Formats for SNA/DS

SNA/DS message unit

SNA/DS| |SNA/DS SNA/DS
prefix| |GDS's SNA/DS SNA/DS suffix
GDS (e.g. agent object server object GDS
corre- GDS GDS

lator)

<— 32767 bytes —»
max

<—— length limited only by capacity of implementations ——

Figure 2-3. Structure of the SNA/DS Message Unit Used by SNA/MS. The SNA/DS
message unit contains control information used by SNA/DS, and GDS vari-
ables containing application data such as a correlator, an agent object con-
taining agent-to-agent instructions, and a server object containing file
control information and a file.

Figure 2-3 is a conceptual view of the encoding used by SNA/Ds, the message
unit. The message unit contains the following sNA/DS GDs variables:
e sNA/DS prefix and suffix GDs variables to delimit the message unit.

e An sNA/DS agent object, present if agent-to-agent instructions are required
by the Ms application. For example, an instruction to retrieve a file is
carried in the agent object, but when the file is returned no agent object is
necessary.

There are two types of agent-to-agent instructions:
1. sSNA/MS commands or reports, contained within a cp-Msu; and
2. sNA/Fs commands or reports, contained with an SNA/FS GDs variable.

e An SNA/DS server object, present if the Ms application requires use of SNA/FS
for a particular request. An Ms application may use sNA/DS to transport
commands and replies that do not require bulk data.

The server object always contains SNA/FS GDS variables containing file
control information, but may or may not contain the file in addition. For
example, a request to retrieve a file contains a server object with file
control information only.

SNA/DS Message Size:
The maximum size permitted for the agent object is 32767 (X'7FFF') bytes. This

is because it is to carry agent-to-agent instructions rather than bulk data. The
size of the server object that does carry the bulk data is constrained only by
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implementation limits; therefore so is the size of the message unit containing
the server object.

Generic Management Services Flows

There are three general patterns for the flow of management services data in a
network, termed the unsolicited flow, the request without reply flow, and the
request/reply flow. Each management services component, i.e., CPMS, PUMS,
and LMs, has a well-defined set of responsibilities for each type of flow. The
following sections discuss briefly each of these generic flows.

The following provide a brief discussion of the individual management services
flows:

Chapter 3, “Problem Management”

Chapter 4, “Performance and Accounting Management”
Chapter 5, “Configuration Management”

Chapter 6, “Change Management”

Chapter 7, “Common Operations Services”

The responsibilities of PUMS and LMs for each type of flow are described in:

Chapter 9, “General Management Services Function Sets”
Chapter 10, “Specialized Management Services Function Sets for Entry
Points”

The figures referenced in the next sections have numbers along the left side
identifying each stage of the flow. These same numbers are used in the
description of each stage.
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Unsolicited Flows

Network LMS
Operator CPMS PUMS Component
. . . MS data .
)] . . - .
. . data RU .
(2) . - . .
. ‘. +RSP(RU) . .
(3) . > .
. MS data . . .
@ < :

Figure 2-4. The Unsolicited Flow

Figure 2-4 shows an unsolicited flow of management services data. The flow
consists of the following stages:

1. As a result of the occurrence of some specified condition, an LMS compo-
nent passes management services data to PUMS. An example of a condition
that initiates an unsolicited flow is detection of an error of a certain type.
An exhaustive list of the conditions under which an LMs component passes
data unsolicited to PuMS appears in the discussion of each individual man-
agement services function.

2. puMs formats the data it receives into a management services RU, in some
cases adding additional data of its own such as product identification; then
it sends the RU to cPMS on an sscp-pu session. The general term “data
record,” and the more specific “data NMvT,” refer to management services
records flowing from puMs to cpPMms. The terms apply to both solicited and
unsolicited records. A management services record flowing in the other
direction, from cPMs to PUMS, is termed a “request NMVT.”

3. cPMs sends a response upon receiving the Ru.

4, cpMs passes the management services data to the network operator.
Depending on the type of data involved, additional functions may be pro-
vided, such as routing the data to different operators, logging the ru, and
analyzing the data in certain ways.
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Request Without Reply Flows

Network LMS
Operator CPMS PUMS Component

. MS request . .

(1) >

. . request RU .
@ . >
. . +RSE(RU) .
) - .
. . . MS request
(4) . . >

Figure 2-5. The Request Without Reply Flow

Figure 2-5 shows a management services request, typically a command, for
which no reply is expected. The flow consists of the following stages:

1. A network operator enters a management+services request for one or more
specified resources. Certain requests allow the operator to specify only a
single resource; others allow for multiple resources to be specified implic-
itly, by, for example, directing a command to all Lus associated with a spec-
ified Pu. In any case, all resources specified in a request must be
associated with a single Pu. See the discussion of the individual flow for
statements of the types of requests supported. The network operator’s
request is passed to CPMS.

2. cpMs reformats the request and sends it to the appropriate instance of PuMs
on an SSCP-PU session.

3. PUMS receives the request RU and parses it. If it finds an error, it sends a
-RsP to cpPMs. Otherwise, it sends a +RsP.

4. Having received a management services request, PUMS passes the request
to the appropriate LMs component. If the request RU specified more than
one resource, PUMS passes multiple requests, one for each resource to
which the request was directed.
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Request/Reply Flows for Non-Bulk Data

Network LMS
Operator CPMS PUMS Component
. request for MS data . . .
(1) > .
. . request RU . .
(2) . > .
. . +RSP(RU) . .
(3) . < .
. . . request for MS data .
(4) . . »
. . . MS data .
(5) . . P
. . data RU . .
(6) . < .
. . +RSP(RU) . .
(7) . >
. MS data . .
(8) < .

Figure 2-6. The Request/Reply Flow for Non-Bulk Data
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Network LMS
Operator CPMS PUMS Component
. request for MS data .
(1) —
(multiple resources) . request RU

.

Ve o «

(2) .
. . +RSP(RU) .
(3) . “« .
. . . request for MS data .
(4) . . >
. . . (resource 1) .
. . . MS data .
(5) . . <
. . data RU . (resource 1) .
(6) . < .
. . +RSP(RU) . .
n . > .
. MS data . . .
(8) « . request for MS datat! .,
(4) . (resource 1) . >
. . . (resource 2) .
. . . MS data .
(5) . . <
. . data RU . (resource 2) .
(6) . < .
(7) . +RSP(RU) . . .
. MS data . . . :
(8) < . . request for MS data .
@ . (resource 2) . . N
. . . . (resource n) .
. . . . MS data .
(5) . . . < o
. . . data RU . (resource n) .
(6) . « .
B . +RSP(RU) . .
mn . > .
. MS data . .
(8) < . .
. (resource n) . . .

1 The architecture allows requests to the LMS to be made before previous requests
have been replied to and sent to CPMS.

Figure 2-7. The Request/Reply Flow for Non-Bulk Data (Multiple Resources). This flow
is the same as the flow for a single resource (Figure 2-6) except that
stages 4 through 8 are repeated for each resource specified.

Figure 2-6 on page 2-10 and Figure 2-7 show two varieties of a request/reply
flow for non-bulk management services data. The flow consists of the following
stages:

1. A network operator requests a particular type of management services data
from one or more specified resources. Requests for certain types of data
allow the operator to specify only a single resource; others allow for mul-
tiple resources to be specified implicitly, by, for example, requesting data
from all LUs associated with a specified Pu. In any case, all resources spec-
ified in a request must be associated with a single pu. See the discussion
of the individual flow for statements of the types of requests supported. The
network operator’s request is passed to cPMs.
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. cpMs reformats the request and sends it to the appropriate instance of puMs

on an SSCP-PU session.

. PUMS receives the request RU and parses it. If it finds an error, it sends a

-RsSP to cPMs. Otherwise, it sends a +RsP.

. Having received a request for management services data, PUMS passes the

request to the appropriate LMs component. If the request RU specified more
than one resource, PUMS passes multiple requests, one for each resource
for which data was requested.

. The LMs component acts on each request that has been passed to it. It

gathers the requested data and passes it to PUMS.

. PUMS builds a management services RU with the data that was passed to it,

including additional data of its own, such as a time stamp; then it sends the
RU to CPMS On an SSCP-PU session.

. CPMS sends a response upon receiving the RuU.

. CPMs passes the requested management services data to the network oper-

ator that made the request.

One aspect of the soliciting/solicited flow not apparent in Figure 2-6 on
page 2-10 and Figure 2-7 on page 2-11 is the muitiplicity of levels at which
request/reply correlation must take place. pums must first correlate the data it
receives from LMs with the request that elicited it. Next, cPMS must correlate
the data Rus it receives with the request Rus that it has sent.

Correlation is made more complicated in all of these instances by the following:

* MS major vectors may be sent either solicited or unsolicited. Thus, in a

particular case, one of these major vectors may correlate with no request at
all.

When multiple resources are specified on a request, more than one reply
will correlate with that single request. Thus, at both points of correlation, it
must be determined not only which request a particular reply correlates to,
but also when the /ast reply for a given request has been received.

The NMVT contains a Procedure Related Identifier (PrID) field to be used by the
cpMs to correlate the data Rus it receives with the request Rus it sends.
Chapter 10, “Specialized Management Services Function Sets for Entry Points”
provides further details of how request/reply correlation is done at each level.
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for Bulk Data

Retrieving Bulk Data

(1)

(2)

(3)
(4)
(5)
(6)

— Focal Point —— — Entry Point ——
Network SNA/MS SNA/FS SNA/DS SNA/FS SNA/MS
Operator server server
request for . . . . .
. MS data . . . . .
. SNA/FS
. . request .
. . . . . SNA/FS
request
. . . s
. bulk data . .
. signal .
. reply . . . . .

Figure 2-8. The Request/Reply Flow for Retrieving Bulk Data from an Entry Point

Figure 2-8 shows a request/reply flow to retrieve bulk management services
data.

sNA/File Services (SNA/FS) architecture is used by management services for bulk
data transport. For a description of this architecture, refer to SNA/File Services
Reference, SC31-6807

For a more detailed understanding of the architectural components traversed in
each node, and their sequence, refer to “Transport of Bulk Management Ser-
vices Data” on page 8-4.

The flow consists of the following stages:

1.

A network operator requests a particular type of bulk management services
data. The network operator’s request is passed to sNA/Ms in the focal
point.

Based on the information passed to it in the request, the focal point sNnaA/MS
formats an sNA/FS request. The request flows on a sSNA/DS  conversation
between the focal point and the entry point.

Having received a request for management services data, SNA/MS passes
the request to the sNa/Fs server.

The sNasFs server fetches the requested bulk data and sends it to the focal
point SNA/MS on a SNA/DS conversation.
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5. The SNA/Fs server at the focal point stores the bulk data and sNA/DS notifies
SNA/MS that it has arrived, passing the report in the agent object.

6. sNA/Ms notifies the network operator that the bulk data has arrived.
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Sending Bulk Data

(1)
(2)
(3)

(4)
(5)
(6)

— Focal Point —— — Entry Point ——
Network SNA/MS SNA/FS SNA/DS SNA/FS SNA/MS
Operator server server

.request to send
. SNA/MS data

.
0
.
»
» o
.
.

e e o & s e o o

. . request . .
. e . .
. . request and bulk data . .
. . . . . request .
. . . . |
. . . report . .
. report . . .

Figure 2-9. The Request/Reply Flow for Sending Bulk Data to an Entry Point

Figure 2-9 shows a request/reply to send bulk management services data. The
flow consists of the following stages:

1.

A network operator requests that a particular type of bulk management ser-
vices data be sent to an entry point. ‘A management services function
related to the data may be requested in addition. The network operator’'s
request is passed to sNA/Ms in the focal point.

Based on the information passed to it in the request, the focal point sSNaA/Ms
formats either a request cP-Msu or an sNA/FsS  request, depending on
whether or not a management services function over and above simple file
transfer is requested. SNA/MS invokes its sNA/Fs  server to fetch the bulk
data from storage.

The request and bulk data flow on a sNA/DS conversation between the focal
point and the entry point.

The sNa/Fs server in the entry point stores the bulk data and sNa/Ds notifies
sNA/MS that it has arrived, passing the cp-Msu or SNA/Fs request in the agent
object. '

. SNA/MS generates either a report CP-MSU or an SNA/FS report as appropriate,

and sends it to the focal point SNA/MS on a SNA/DS conversation.

. After the report has reached the focal point, SNA/Ms passes it to the network

operator that made the request.
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Problem management is the process of managing a problem or potential
problem from its detection through its final resolution. The term problem
denotes an error condition resulting in a loss of availability of a system
resource that is visible to an end user. Problems may originate in hardware,
software (operating systems and applications), microcode media, or as a result
of external causes such as user procedures or environmental abnormalities.
For an overview of the elements of problem management and their relation-
ships to one another, refer to Figure 3-1.

0ecececssosncocsecssssssnne

Problem Bypass
and Recovery ]

\ 4

* Problem Determination

............. e |

Problem Diagnosis . Problem Tracking
. —> and Control

L N XX N]

|

Problem Resolution

NOTE: SNA management services are provided to assist with elements bounded by «++<-.

Figure 3-1. Overview of Flow Between Problem Management Elements

Problem Determination

Problem determination is the element of problem management that detects a
problem or impending problem and completes the steps necessary for problem
diagnosis to begin. Refer to Figure 3-2 on page 3-5 for an overview of the
steps required for problem determination.

The problem-determination process may be performed automatically by a
system process, may be performed as a series of manual processes, or may be
a combination of both automated and manual processes. There are two types
of problem determination: node problem determination and system problem
determination.

* Node problem determination addresses the class of problems associated
with a node and its resources that are managed by a local node operator
(either programmed or human). Typical of the type of problem managed by
a local node human operator are “intervention required” situations such as
“out of forms,” “forms jam,” and “mount requests.”
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* System problem determination is managed by a network operator at a
network control center, and provides the management of those problems
that are not managed by the local node operator.

The term problem determination as used in this book refers only to system
problem determination.
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error detection
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1 The network operator will contact personnel responsible for problem diagnosis.

Figure 3-2. Overview of Problem-Determination Steps
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Overview

Problem Detection

To complete system problem determination, network operators (human or pro-
grammed) must first be aware that a problem exists and then have access to
the data that will lead to the identity of the failing system resource, e.g., a
machine or a link, and the data required to determine the organization respon-
sible for its maintenance. System problem determination is composed of the
following steps:

The detection step of problem determination provides for the recognition of the
loss or impending loss of availability of a system resource to an end user. The
action of a network operator may be required for some or all of the problem
determination, problem diagnosis, or problem resolution processes. The fol-
lowing conditions are detectable:

* Permanent loss of the availability of a resource that can be corrected only
by intervention external to the reporting component ’

* Temporary loss of the availability of a resource that is corrected without
intervention external to the reporting component

This includes cases where the resource cannot consistently be used in the
manner in which it was intended because of recurring errors.

¢ Response-time degradation beyond a predetermined value

* Problems recovered from, the existence of which prevented reporting at the
time of occurrence

* Anomalies that have the potential to cause an interruption in availability to
the end user, e.g., display screens starting to distort, a temperature out of a
tolerable range, or a machine emitting a strange noise

Problem detection may be performed by any of the following:

* Local management services

* An end user or node operator (in cases where a problem is not automat-
ically detected by local management services)

Collection and Analysis of Problem Data

The collection and analysis step of problem determination determines the fol-
lowing:

* Problem origin and cause

— Physical identity of the system resource that caused the problem; e.g.,
machine type, model number, and serial number

— Logical identity of the system resource that caused the problem, e.g.,
the name or address used by the system to identify the resource (This
information is dynamic and may be changed by system generation or
customization options.)

— A very brief generic description of the problem and classification of its
cause to one of the following:
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— Hardware

— Software

— Microcode

— Media

— External cause; e.g., the end user

This information is used in conjunction with system and/or user procedures
so that the service organization responsible for problem diagnosis can be
determined, directed to the location where the problem exists, and have a
brief description of the problem to be worked on.

Sufficient data to complete problem determination should be collected at
the first occurrence of a problem. When possible, problem diagnosis data
is also collected and analyzed at this time. If sufficient data is not collected
at the time of the initial error, the problem will have to be re-created before
problem determination and/or problem diagnosis can be completed. This is
often unreliable and time consuming if the problem is intermittent.

The analysis step processes not only problem data (as collected by the
problem-data collection step) but also other network management data that
may be pertinent to the problem, such as change management or config-
uration management data.

e Action to be taken by the network operator to complete problem determi-
nation

» Severity or impact of the problem; e.g., permanent or temporary, so the
network operator may set the priorities of the actions required

e Correlation of the following:

— Data related to this problem that is required for problem diagnosis or
problem resolution

— End-user verbal reports of this same problem

— Other unsolicited notifications for this same problem sent by other
nodes; Alerts are an example of of unsolicited notifications which are
explored further in this chapter.

The collection and analysis of problem data may be performed by some or all
of the following: ‘

* The detector of the problem, i.e., the end user or local management ser-
vices

* The local system operator (if applicable) if analysis had not been completed
when the problem was reported by either an unsolicited notification or a
verbal report

* The network operator if collection and analysis had not been completed
when the problem was reported by either an unsolicited notification or a
verbal report

The collection may be an iterative process and may use any or all of the
following methods:

— Manually observing other indications at the control point
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— Requesting the local node operator at the node reporting the problem to
manually observe other indications of the problem at the node

— Requesting the local operator at the node reporting the problem to use
services available at that node

Reporting of Problem-Determination Data
The reporting step of problem determination provides for reporting of problem-
determination data to the control point responsible for managing the resource
determined to be the origin of the problem.

* |f an end user detected the problem, it may be reported directly to the
network operator by a phone call or to the control point by a manually-
initiated management services RU (Alert). It is optional for products to
provide a mechanism to allow an operator or end user to initiate a manage-
ment services RU (Alert).

e |If local management services detected the problem, it would report it to
PUMS to be reported to the control point using a management services RU
(Alert).

Recording and Retrieval of Problem-Determination Data
The recording and retrieval step of problem determination is implemented at
the control point, processes only that data reported via Alerts, and provides the
following:

¢ Selective logging of Alert data on the Alert data base, based on criteria
specified by the network operator

» Data base management {e.g., storage, retrieval) of the collected data

* |Interaction with the problem tracking and control and problem bypass and
recovery elements

Presentation of Problem-Determination Data
The presentation step of problem determination is implemented at the control
. point and provides the following:

¢ Selective presentation of Alert data to the network operator based on cri-
teria such as Alert type or product type

* Formatting and presentation of problem-determination data to the network
operator in a manner designed to foster real-time awareness

Processing of Requests for Problem-Determination Data
The request step of problem determination is implemented at the control point
and provides a mechanism for the network operator to request data from the
Alert data base, or from the data-collection step for those cases where the data
was not automatically reported.
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Problem Diagnosis

Problem diagnosis is the element of problem management that determines the
precise cause of a problem and reports the precise action required to resolve
the problem. Figure 3-3 gives an overview of the steps required for problem
diagnosis.

from
problem determination

| collection of diagnostic datal |«

l

analysis of diagnostic data

processing requests for
diagnostic data2

reporting and presentation of T
problem resolution data
from
problem determination

1 If this process is performed automatically, it is started by the problem
detection function of problem determination.

2 If this process is not performed manually, the network operator will contact
the personnel responsible for controlling it.

Figure 3-3. Overview of Problem Diagnosis Steps

The problem-diagnosis process may begin at the node detecting the problem
and may be distributed through as many other nodes as is necessary for com-
pletion. The process may be performed automatically by a system process,
may be performed as a series of manual processes, or may be a combination
of both automated and manual processes.

If problem diagnosis is performed automatically by the system. it is usually
done in parallel with problem determination, beginning with the collection step
and ending with the presentation of both problem-determination and problem-
resolution data. See Figure 3-4 on page 3-16 and Figure 3-5 on page 3-17 for
details.

If problem diagnosis is performed manually, it begins at the conclusion of

problem determination. Problem-determination output is used to determine the
system resource responsible for the problem and the general area where
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problem diagnosis will begin. If diagnostic data was gathered automatically
with problem-determination data, it is used to assist in problem diagnosis.: “If
additional data is needed, it is gathered and analyzed manually or with the help
of problem management services. Some problems may require several iter-
ations of this process, each time gaining more data and eliminating more com-
ponents from the set of possible causes.

Overview
Problem diagnosis is composed of the following steps:

Collection of Diagnostic Data
The collection step of problem diagnosis gathers information necessary to
support the analysis step of problem diagnosis. Problem-diagnosis data is typi-
cally unique to an implementation and is defined in implementation documenta-
tion. The transport of that data, if it is available, is defined by management
services. The collection step may be performed by any of the following:

* Local management services or cPMs (In these cases the diagnostic data or
problem-resolution data is transported in an Alert.)

¢ Personnel responsible for problem diagnosis using the following:
— Serviceability aids and tools available at the node

— Resource control commands Query Resource Data and Test Resource if
supported at the node

— Execute Command to transport requests for functions available at the
node that are not otherwise within the scope of snaA/Management Ser-
vices.

Analysis of Diagnostic Data
The analysis step of problem diagnosis processes diagnostic data to determine
the precise cause of a problem and the precise action required for its resol-
ution. The analysis step may be performed by any of the following:

* Local management services or cPMs {In these cases the diagnostic data or
problem-resolution data is transported in an Alert.)

» Personnel responsible for problem diagnosis using any of the following:
— SNA problem management services at the control point
— Serviceability aids and tools available at the node.

— Manual analysis of diagnostic data either at the node or at the control
point

— Use of the probable cause data reported by Analyze Status if it is sup-
ported at the node.

The output of this step is referred to as problem-resolution data.
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Reporting and Presentation of Problem-Resolution Data
The reporting and presentation step of problem diagnosis reports the data
required for problem resolution as follows:

 If personnel responsible for problem diagnosis performed the collection and
analysis, it sends the problem-resolution data to them.

¢ |f local management services performed collection and analysis, it sends
the data to pums, which in turn sends the data to cPMms via an Alert.

* |f cpMs performed collection and analysis, it sends the data to the Alert-
processing function.

Processing Requests for Diagnostic Data
The request step of problem diagnosis provides a mechanism for the operator
to allow diagnostic data to be requested for those cases where collection, anal-
ysis, and reporting are not performed automatically by a system process and
must be controlled by personnel responsible for problem diagnosis.

Problem Determination and Problem Diagnosis via Alerting

Functions Provided
The puMs component of each pu within a network provides an unsolicited notifi-
cation when a problem is detected with any system resource that it manages or
uses. That notification is an Alert. For details on the types of problems to be
reported, refer to “Problem Detection” on page 3-6. The unsolicited notification
is reported to the control point for the failing system resource, and provides a
method for transporting data related to the problem.

Alerts are processed (filtered) at the control point to determine if they should be
stored or presented to a network operator.

The advantages of using unsolicited notifications are as follows:
* They facilitate the managing of a network from a central location.

* They provide immediate notification to the network operator of the exist-
ence of a problem and the action to be taken. Alerts allow the network
operator to be aware of the problem before the end user complains about
the loss of availability, thus aiding responsiveness to and communication
with the end user.

¢ They provide for the transport of data captured at the time of failure rather
than having to depend on later re-creation techniques that may not be effec-
tive.

¢ They provide for automating problem determination and problem diagnosis,
thus decreasing the time and skill level required to resolve problems.
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Relationship of Errors, Problems, and Alerts
The relationship of errors, problems, and unsolicited notifications must be
understood before the conditions under which Alerts are sent can be under-
stood. Before continuing, the reader should be familiar with the following
terms: Alert, Alert condition, error, error condition, problem, and impending
problem. Refer to the glossary at the back of this manual for precise defi-
nitions.

We can see from the definitions of the previously mentioned terms that error
conditions become problems only when they affect availability, and become
impending problems only when they threaten to affect availability. Also, prob-
lems or impending problems are reported by unsolicited notifications only when
they require action by the network operator.

The term “impending problem” covers two different senses in which a condition
may threaten to affect availability:

* If a quantity, such as temperature or utilization, will affect availability if it
exceeds a particular threshold, then it threatens to affect availability as it
approaches this threshold.

* |If a piece of redundant hardware or software fails, then it threatens to affect
availability by reducing the level of redundancy in place to handle the next
failure. This is true regardless of whether the initial failure occurrs on the
then-active component, forcing a switchover to a backup, or on a backup
component not currently in use.

The Alert is sent to communicate the existence of a problem or impending
problem for which some or all of the process of problem analysis has been
completed, taking into consideration all of the available problem data, by the
node detecting the problem.

Problems can be detected only in those cases where a loss of availability can
be detected. The following methods may be used to detect a loss of avail-
ability.

e Availability can be measured in those cases where it is possible to predict
the performance that can be expected. If this can be done, it is possible to
detect a performance level that deviates from the norm by an amount that
for all practical purposes constitutes a loss of availability to the end-user
and thus can be defined as a problem. This procedure is referred to as
performance analysis.

e Rather than directly detecting a loss of availability, a procedure referred to
as error-rate analysis can be used to infer loss of availability.

Error conditions are divided into two categories, irrecoverable and recover-
able, which vary in their effects on availability.

— lrrecoverable error condition

— The occurrence of n consecutive errors of certain types constitutes
an irrecoverable error condition. The number n varies depending
on the type of error, implementation, or technology, and defines a
threshold beyond which subsequent retries of the operation that
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prompted the initial error have little or no chance of resulting in a
successful operation. Other thresholding techniques may also be
used to determine an irrecoverable error condition. The technique
used depends on the product or the technology involved.

— For errors of certain other types, a single occurrence constitutes an
irrecoverable error condition. The operation resulting in the error is
not retried. An example of this type of error is an “off-line,” “una-
vailable,” or “data unsafe” condition indicated via status or sense
information.

Unless specifically defined by the architecture, it is left to each imple-
mentation to determine what constitutes an irrecoverable error condi-
tion. Thresholds for these purposes may be set and/or modified by
system definition parameters or by local or remote operators.

Most irrecoverable error conditions cause a loss of availability of a
system resource and thus fall into the category of problems. If,
however, the operation requested by the end user is completed without
the end user’s knowledge of a loss of availability, the irrecoverable
error condition is not classified as a problem. This may be the case in
devices that have redundant hardware logic or other alternate means of
performing an operation. These cases fall into the category of
impending problems since the error condition cannot be resolved and
the affected component will not be available without external inter-
vention.

Note that an error that is unrecoverable at one level within a node may
be recoverable at a different level within the same node. In this section
the term “irrecoverable error” indicates as error that is not recoverable
at any level within the node experiencing it.

Recoverable error condition

Recoverable error conditions can be categorized as problems or
impending problems when they have been judged to cause, or to have
the potential for causing, a loss of availability to the end user. The fol-
lowing criteria may be used to make this judgment:

— Availability may be affected when the accumulated number of recov-
erable error conditions equals some preset threshold. The
threshold may be described as x failures out of y attempts, or x
failures in t time. It may also be described as x consecutive fail-
ures followed by a good operation, as long as x is less than the
threshold used to determine an irrecoverable error condition.

— Auvailability may be affected by a single occurrence of an error such
as exceeding a buffer threshold, storage usage threshold, or queue-
length threshold. i

Unless specifically defined by the architecture, it is left to each imple-
mentation to determine what constitutes a loss of availability; such
thresholds used to make this determination are dependent upon the
error type and the device and are considered to be implementation
unique. They may be set and/or modified by system definition parame-
ters or by local or remote operators.
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If both performance analysis and error-rate analysis are used to indicate the
existence of a problem, two indications may exist for the same problem. This
may aid in problem determination since it may indicate that it was the error
condition that caused the loss of availability detected also as abnormal per-
formance.

Errors conditions that do not affect availability and thus are not reported as
problems may be logged locally. This data will be available, if required, for
problem diagnosis. Logging of error data is an implementation decision based
on the service requirements. Another option for error conditions that do not
immediately affect availability is to report them as impending problems. Typi-
cally, this type of reporting is used for cases where temperatures or voltages
are out of specification but the device continues to function normally. Reporting
as an impending problem can also be used for error rates that do not affect
availability but are judged by an implementation to be beyond what is normally
expected.

Variations in Alert Data
Because of the variety of problems that may be encountered and the various
ways that they may manifest themselves, it is not always possible for products
to generate Alerts that contain complete problem determination and problem
diagnosis information. The network operator may be presented data that
represents any of the following situations:

* A problem has been detected but analysis is not complete. The origin and
general cause of the problem have not been determined. Some data may
have been gathered.

Action Required by Network Operator

The network operator is responsible for any additional collection of problem
data that may be required, and for analysis to determine the general cause
and the resource that is the origin of the problem. Collection may consist
of: (1) retrieving data that was collected at the time of the failure but was
not sent with the Alert; (2) running diagnostics to attempt to re-create the
failure and collect data about it. User procedures are then employed to
determine the organization responsible for problem diagnosis for further
handling of the problem.

e A problem has been detected, analysis has been completed, and the origin
and general cause of the problem have been determined.

Action Required by Network Operator

The network operator is responsible for employing user procedures to
determine the organization responsible for problem diagnosis and further
handling of the problem.

e A problem has been detected, analysis has been completed, and the origin
and general cause of the problem have been determined. Problem diag-
nosis data has been collected but analysis of that data is not complete. The
action required for problem resolution is not known.

Action Required by Network Operator
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The network operator is responsible for employing user procedures to
determine the organization responsible for problem diagnosis. The
problem and the collected problem diagnosis data are turned over to that
organization.

e A problem has been detected. Analysis has been completed and the origin
and general cause of the problem have been determined. Problem diag-
nosis data has been collected and analysis of that data is complete. The
action required for problem resolution is known.

Action Required by Network Operator

The network operator is responsible for using user procedures to determine
the organization responsible for problem resolution. The problem and the
collected problem resolution data are turned over to that organization.

Figure 3-4 on page 3-16 shows the minimum function supplied by the Alert (the
transport of problem data or problem-determination data). Figure 3-5 on
page 3-17 shows the maximum function supplied by the Alert (the transport of
problem determination and diagnostic or problem-resolution data). The differ-
ences between the two figures have been underscored in Figure 3-5.

Note that in Figure 3-4, if complete problem-determination data is not presented
to the network operator, the operator must use manual procedures to perform
collection and analysis until problem determination is complete and the
problem may be given to the personnel responsible for problem diagnosis. In
Figure 3-5, if problem diagnosis has been completed and complete problem-
resolution data is presented to the network operator, the network operator wiil
contact the personnel responsible for problem resolution. If problem diagnosis
is not complete, the network operator will contact the personnel responsible for
problem diagnosis to use manual procedures to perform collection and analysis
until problem diagnosis is complete and the problem may be given to the per-
sonnel responsible for problem resolution.
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Implementation

Format Usage

Alert support is provided in a pu by the “EP_ALERT Function Set” on page 10-3.
This is a base function implemented by all nodes.

'NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)

Alert Major Vector (X'0000')
Flow: From PU to SSCP (Normal)

An Alert may be initiated when any nodal component detects a condition indi-
cating the loss or impending loss of availability of a system resource to an end
user. It is thus a flow of the type described in “Unsolicited Flows” on page 2-8.
Information to be included in an Alert (X'0000') major vector is passed from the
initiating LMs to puMms. The Alert major vector contains the type of the Alert, a
general classification and cause of the condition being reported, the identity of
the resource to which the Alert applies, and additional information to assist in
problem determination. PuMs constructs an NMvT containing this major vector
and sends it to cPMs.

When cpMs receives the NMvT, it optionally logs the data, and passes it to the
network operator. Refer to Figure 3-6 for an example flow.

Network LMS
Operator CPMS PUMS Component

Alert data

4
.

NMVT (X'0000') .

+RSP (NMVT)

Alert data

Figure 3-6. Example Flow Showing an Alert

Figure 3-7 on page 3-19 illustrates a special type of Alert, the delayed Alert. If
the condition causing the Alert interrupts communication between pums and
cPMS, the Alert cannot be sent immediately. In this case, PuMs stores the Alert
until communication with cPMs has been re-established. It then sends the Alert
to cpMms.

3-18 SNA/Management Services Reference



Part |

Network LMS
Operator CPMS PUMS Component
X X error * detected
X X . Alert data
X X <
X X
X X .
. . X session x . .
X interrupted x
X X
. X X .
. X X .
. NMVT (X'0008')
. _ . +RSP(NMVT) .
Alert data

Figure 3-7. Example Flow Showing Delayed Alert. The Alert is reporting a condition
that caused it to be delayed, in this case a condition that interrupted the
SSCP-PU session.

Related to delayed Alerts are held Alerts. Like a delayed Alert, a held Alert
cannot be sent immediately because of an interruption in communication
between puMs and cpMms. The held Alert, however, does not report the condi-
tion that caused the interruption; it instead reports some (typically) unrelated
condition, that just happened to be detected when communication was inter-
rupted. The key difference between held and delayed Alerts lies in the fact that
if a delayed Alert successfully reaches cpMs, then it follows that the problem it
reports has been either resolved or bypassed, at least temporarily. Otherwise,
the delayed Alert could not have reached cpMs. With a held Alert, no such
inference is possible: the problem it reports may have been resolved or
bypassed, but it is equally possible that it is still impacting availability.

Link Services

Managing Links

Link services assists in problem determination and problem diagnosis for prob-
lems associated with communication links.
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Links Traversing X.21 Networks

SNA primary SNA secondary
type 4 inter—exchange remote
node —> network > node
|<—-————>| 4—-——>| local loops
| =l X.21 network

Note: The remote node can be either a type 2 node or a
boundary-function-attached type 2.1 node

Figure 3-8. Boundary Function Attachment Over an X.21 Network

Functions Provided:

Figure 3-8 shows a type 4 node communicating with either a type 2 node or a
boundary-function-attached type 2.1 node over a link established by means of
an X.21 Network. For an introduction to X.21 networks see CCITT Recommenda-
tion, X.21, 1984,

The management services support unique to X.21 link connections is limited to
one function: issuing Alerts for such conditions as unsuccessful connection
attempts and network timeouts. The type 2 node or the boundary-function-
attached type 2.1 node issues a delayed Alert for an unsuccessful short-hold
mode reconnection. The delayed Alert is sent only if the type 4 node with
which the sernder establishes a connection is the same one to which the recon-
nection attempt was directed; if a different type 4 node is reached, no Alert is
sent.

No Alert is issued by a type 2 or boundary-function-attached type 2.1 node for
an unsuccessful initial connection, since at this point the sending node would
be unknown to the network, and thus the Alert would serve no purpose. (For a
description of the format that supports the establishment of a short-hold mode
connection, see the Format 1 continuation of xip, in Systems Network Architec-
ture Formats, GA27-3136.)

Implementation: -

Alert support in the boundary-function-attached type 2.1 node and the type 2
node includes Alerts issued for the X.21 network. See “EP_ALERT Optional
Subset 9 (X.21 Alert)” on page 10-22.

Format Usage:

The only format involved in the management of the links traversing X.21 net-
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works is the Alert. See “X.21 and X.21 Short Hold Mode Alerts” on page A-69
for a list of the Alerts defined for links traversing X.21 networks.
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SDLC Links

BF-attached
Type 2.1 Node Type 2.1 Node
peer—to—peer

SDLC Tink

Note: BF-attached denotes boundary-function-attached

Figure 3-9. Peer-to-Peer SDLC Link Between Type 2.1 Nodes. The boundary-function-
attached type 2.1 node may contain either the primary or the secondary
station for the spLc link.

Functions Provided:

Figure 3-9 shows a peer-to-peer sbLc link between a boundary-function-
attached type 2.1 node and a remote type 2.1 node. In this configuration, the
boundary-function-attached type 2.1 node sends Alerts to its sscp for the logical
link with its peer type 2.1 node. The boundary-function-attached type 2.1 node
may contain either the primary or the secondary station on the sbLc connection,
and will send different Alerts accordingly.

Implementation:

Alert support in the boundary-function-attached type 2.1 node includes Alerts
issued for the spLc logical link with its peer type 2.1 node. See “EP_ALERT
Optional Subset 8 (SDLC/LAN LLC Alert)” on page 10-22.

Format Usage:

The only format involved in the management of the spLC logical link between a
boundary-function-attached type 2.1 node and its peer type 2.1 node is the Alert.
See “SDLC Alerts” on page A-55 for a list of the Alerts defined for spLc logical
links.
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Links Traversing Local Area Networks
The next four sections discuss four types of management for Local Area Net-

works (LANS):
* Medium-Access Control- (MAC-) level management for token-ring LANSs

¢ MAc-level management for Carrier Sense Multiple Access with Collision
Detection (CSMA/CD) LANS

¢ MAc-level management for bridged LANs; the LAN bridges may connect two
token rings, two CSMA/CD busses, or one ring and one bus

¢ Logical Link Control- (LLc-) level management for logical links traversing
any of the three types of LANs listed above

Note that management of links traversing local area networks involves manage-
ment at both the MAC and LLcC levels. Thus a node responsible for managing
such a link must implement the functions described in “LLC-Level Management
for Links Traversing Local Area Networks” on page 3-30 in addition to those
.described for the appropriate MACs.
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MAC-Level Management for Token-Ring LANs:

BF-attached LAN Manager
Type 2.1 Node v Node
RS ‘ RS
Token Ring
RS RS RS
Type 2 Node Type 2.1 Node Non—-SNA Node

¢ RS denotes ring station
¢ pr-attached denotes boundary-function-attached

Figure 3-10. Nodes Communicating Over a Token-Ring LAN
Functions Provided:

Figure 3-10 shows an example of a token-ring LAN and its attached nodes. Five
nodes attached to the LAN are shown, each with a different role in the manage-
ment process:

¢ Boundary-function-attached Type 2.1 node

— Issues Alerts concerning the local LaN adapter (hardware check, pro-
gramming error, and removal from the ring), wire faults, and ring inop-
erative conditions. (see “Problem Determination and Problem
Diagnosis via Alerting” on page 3-11 for details on Alerts)

Note: The Alerts reporting the ring inoperative conditions are not sent
by this node if a LAN manager is managing the ring to which it is
attached. Knowledge of whether a LAN manager is present on a ring
must be defined locally at each Alert sender on the ring; there is no
mechanism for acquiring this knowledge dynamically.

— Participates in the mAc-level management functions required for man-
agement and operation of the ring. (See Token-Ring Network Architec-
ture Reference, SC30—3374, for details on the operation of token-ring
LANS)
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e Type 2 node:

— Participates in the MAc-level management functions required for man-
agement and operation of the ring

* Type 2.1 node (not boundary-function-attached):

— Participates in the MAc-level management functions required for man-
agement and operation of the ring

¢ Non-SNA node:

— Participates in the MAc-level management functions required for man-
agement and operation of the ring

* LAN Manager

— lIssues Alerts concerning the local LAN adapter (hardware check, pro-
gramming error, and removal from the ring), wire faults, remote LAN
adapter removal from the ring, ring inoperative conditions, excessive
soft errors, and program errors in the LAN manager (see “Problem
Determination and Problem Diagnosis via Alerting” on page 3-11 for
details on Alerts)

— The AN Alert Transport is contained within the LAN Manager and pro-
vides an “Alert pass-through” for sending Alerts to the focal point.
Devices and software on the LAN that experience error conditions can
build Alert messages and send them over the LAN to the LAN Manager.
The LAN Manager receives the Alert message and sends an Alert to the
focal point.

— Participates in the MAc-level management functions required for man-
agement and operation of the ring

Implementation:

Alert support in the LAN Manager and in the type 2.1 nodes includes Alerts
issued for the token-ring LAN link connection. See “EP_ALERT Optional Subset
7 (LAN Alert)” on page 10-21.

Format Usage:

The only format involved in the MAC-level management of a token-ring LAN. is

the NMvT Alert. See "Token-Ring LAN Alerts” on page A-1 for a list of the
Alerts defined for a node providing MAC-level management for a token-ring LAN.
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MAC-Level Management for CSMA/CD LANSs:

BF-attached . LAN Manager
Type 2.1 Node ‘ Node
S S

CSMA/CD Bus

Type 2 Node Type 2.1 Node Non—SNA Node

* s denotes station
» Br-attached denotes boundary-function-attached

Figure 3-11. Nodes Communicating Over a CSMA/CD LAN

Functions Provided: \

Figure 3-11 shows an example of a CSMA/CD LAN and its attached nodes. Five
nodes attached to the LAN are shown, each with a different role in the manage-
ment process:

* Boundary-function-attached Type 2.1 node

— Issues Alerts concerning the local LAN adapter (hardware check, pro-
gramming error, removal from the bus), lack of signal at the adapter,
and bus-inoperative -conditions. (see “Problem Determination and
Problem Diagnosis via Alerting” on page 3-11 for details on Alerts)

Note: The Alerts reporting the bus-inoperative conditions are not sent
by this node if a LAN manager is managing the bus to which it is
attached. Knowledge of whether a LAN manager is present on a bus
must be defined locally at each Alert sender on the bus; there is no
mechanism for acquiring this knowledge dynamically.

— Participates in the MAc-level management functions required for man-
agement and operation of the bus

* Type 2 node:

— Participates in the MAcC-level management functions required for man-
agement and operation of the bus

e Type 2.1 node (not boundary-function-attached):
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— Participates in the MAc-level management functions required for man-
agement and operation of the bus

* Non-SNA node:

— Participates in the MAc-level management functions required for man-
agement and operation of the bus

¢ LAN Manager

— lIssues Alerts concerning the local LAN adapter (hardware check, pro-
gramming error, removal from the bus), lack of signal at the adapter,
bus-inoperative conditions, unauthorized adapter insertion attempts,
and removal of remote adapters from the bus. (see “Problem Determi-
nation and Problem Diagnosis via Alerting” on page 3-11 for details on
Alerts)

— The AN Alert Transport is contained within the LAN Manager and pro-
vides an “Alert pass-through” for sending Alerts to the focal point.
Devices and software on the LAN that experience error conditions can
build Alert messages and send them over the LAN to the LAN Manager.
The LAN Manager receives the Alert message and sends an Alert to the
focal point.

— Participates in the mMAc-level management functions required for man-
agement and operation of the bus

Implementation:

Alert support in the LAN Manager and in the'type 2.1 nodes includes Alerts
issued for the csMA/CD LAN link connection. See “EP_ALERT Optional Subset 7
(LAN Alert)” on page 10-21.

Format Usage:

The only format involved in the MAC-level management of a CSMA/CD LAN is the

NMvT Alert. See “CSMA/CD LAN Alerts” on page A-13 for a list of the Alerts
defined for a node providing MAC-level management for a CSMA/CD LAN.
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MAC-Level Management for Bridged LANs:

BF-attached LAN Manager
Type 2.1 Node Node
RS RS
Token Ring
RS RS RS
LAN
Type 2 Node Bridge |{M-server Type 2.1 Node
RS
Token Ring
RS RS RS
M-server
Type 2 Node Type 2.1 Node Non-SNA Node

¢ RS denotes ring station
* M-server denotes LAN management server
» Br-attached denotes boundary-function-attached

Figure 3-12. Nodes Communicating Over a Bridged Token-Ring LAN. This figure
shows a bridge between two token rings; a bridge may also be between
two csma/cp busses, or between a token ring and a csma/cp bus.

Functions Provided:

Figure 3-12 shows an example of a bridged LAN and its attached nodes. Five
types of nodes, plus the bridge, are shown attached to the LAN, but the only
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ones with specific responsibilities for managing the bridged LAN are the LAN
Manager and those nodes attached to the remote ring (or bus) that contain a
LAN management server:

Node that is'attached to the remote ring or bus and contains a LAN man-
agement server; this node may, but need not be, the bridge itself

Assembles and analyzes MAcC-level from the other nodes attached to its
ring or bus, and forwards the results of this analysis to the LAN
manager

LAN Manager

Issues Alerts concerning the bridges and remote rings or busses it is
responsible for, as well as its logical connections to the LAN manage-
ment servers that provide it data about these bridges, rings, and
busses. (see “Problem Determination and Problem Diagnosis via
Alerting” on page 3-11 for details on Alerts)

The LAN Alert Transport is contained within the LAN Manager and pro-
vides an “Alert pass-through” for sending Alerts to the focal point.
Devices and software on the LAN that experience error conditions can
build Alert messages and send them over the LAN to the LAN Manager.
The LAN Manager receives the Alert message and sends an Alert to the
focal point.

Participates in the MAc-level management functions required for man-
agement and operation of the bridged LAN

Implementation:

Alert support in the LAN Manager includes Alerts issued for the bridged LAN.

Format Usage:

The only format involved in the MAC-level management of a bridged LAN is the
Alert. See “Bridged LAN Alerts” on page A-21 for a list of the Alerts defined
for a LAN manager providing MAC-level management for a bridged LAN.
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LLC-Level Management for Links Traversing Local Area Networks

BF-attached LAN Manager
Type 2.1 Node Node
RS ] RS
Token Rin .
RS RS ] RS
Type 2 Node Type 2.1 Node Non—SNA Node

¢ RS denotes ring station

* Br-attached denotes boundary-function-attached

. ... denotes a peer-to-peer (type 2.1 to type 2.1)
logical link connection

Figure 3-13. Logical Links Traversing a Token-Ring LAN. While the figure shows a
token-ring LaN, csMa/cD  and bridged LaNs also support such logical links.
In a bridged LaN, a logical link may traverse a bridge.

Functions Provided:

Figure 3-13 shows an example of a local area network and a peer-to-peer
logical link, between two type 2.1 nodes, that traverses it. The boundary-
function-attached type 2.1 node is responsible for issuing Alerts on the peer-to-
peer logical link.

Implementation:

Alert support in the boundary-function-attached type 2.1 node includes Alerts
issued for logical link connections traversing a LAN. See “EP_ALERT Optional
Subset 8 (SDLC/LAN LLC Alert)” on page 10-22,

Format Usage:

The only format involved in the management of LAN logical link connections is

the NMvT Alert. See “LAN LLC Alerts” on page A-41 for a list of the Alerts
defined for a node providing LLc-level management for links that traverse LANs.
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Links Traversing X.25 Packet-Switched Data Networks

type 4 packet-switched remote
node +—| data network +——> node
X.25 layer
(1) <+—| physical layer |#—» local loop
(2) +-—> link layer > access link
(3) +«—| packet layer |¢&—> Togical channel
SNA X.25 layer
(3a) |¢———— LIC layer ———>| logical link
or
0SI layer
(4) | ¢——— transport layer ————»| transport

Note: The remote node can be either a type 2 node or
a boundary-function-attached type 2.1 node

Figure 3-14. Boundary Function Attachment Over an X.25 Network
Functions Provided:

Figure 3-14 shows a type 4 node communicating with a type 2 or a type 2.1
boundary-function-attached remote node over a link established by means of an
X.25 Packet-Switched Data Network. For an introduction to X.25 networks see
The X.25 1984 Interface for Attaching SNA Nodes to Packet-Switched Data Net-
works General Information Manual, 1BM Publication GA27 —3761. Management
services support is provided for X.25 connections by providing for the issuance
of Alerts. ‘

Implementation:

The Alert support required for management services of X.25 link connections
may be found in “EP_ALERT Optional Subset 11 (X.25 Alert)” on page 10-24.

Format Usage:
The only format involved in the management of X.25 link connections is the
Alert. See “"Alerts for X.25 Link Connections” on page A-88 for a list of the

Alerts defined for a node that implements the X.25 protocols. The flow is of the
type described in “Unsolicited Flows” on page 2-8.
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Performance and accounting management is the process of quantifying, meas-
uring, reporting, and controlling the responsiveness, availability, utilization, and
costs of a data processing or information system. Response-time monitoring is
the only element of performance and accounting management for which sNA
management services have been provided.

Response-Time Monitoring (RTM)

Response-time monitoring (RTM) provides the capability to quantify, measure,
and report end-user response times for dependent Lus. Refer to Figure 4-1 for
an overview of the steps required for .RTM and the components in which the
steps are implemented.

events

collection and -
analysis of
response—time data |=

e |

......................................................................

collection of data
unique to reporting

PU PUMS
l forwarding requests to
forwarding requests set or modify response—
reporting of  [..... ees for response-time time collection or  |.......
response—time data data reporting parameters 4
l A A
recording and -
retrieval of
response—time data CPMS

processing of network
operator requests to

presentation of
response—time data
to network operator

processing of network
operator requests for
response—time data

set or modify response—
time collection or
reporting parameters

Figure 4-1. Overview and Placement of Response-Time Monitoring Steps

RTM provides for measurement of response time at the workstation, allows cor-
relation of transaction timing with application usage, allows network owners to
define how response times are to be measured, and allows the network oper-
ator to have real-time access to the response-time data.
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RTM is performed automatically, although a mechanism may exist for a human
operator to change the collection or reporting parameters, or to request
response-time data.

RTM is only supported for dependent Lus.

Functions Provided
Collection and Analysis of Response-Time Data
The collection and analysis function of RTM provides the following:

* Measurement and collection of end-user response times at the workstation
or controller according to definitions specified by the network operator (See
“Processing and Forwarding of Network Operator Requests” on page 4-5.)

* Collection of data that will identify any potential inaccuracy of the response-
time data, e.g., counter overflow or the activation of a new session before
the data from the previous session could be transmitted

e Collection of data that will allow the correlation of response times with
application usage, e.g., identification of primary and secondary LU

* Measurement of the total time period over which the data was collected.
Reporting of Response-Time Data

The reporting function of RTM provides for reporting of response-time data to the
RTM focal point under the following conditions:

* When solicited by the network operator

¢ Unsolicited on session deactivation, if specified by a network operator
command

¢ Unsolicited on counter overflow, if specified by a network operator
command.

Recording and Retrieval of Response-Time Data
The recording and retrieval function of RTM is implemented at the focal point
and provides the following:

. Determines if the response-time data is to be logged
* Provides data base management (e.g., storage, retrieval) of the collected
data.

Presentation of Response-Time Data
‘ The presentation function of RTM is implemented at the focal point and provides
the formatting and presentation of response-time data to allow the network
operator to view the following data: '

* A summary of the data for a specific LU over a user-defined time period
* Detailed data for a specific session for a single collection period

* Long-term trend for a specific Lu.
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Processing and Forwarding of Network Operator Requests

Implementation

Format Usage

This function provides a protocol boundary for the network operator to request
the following:

* Presentation of RTM data that is either requested from the RTM historical
data base or from the collection and analysis function.

* The setting of the following parameters in the collection and analysis func-
tion:

— The conditions under which unsolicited RTM data is reported

The following options are available:
— Report on session deactivation
— Report on counter overflow.

The response-time unit of measure

The number and size of the ranges in which response times are to be
reported

For example, range 1 could be defined as all transactions with a
response time of less than one second, range 2 as transactions falling
within one to two seconds, range 3 as two to four seconds, and so forth.
For each transaction, the appropriate range counter is updated. Up to
four response-time boundaries, defining up to five ranges, may be set,
and up to five response-time counters will be supported.

The definition of response times
The following measurement options are available:

— From the attention or action key depression to the arrival back at
the Lu of the first character that can alter the presentation space

— From the attention or action key depression until the LU is ready to
accept input from its end user

— From the attention or action key depression to the receipt and proc-
essing back at the Lu of Change Direction (cD) or End Bracket (EB)

— From the attention or action key depression to the receipt of the last
character of the last message received prior to the next attention or
action key depression.

Support of RTM is provided in a pu by “EP_RTM Function Set” on page 10-51.
This is an optional function set implemented by type 2 nodes.
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NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Request Response Time Monitor MV (X'8080")
Flow: From SSCP to PU T2.0 (Normal)

NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Response Time Monitor MV (X'0080")
Flow: From PU T2.0 to SSCP (Normal)

Setting of RTM Parameters

A network operator can request that RTM collection and reporting parameters
be set to specified values for all Lus associated with a particular Pu or for a
specified LU. Data necessary for the request is passed to cPMS.

cepMs formats the request into an NMvT containing a Request RTM (X'8080')
major vector and sends it to pums. The flow is of the type described in
“Request Without Reply Flows” on page 2-9.

When puMs receives the NMvT it does the following:

* |f the request was for a single LU, PUMS sends a request to the specified Lu.
Refer to Figure 4-2 for an example flow.

» |f the request applies to all Lus, PuMs determines the list of LUs configured
at the node, and sends requests to each of them. The flow is similar to
Refer to Figure 4-3 on page 4-7 for an example flow.

Network
Operator CPMS PUMS LUl

request to
. set RTM parameters .

>

(for LUL) . NMVT (X'8080')

>

+RSP(NMVT)

<+

request to set RTM parameters .

>
>

Figure 4-2. Example Flow Showing Request to Set RTM Parameters for a Single LU
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Network

. set RTM parameters .

Operator CPMS PUMS Lu1 Lu2 ...LUn

request to

»

(for all LUS) . NMVT (X'8080')

« We o o o
.

+RSP (NMVT)

request to
. . set RTM parameters .

>
>

request to
. set RTM parameters .

. request to
. set RTM parameters .

.

. . . .

Figure 4-3. Example Flow Showing Request to Set RTM Parameters for All LUs

Requesting RTM Data and Status
A network operator can request RTM data from a pu for a single LU or for all Lus
with accumulated data. Data necessary for the request is passed to cpMs.

cpms formats the request into an NMvT containing a Request RTM (X'8080')
major vector and sends it to puMs. The flow is of the type described in
“Request/Reply Flows for Non-Bulk Data” on page 2-10.

When PUMS receives the NMvT it does the following:

If the request was for a single LU, PUMS sends a request to the specified Lu.
If the LU currently has RTM data, both accumulated data and status are
returned; if it has no RTM data, or if it is inactive, only status information is
returned. Refer to Figure 4-4 on page 4-8 for an example flow of the
request for RTM data from a single Lu.

If the request applies to all Lus with accumulated data, puMs determines the
list of Lus configured at the node, and sends requests to each of them.
Each LU responds to this request with its RTM status; if the LU currently has
RTM data, it includes this data as well. For each Lu that responds with both
accumulated data and status, puMs immediately builds an NMvT containing
an RTM (X'0080') major vector and sends it to CPMS.

puMs discards responses from Lus that have no data, with the possible
exception of the last one. An NMvT containing an RTM (X'0080') major
vector with RTM status information may, if PUMS so elects, always be sent for
the last Lu, even if this LU returns no data to PuMs. By always sending a
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reply for the last LU, PUMS is able to send replies for preceding Lus imme-
diately, and thereby avoid the expenses associated with lookahead; other-
wise it would have to hold each reply until it had determined whether or not
that reply would be the last one for the request.

If no LU has accumulated RTM data, it sends a single reply containing RTM
status information for its last configured Lu. Refer to Figure 4-5 on page 4-8
and Figure 4-6 on page 4-10 for example flows.

When cPMs receives each NMvT, it optionally logs the data and passes it to the
network operator.

Network

Operator CPMS PUMS LUl
. request for .
. RTM data and status .
. (for LU1) . . .
. . NMVT (X'sose') . .
. . +RSP(NMVT)
. - request for
. . . RTM data and status .
. . . RTM data and status .
. . . or RTM status .
. . NMVT (X'ee80') . .
. . +RSP(NMVT) . .
. RTM data and status > .
. or RTM status . . .
. (for LU1) .

Figure 4-4. Example Flow Showing Request for RTM Data and Status for a Single LU,
and the Resulting Reply
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Network .
Operator CPMS PUMS Lu1 Lu2... Lun

. request for
. RTM data and status

e o o o

Y -

(for all LUs) . NMVT (X'8080')

Ve o o o o

. +RSP(NMVT)
“ request for
. . RTM data and status

Vo o o o o

e o o o ® s o e+ & o s e

RTM data and status .

A o o

. NMVT (X'0080')

. +RSP(NMVT) .

v

RTM data and status .

A * o o o s+ o s e s e e s o =

e o o o o e o o e o

e o o o e o e o

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

»

>

. (for LU 1) . . :

. . . request for

. . . RTM data and status

. . . RTM status . . .
. . . . request for . . .
. . . RTM data and status . . .
. . . RTM status? . .

. . NMVT (X'eeso') . . . .
. . +RSP (NMVT) . . . .
. RTM status . . . . .
. (for LU n) . . . . .

1 The architecture allows a pu to reply with status only (no data) for its last
defined Lu if that Lu has no accumulated RTM data. This prevents an implemen-
tation from having to buffer the data it has collected from all its Lus in order to
determine whether the reply it is sending is the last one for the request.

Figure 4-5. Example Flow Showing Request for RTM Data and Status for All LUs, and
the Resulting Replies
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Network

Operator CPMS

. request for
. RTM data and status

(for all LUs)

RTM status

A * * o o e o o e o o o e e s e s e e e e e e ®w s e s e e o e =

« W .

-

-

PUMS

NMVT (X'8080')

-

Ve o o o o @

.

+RSP(NMVT)

A

A o o o o o o s o s o o e e o o s o o o

NMVT (X'0080')

Fequest for
RTM data and status

Lu1

e e o o e o e & e e

RTM status

Ve o o

request for
RTM data and status

Lu2...

.

" RTM status

We o o o o o o o o o o o o o o

.

request for
RTM data and status

e e o o

LUn

W e o o o o o o o o o o o s o 4 e e o e o s e e e

RTM status

.

+RSP(NMVT)

(for LU n)

Figure 4-6. Example Flow Showing Request for RTM Data and Status for All LUs, When
No LUs Have Accumulated Data. pums returns status only (no data) for its

last defined Lu.

Sending Unsolicited RTM Data and Status

RTM data and status can be sent unsolicited to a control point under the fol-

e e e o e o

e a4 a & o o & o o

lowing conditions, if specified by the RTM reporting parameters:

* When session deactivation is detected

* When a response-time counter overflow is detected

Upon detection of one of the above conditions, the LU LMS sends RTM data and
status to puMs. pPuMs formats the information into an NMVT containing an RTM
(X'0080') major vector and sends it to cPms.
pPuMs and the LU LMS may also be configured to send an Alert reporting the con-

dition.
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When cPMsS receives the NMvT, it optionally logs the data and passes it to the
network operator. The flow is of the type described in “Unsolicited Flows” on
page 2-8. Refer to Figure 4-7 on page 4-11 for an example flow.

Network
Operator CPMS PUMS LU
. RTM data and status
. NMVT (X'0080') . .
: . +RSP(NMVT) .
: RTM data and status . t :

0 .

. . .

Figure 4-7. Example Flow Showing Unsolicited Return of RTM Data and Status
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Configuration management is the control of information necessary to identify
network resources. This physical identification includes information such as
machine type and serial number (to identify hardware), program number and
release level (to identify software), and port number and power-on status of
port-attached devices. Query product 1D is the only element of configuration
management for which SNA management services have been provided.

Query Product ID (QPI)

Query Product 1D (QP1) provides the capability to retrieve product-identification
information from a specified pu. The information can be used to facilitate
problem determination or problem diagnosis. Another use of the information is
querying the identification of hardware and software products in a network for
inventory purposes. This latter function is sometimes referred to as Network
Asset Management.

Refer to Figure 5-1 for an overview of the steps required for QP and the com-
ponent that they are implemented within.

0000000000000 0000000000608 006006 0008000080000 0880080060600 06000¢esssesoesesenssrsasoernsnssssosse

Physical resources
ManaIer LMS

collection
of product- 0600068000 00000erar0sassreasseaterteesensrsinttrescosssssraens

identification data |«

PUMS
reporting of product— forwarding requests
‘oo identification data veeses | for product-id data S SRRRELLLLLE
4
recording and retrieval |«
of product-
identification data
CPMS
presentation of product- processing and forwarding of
identification data network operator requests to
to requesting network retrieve product-identification
operator data for a specified PU v

Getesseene sssesrctsottsserane

Figure 5-1. Overview and Placement of Query Product Identification (QPIl) Steps
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Functions Provided ~ i
' o ‘ QPI is composed of the following steps.
Collection of Product-Identification Data

The collection step of QpI provides both hardware and software (if present) iden-
tification for the specified Pu and port-attached devices when requested.

* The following data is provided for each hardware product:
— Machine type
— Model number?

— Serial number or repair ID number, consisting of a plant of manufacture
identifier and a sequence number

— Optionally, the engineering change ‘(EC) leve!aof the microcode ih thé
product

— Optionally, hardware product common name

— Emulated product identifier, if the product emulates another hardware
product

*» The following data is provided for each software product:

— Software product serviceable component identifier. This data is
required for 1BM software products assigned a component 1D by the 1BM
National Service Division (NSD). L

— Software product program number. This field is required for 1BM pro-
ducts not assigned a component ID by the iBM NSD.

— Software product common level. This field is required for 1BM products
not assigned a component D by the 1BM NSD.

— Software product common name

— Either the software product customization identifier or the software
product customization date and time, if the product is customer modifi-
able ‘

The collection 'step of QP! provides the following configuration description for
each port-attached device:

* The port number the device is attached to

e Whether the device is powered on or off

¢ Whether the device was powered on since the last Qpi solicitation

1 The model number must be provided if it is required, in conjunction with machine type and serial nhumber to
uniquely identify a product instance. If the model number is not needed to uniquely identify a product instance,
its inclusion, for the purpose of providing additional information, is optional.
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Forwarding Requests for Product-ldentification data
This function requests product-identification data from the Physical Resources
Manager LMs for the SNA node and port-attached devices.

Reporting of Product-ldentification Data
The reporting step of QP provides for the reporting of product-identification
information from the specified pu to the requesting control point.

Recording and Retrieval of Product-ldentification Data
The recording and retrieval step of Pl is implemented at the requesting control
point and provides for data base management (e.g., storage, retrieval) of col-
lected data. ’ ‘

Presentation of Product-ldentification Data
The presentation step of Qp! is implemented at the requesting control point and
presents product-identification information to a requesting network operator.

Processing and Forwarding of Network Operator Requests
The processing and forwarding step of Qpi is implemented at the requesting
control point and provides a mechanism for accepting network operator
requests for product-identification information, and forwarding those requests to
the specified pu.

Implementation
Support of Qpi is provided in a pu by “EP_QPI Function Set” on page 10-65.
This is an optional function set implemented by type 2 nodes.

Format Usage

NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Request Product Set 1D (X'80380') major vector
Flow: From SSCP to PU (Normal)

NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Reply Product Set 1D (X'0090') major vector
Flow: From PU to SSCP (Normal)

A network operator can request product identification information for a specified
pu. Data necessary for the request is passed to cpPmMs.

cpMs formats the request into an NMvT containing a Request Product Set D
(X'8090') major vector and sends it to PuMS. When PUMS receives this NMVT, it
forwards the request to the Physical Resources Manager LMs. The LMS passes
the requested data back to pums. PuMs formats the data into one or more
NMVTs containing a Reply Product Set (D (X'0090') major vector and sends it to
its controlling cpMs.
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When cpMs receives the NMvT, it optionally logs the data and passes it to the
network operator. The flow is of the type described in “Request/Reply Flows
for Non-Bulk Data” on page 2-10. Refer to Figure 5-2 for an example flow.

Physical
Network Resources Mgr
Operator CPMS PUMS LMS

. request for product
. identification data

-

¥ -

NMVT (X'8090')

Ve o o o

+RSP(NMVT) .

A -

request for product
. jdentification data

We o o o o o o o o

. product .
. identification data .
. for PU .

Y S I T S P

NMVT (X'0090') .

A * o o o o o o o o o o o e o o o

; . +RSP(NMVT) . .
product > .
identification data . .

. . . first port-attached .
. . . device's product .
. . . identification data .
. . NMVT (X'e090') . .
. . +RSP(NMVT) . . .
. product > . .
. identification data . . . .
. . last port-attached .

. device's product .

. . jdentification data .

NMVT (X'0090') .

A o o o .

+RSP(NMVT)

A A1

product
identification data .

A o o o o o o o .

e & o o o o o e

Figure 5-2. Example Flow Showing QP Request to a PU and the Subsequent Replies.
The flows beginning with the one labeled "first device’s product identifica-
tion data” occur only if the network operator queried for the identification
of port-attached products as well as the products making up the sNaA node.

5-6 SNA/Management Services Reference



Part |

Chapter 6. Change Management

Change Planning . . . . . . . . . i e 6-3
OVEIVIEW . . L o e e e e e e e e e e e e e 6-4
Change Preparation . . . ... ... ... .. . . . .. ... 6-4
Change Approval . . . . . . . .. . . . e 6-5
Change Scheduling . .. ... ... ... . . . ... . 6-5
Change Control . . . . . . . .. . e 6-5
OVeIVIEW . . . . e e e e e e 6-5
Change Distribution . . . .. ... ... ... e 6-6
Change Installation . . ... ... . ... ... ... . L L 0 oo 6-6
Change Tracking . ... ... .. . .. . it .. b6
Functions Provided . . . . . .. . ... .. . .. . . . 6-6
Role Summary . . . . . . ... e e 6-7
Testing Features . . . . . . . .. .. . ... ... e 6-8
Implementation . .. .. ... ... . 6-9
FormatUsage . ... ... ... . ... i, 6-9
Node Activation . . . . . . . .. . .. e 6-13
Functions Provided . . ... .. ... . . . ... 6-13
The Activation Use Parameter ... ... ... ... ........... 6-13
Implementation . .. ... ... ... .. e 6-14
FormatUsage . .. ... ... . ... e 6-14

Example Change ManagementPlan .. ... .................. 6-16

Centralized Customization of Microcode . . . ... ... .......... 6-16

Chapter 6. Change Management 6-1




Part |

6-2 SNA/Management Services Reference




Part |

Change management is the process of planning and controlling changes in a
network. A change is defined as an alteration (addition, deletion, or modifica-
tion) of one or more information system components, of one of the following
types: hardware (may include microcode), or software (either system or appli-
cation, vendor-supplied or user-written). Current architecture provides for man-
agement of changes that can be distributed electronically (not changes to
hardware circuitry). For an overview of the elements of change management
and their relationships to one another, refer to Figure 6-1.

Change Planning —

|

200000000000 00000000000000

. Change Control .
L] L4
0000000000000 00000000000000
0000000000000 00000000000000
Ld L]
. Node Activation .

. .

0000000000000 0000000000000

Note: SNA management services are provided to assist with elements bounded by eeees.

Figure 6-1. Overview of Flow Between Change Management Elements

Change management, as described here and in subsequent chapters, defines
the protocols followed and the formats that flow between nodes implementing
this architecture. These descriptions are not intended to address a common
user interface or programming interface.

Change Planning

Change planning is the element of change management that encompasses all
the activities required to take place before changes can be distributed and
installed. Refer to Figure 6-2 on page 6-4 for an overview of the steps required
for change planning.
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change preparation

change approval

change scheduling

Figure 6-2. Overview of Change Planning Steps

Overview
A network planner is a person or program responsible for planning the config-
uration (and_changes) of all or part of a network.

The need for changes to the network may arise for a variety of reasons. A non-
exhaustive list of examples would include:

* Problem diagnosis identifies a required fix
* A vendor distributes preventive maintenance
e Users require configuration changes

When a network planner is aware of the need for a change to be made to the
network, change planning begins. Change planning is composed of the fol-
lowing steps.

Change Preparation
For a general introduction to the sNA/MS entry point and focal point roles, refer
to “Management Services Roles” on page 1-10.

Entry points are typically remote and unattended. An entry point may be a
large system or a small one, an intelligent workstation, a fixed function device,
or a control unit. One of the entry points may serve as the preparation site for
change files, that is, files containing component replacements or updates and
any necessary instructions to install them. Change files can contain one of the
following types of data: microcode or microcode customizing data. The change
file preparation entry point, if required, is typically located at the central site
with the focal point, where it can be attended. The preparation site can also be
at a focal point rather than at an entry point, or even in a system that serves
neither a focal point nor an entry point role (in that case, the prepared change
files must be introduced by some other means, for example, distribution tapes,
at either a focal point or an entry point). It is the responsibility of the preparer
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of the change file to include in it any necessary prerequisite information, to be
checked by the target entry points when the change is installed. However,
corequisites (a group of change files to be installed together) may be specified
by the network planner.

Change Approval
Once a change file has been prepared for distribution and installation,
approvals must be obtained from management. This may include various parts
of the organization, such as network users and network management staff.

Change Scheduling
When change files have been approved for distribution and installation, the
network planner can create a change management plan. The functions provided
to the network planner that can be scheduled are described in more detail in
“Change Control.”

Change Control

Change control is the element of change management that distributes change
files to entry points, and installs them there. Refer to Figure 6-3 for an over-
view of the steps required for change control.

change distribution

change installation

change tracking

Figure 6-3. Overview of Change Control Steps

Overview ‘
Change control is composed of the following steps.
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Change Distribution ,

sNnA/File Services (SNA/FS) architecture is used by management services for bulk
data transport. sNA/Fs moves files (that can be bulk data) from one location to
another, provides a cross-enterprise-unique naming scheme (the sNA/Fs global
name), and defines the fetching and storing services. It uses enhanced
SNA/Distribution Services formats, format set 2. For a detailed description of
this architecture, refer to SNA/File Services Reference, SC31-6807, and
SNA/Distribution Services Reference, SC30-3098.

sNA/MS  defines a naming convention for change files. The name used is the
SNA/FS .global name, and sNA/MS. specifies what values the tokens in that name
can take. ’ '

SNA/MS specifies token values for microcode and microcode customization data
only (not software, software customizing data, applications data, procedures, or
documentation). However, the formats and protocols defined in Ms are not
sensitive to token values, and so are not restricted to microcode change files.

sNA/File Services capability is symmetric with respect to focal point and entry
point roles. That is, nodes in either role can both send files to, and retrieve
files from, other nodes. Change management commands, however, are issued
only from a focal point. A summary of focal point and entry point roles with
respect to change distribution and change management functions is provided in
Table 6-1 on page 6-8.

SNA/DS is the transport mechanism used for the delivery of all commands and
replies flowing between the focal point and entry point. Nodes between the
focal point and the entry point may perform the sna/DS intermediate role to
provide a connectionless delivery service and fan-out (that is, one copy coming
into the intermediate node can be replicated and forwarded to several subse-
quent nodes for ultimate routing to the destinations).

Change Installation
Once change files have been distributed to an entry point, they can be installed
there. In fact, distribution and installation can be done with a single request if
desired. See “Functions Provided” for a description of the installation func-
tions.

Change Tracking
SNA/MS, SNA/FS, and SNA/DS reports are all tracked at the focal point. This
allows a network planner to view the distribution and installation status and
history for each entry point under control of the focal point.

Functions Provided
An sNa/Ms  change management focal point provides for the following change
control requests at its interface with a network planner:

Retrieve: Obtains a change file prepared at an entry point or at another focal

point, for storage at the focal point. If issued from an entry point, it obtains a
change file from a focal point for storage at the entry point.
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Send: Distributes a change file from the focal point to one or more entry
points, or other focal points. If issued from an entry point, it distributes a
change file from the entry point to one or more focal points, or other entry
points.

Delete: Deletes a change file at one or more entry points, or other focal points.

Install: Uses a change file and its corequisites, if any, to alter, at one or more
entry points, all components necessary to effect the change. The entry point
can perform such alteration in a removable manner if requested, that is, so that
a subsequent request (Remove) can return all those components to their condi-
tion prior to the alteration. The network planner can request testing, before
and/or after the installation process is performed by the entry point. For
example, an entry point can test a new version of a configuration file for validity
before deleting the old version. Also, automatic removal of changes (if the
tests or installation fail) or automatic acceptance (see Accept below) is pos-
sible.

The network planner can designate components altered by the installation
process for trial activation, or ailternately, production activation. This condi-
tions how the entry point is later reactivated.

Send-and-Install: The same as Install, except that the focal point sends a
change file in the same request.

Remove: Returns all components previously altered in connection with a
change to their condition prior to the installation of the change. This is possible
only for changes previously installed in a removable manner.

Accept: Relinquishes resources at an entry point required to maintain
removability of a change. This cancels the removability of a change previously
installed in a removable manner.

Focal point implementations may provide the network planner the ability to

aggregate a series of requests, and specific scheduling and conditioning rules
for their execution, into a change management plan.

The following is a summary of focal point and entry point roles with respect to
the change distribution and change management functions described above.
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Testing Features

Table 6-1. Functions and the Roles to Which They Apply

Function FP Source EP Source FP Source
: EP Target FP Target FP Target

RETRIEVE YES YES YES

SEND YES YES YES

DELETE YES NO YES

INSTALL YES NO NO

SEND_AND_INSTALL YES NO NO

REMOVE YES NO NO

ACCEPT YES NO NO

Without the explicit testing features provided on the Install request, the onliy
testing would be done by entry point user(s) over some period of time after the
change was installed. If problems were encountered, the central-site network
planner would need to be consulted, because only he would know about the
previous installation of changes and be in a position to issue the Remove com-
mands.

Two kinds of explicitly requested tests are required as part of the installation
process, so that the central-site network planner can be informed immediately,
as part of the installation report, about the results of certain diagnostic tests:

1. Pre-tests — Tests made before the programming components are altered

2. Post-tests — Tests made after the programming components are altered but
before the installation report is made

Some reasons that automatic testing of changes is desirable:

e Possible corruption of the change between its initial development and
installation at the entry point

* Possible sensitivity of the change to differences between the maintenance
level of the target system and the maintenance level of those systems
where the change has already been tested

e Possible sensitivity of the change to differences between the configuration
of the target system and the configuration of those systems where the
change has already been tested

* Possible sensitivity of the change to differences between functions or appli-
cations present at the target system and those present at systems where
the change has already been tested

The pre-test is performed (if requested) by the entry point by examining the
change file before components are altered. The change file contents may be
examined for self-consistency, and consistency with the entry point’s configura-
tion, maintenance level, or application set. For example, an altered version of a
file that contains input data to a routine can be checked to see if it contains
inconsistent specifications.
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If the pre-test fails, then no attempt is made to alter the components and the
installation report is made to the requester with the test results.

The post-test is performed (if requested) by the entry point after components
are altered, but before the installation report is made. Altered versions of the
components are tested directly — for example, by executing diagnostic routines.
Such routines or test instructions can be distributed along with the change.

If the post-test fails, then the components are returned to their unaltered condi-
tion if another parameter, automatic removal, is specified. In any event, the
installation report is sent with the test results, and the requester is informed
immediately. In this way, the requester has the opportunity to remove the
change so that the impact on end users is minimized.

Implementations may choose to include testing procedures in the change files,
so that the general procedures do not have to be developed and included in
advance at the target entry points.

Support of controlling changes is provided in an entry point by
“EP_CHANGE_MGMT Function Set” on page 10-71. This is an optional function
set.

A series of example change mangement flows is provided in “Example Flows”
on page 10-82. These examples show, in detail, the data that flows between
the focal point and entry point as well as the interaction between SNA/MS, SNA/DS
and SNA/FS at each node. :

SNA/FS AGENT OBJECT
FS_Agent_Request GDS Variable {X'1530')
FS_Agent_Report GDS Variable (X'154A")
Flow: From CP to PU (over LU-LU sessions used by SNA/DS)

This format is used for the Retrieve, Send and Delete functions which exploit
the rs-capability of the sNna/Ms agent. A cp-Msu does not flow in the agent
object.

Figure 6-4 on page 6-10 shows an example flow for the retrieve function. The
flow is of the type described in “Request/Reply Flows for Bulk Data” on
page 2-13. The flow consists of the following stages:

1. A network planner requests the focal point SNA/Ms to retrieve a change file
from an entry point. The request is passed to sNa/MS in the focal point.

2. The focal point sNaA/Ms formats an sNA/FS  request for the entry point to
fetch and return a change file. The focal point sends the command to the
entry point.
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3. sNA/MS passes the request to the sNA/Fs server.

4. The sNa/Fs  server fetches the requested change file and sends it to the
focal point SNA/MS on a SNA/DS conversation.

5. The sNA/Fs server at the focal point stores the change file and sNA/DS noti-
fies sNA/Ms that it has arrived.

6. sNa/Ms notifies the network planner that the change file has arrived.

— Focal Point —— — Entry Point ——
Network SNA/MS SNA/FS SNA/DS SNA/FS SNA/MS
Planner server server
Retrieve .
request . .
(1) > .
SNA/FS .
request .
(2 >
SNA/FS
. . . . request .
3) . . . . —
. change file
(4) <
. signal
(5) . s
. reply
(6) <

Figure 6-4. The Request/Reply Flow for Retrieving Change Files

CONTROL POINT MANAGEMENT SERVICES UNIT (CP-MSU)
Request Change Control MV (X'8050')
Change Control MV (X'0050')
Flow: From CP to PU (over LU-LU sessions used by SNA/DS)

This format is used for the Install, Remove and Accept functions. A cp-Msu con-
taining the appropriate sNA/MS major vector flows in the agent object.

Figure 6-5 on page 6-11 shows a request/reply flow to send a change to an
entry point and install it there. The flow is of the type described in
“Request/Reply Flows for Bulk Data” on page 2-13. The flow consists of the
following stages:
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A network planner requests that a change be sent to an entry point. An
Install function is also requested. The planner’s request is passed to
SNA/MS in the focal point.

. The focal point sNnaA/MS  formats a request cpP-Msu containing a Request

Change Control (X'8050') major vector. It invokes its SNA/FS server to fetch
the change file from storage.

. The sna/Fs server fetches the file, and it flows together with the cp-Msu on a

SNA/DS conversation between the focal point and the entry point.

. The sNaFs server in the entry point stores the change file and sNa/DS  noti-

fies sNA/Ms that it has arrived, passing the cP-MSu and SNA/FS parameters in
the agent object.

. SNA/Ms installs the change file, and builds a reply cp-Msu containing a

Change Control (X'0050') major vector. Then it sends the report to the
focal point SNA/MS on a SNA/DS conversation.

. After the report has reached the focal point sna/Mms, it is passed to the

network planner that made the request.

r— Focal Point — — Entry Point ——
Network SNA/MS SNA/FS SNA/DS SNA/FS SNA/MS
Planner. server server
Send-and-Install . . .
request . . .
. CP-MSU (X'8050') . . .
. and SNA/FS parameters . .
D
. CP-MSU (X'80850') and
. a change file .
. . . . CP-MSU (X'8050"')
. . . . and SNA/FS parameters
. . e
. . report
. report . . .

. . .

Figure 6-5. The Request/Reply Flow for Send-and-Install

Figure 6-6 on page 6-12 shows a request/reply flow to remove a change
already installed removably at an entry point. The flow is of the type described

in

“Request/Reply Flows for Bulk Data” on page 2-13. The flow consists of the

following stages:
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1. A network planner requests that a change be removed at an entry point.
The planner’s request is passed to sNA/Ms in the focal point.

2. The focal point sNna/sMs  formats a request cp-Msu containing a Request
Change Control (X'8050') major vector. The SNA/FS server is invoked to
build the sNa/Fs control information to identify the change file to be
removed.

3. The cp-mMsu and control information is sent on an sSNa/Ds conversation
between the focal point and the entry point.

4. The sNA/Fs 'server in the entry point decodes the control information, and
SNa/Ds notifies sNA/Ms  that the request has arrived, passing the cp-Msu and
SNA/FS parameters in the agent object.

5. sNa/Ms removes the change file, and builds a reply cP-Msu containing a
Change Control (X'0050') major vector. Then it sends the report to the
focal point SNA/MS on a SNA/DS conversation.

6. After the report has reached the focal point sNna/wMs, it is passed to the
network planner that made the request.

— Focal Point —— — Entry Point ——
Network SNA/MS SNA/FS SNA/DS SNA/FS SNA/MS
Planner server server
Remove . .
request . . . .
(1) > . . .
. CP-MSU (X'8050') . . .
. and SNA/FS parameters .
(2 . ——_— .
. . . CP-MSU (X'8650') and .
. . SNA/FS control information
3 . . >
. . CP-MSU (X'8050')
. . . . and SNA/FS parameters
4y . . . . ——
. . . report . .
(5) . <
report . . . . .
(6) < . . . .

. . . . . .

. . . ° . 0

Figure 6-6. The Request/Reply Flow for Remove -

Other key examples (similar to that just described for Remove, and so not sep-
arately shown) include:

* An Install request acting on a change file that was sent previously

¢ An Accept request
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Node Activation

Functions Provided
An Ms change management focal point provides for the following request at its
protocol boundary with the network planner:

Activate: Causes reactivation of an entry point. Such reactivation uses
changes installed on a trial basis in addition to those installed in production. In
addition, the network planner can request that the entry point not attempt reac-
tivation if user sessions are currently active at or through the entry point.

The Activate command provides a network planner the ability to reactivate an
entry point in a change management plan. For example, an initial micropro-
gram load (ML) of the node may be performed. A reply is returned by the entry
point prior to reactivation, to indicate acceptance of the Activate command.

Unlike other change management functions, Activate does not refer to bulk data
and so the sna/File Services server is not invoked by sNA/Distribution Services
in the process of distributing requests and reports.

The Activation Use Parameter
The activation use parameter of the Install request causes the entry point to
install the indicated changes for trial activation or production activation. The
Activate request contains a parameter that causes the entry point to activate
both the trial and the production versions of altered entry point components.
Entry points implement both of the following types of local reactivation:

1. Use of both trial and production components, and

2. Use of production components only.

Changes that cannot be tested fully or that have a strong potential to affect the
entry point to focal point communication path are best installed on trial. After
activation and a period of successful operation, the changes may be installed
again in production. ’

Of course, to provide the trial activation capability, an entry point must be
capable of installing a change removably. That is, the entry point must be able
to keep a copy of the production-level system. Storage capabilities at the entry
points may preclude support of trial activation in some cases. If so, the instal-
lation will be refused if activation use of trial is specified.

The parameters on the Install and Activate requests reflect very specific reli-
ability requirements for entry point implementations. While the basics of the
Activate request provide the ability to reactivate an entry point after changes
have been installed (for example, by loading altered microcode), there is a
need to provide a way to use only unaltered versions of components during
local activation. Without such capability, reactivation of the entry point could
result in the use of a change so destructive that the path to the focal point
cannot be maintained. Repair (in the form of further change distribution and
installation) cannot be triggered by the focal point in this case. Reactivation
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must be triggered at the entry point through human intervention. Reactivation
of the (working) production level of components can restore communication
with the focal point and allow the network planner to repair the components.

Hence, the ability to store both a production and a trial set of entry point com-
ponents is necessary to allow operator intervention to be simple, and to avoid
the requirement for both change management skills and awareness of network
planning activities at the entry point. Through support of a default local acti-
vation of the production system, an entry point implementation can provide
hardware externals that are very simple for non-technical users of entry points.

Implementation
' Support of activating nodes is provided in an entry point by
“EP_CHANGE_MGMT Function Set” on page 10-71. This is an optional function
set. ‘

Format Usage

CONTROL POINT MANAGEMENT SERVICES UNIT (CP-MSU)
Request Activation MV (X'8066')
Activation Acceptance MV (X'0066')
Flow: From CP to PU (over LU-LU sessions used by SNA/DS)

This format is used for the Activate function. A cp-Msu containing the appro-
priate sSNA/Ms major vector flows in the agent object.

Figure 6-7 on page 6-15 shows an example flow for the activate function. The
flow is of the type described in “Request/Reply Flows for Bulk Data” on
page 2-13. The flow consists of the foliowing stages:

1. A network planner requests the focal point sNa/Ms 1o activate an entry
point.

2. The focal point sNna/Ms  formats a request cp-msu. The focal point then
invokes sNA/DS to send the cpP-Msu on a conversation between the focal
point and the entry point.

3. sNAarMs  builds a cp-Msu indicating that activation of the entry point will be
performed and sends the cp-msu to the focal point.

4. sNa/Ms indicates activation acceptance to the network planner. sNa/Ms
causes the entry point (including sNna/Ms itself) to be reactivated, and the
LU-LU session with the focal point is terminated.
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— Entry Point —

SNA/FS SNA/DS SNA/FS SNA/MS

server server
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CP-MSU (X'0066')

(4)

.

(entry point is reactivated)

Figure 6-7. The Request/Reply Flow for Activate
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Example Change Management Plan

Centralized Customization of Microcode
Refer to Figure 6-8.

A network planner at focal point 1 wants to retrieve a microcode customizing
data file that was developed at a central site control unit {entry point 2), then
send, test, and install it at a remote control unit (entry point 3), and (one week
later) accept it.

Network Planner

"Retrieve 'x' from node 2 1

Send and install 'x' removably at node 3; test before installation;
install on trial" 1

Activate trial and production versions (immediately) !

(At 00:00 on 12/1/89:)
Accept 'x' at node 3"

3
\{

entry
point 3

Remote Control Unit

focal
4  point 1

v Central Site Control Unit
entry
point 2

1 If this is not successful, the next function will not be performed
and the planner is notified that the plan ended

Figure 6-8. Centralized Customization of Microcode
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Common operations services are a set of services available to all of the major
categories of network management. The architecture for common operations
services provides a way of managing types of resources not explicitly
addressed by the architecture defined for the individual categories. It does this
by providing a general mechanism that allows a network operator to communi-
cate with specialized network management applications; these applications, in
turn, provide functions not currently provided by SNA management services.

Common Operations Services for Resource Control

A specific set of common operations services has been defined to assist a
network operator with the task of controlling resources in the network. In order
to manage a network, an operator requires the ability both to know about the
various resources present in the network and to control those resources. Much
of the necessary information about network resources is provided by the unso-
licited messages defined by the management services architecture, e.g., the
Alert. Other information is available via architecturally-defined requests, such
as QPl.

The common operations services for resource control provide for the collection
of the additional information necessary to operate a network. They also provide
a mechanism by which an operator can exert control over network resources,
by directing commands to them.

The architecture for common operations services defines a number of capabili-
ties to be used by applications that provide network management services. The
structures defined by this architecture serve network management applications
distributed in a network. Their role is to facilitate the transfer of information
between two portions of a network management application, or between a
network operator and a remote network management application. In this way it
is possible for functions and/or resources not explicitly covered by the manage-
ment services architecture to be brought within its overall network management
scheme.

Functions Provided
The common operations services structures for resource control provide for the
transport of information between network management applications, or between
a network operator and one such application. The meaning of the information
being transported is entirely defined by the applications using the supporting
services. The common operations services architecture provides, at the
highest level, for two functions:

¢ The enveloping of uninterpreted data for transport through an sNA network

* A means of identifying a particular network management application, or a
particular (human or programmed) network operator, at the destination
node as the intended recipient of this data.
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Enveloping of Data

Two of the structures defined by common operations services for resource
control are entirely free-form. The data provided by the served applications is
enveloped within subvectors that identify how the data is encoded (e.g., as
character data in a specified coded graphic character set), but say nothing
about the nature of the data. The data is then transported through the manage-
ment services transport network, on the same sessions that carry such mes-
sages as Alerts.

The other three structures defined by common operations services identify the
nature of the data they transport (for example, a query for information about a
resource), as well as how it is encoded.

Routing to Served Applications and Network Operators

When a network operator enters a common operations services command, the
name of a destination application is also specified. Similarly, when an applica-
tion sends a message to a network operator, it also identifies the operator.
Since the network operator in these cases can be programmed as well as
human, the capability is provided for a network management application at a
host to communicate with a network management application in the network,
and vice versa.

See “Routing a Request to a Specified Application” on page 8-15 for a com-
plete discussion of this capability.

Parameter Major Vectors

As noted earlier in “Introduction to Management Services Formats,” the
common operations services architecture for resource control exploits the
capability of the NMvT to transport multiple major vectors. In addition to the
usual management services major vector, an NMvT defined for common oper-
ations services for resource control contains one or more management services
parameter major vectors, which appear after the usual major vector in the NMVT.
Ms parameter major vectors contain and group subvectors that carry the data
associated with a single resource, or they indicate resource groupings.
Figure 7-1 on page 7-5 illustrates the two ways in which parameter major
vectors are used by common operations services.
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Single Parameter Major Vector:

|« NMVT >

(Header) | Common Operations Services MV | Parameter MV

«oooKey = X'1300', X'1307', or X'1309'

Multiple Parameter Major Vectors:

| NMVT >|

(Header) | Common Operations Services MV | X'130A' MV | X'1307'MVs| X'130B' MV

«+e02€r0 or more instances

Figure 7-1. Parameter Major Vectors in Common Operations Services Encodings

Three Ms parameter major vectors have been defined to handle the three types
of data to be carried:

e Character strings (the Text Data major vector)
¢ l|dentified values (the Structured Data major vector)
e An undefined format (the Transparent Coded Datastream major vector).

Unlike other major vectors, the last of these Ms parameter major vectors has no
subvectors defined for it. The definition of its content is left totally up to the
applications using it.

The Resource Data subvector serves as the general carrier of identified values
within the Structured Data major vector. This subvector carries a name identi-
fier and one of several defined types of data (character, integer, hexadecimal or
bit-string) for each separately identified item of data reported for the resource.

Two additional Ms parameter major vectors have been defined, to allow the
limits of the set of Ms parameter major vectors within a single NMvT to be identi-
fied. The Begin Data Parameters Ms parameter major vector is used to indicate
that one or more Structured Data Ms parameter major vectors may follow.
Depending on what common operations services major vector it accompanies,
the Begin Data Parameters may or may not have any Structured Data Ms
parameter major vectors following it. The End Parameter Data Ms parameter
major vector terminates all Ms parameter major vectors. The use of these two
parameter major vectors is illustrated in Figure 7-1.

The Execute Command Ms major vector provides for transport of a command
from a human or programmed network operator to a specified network manage-
ment application. The Reply to Execute Command major vector carries one of
three Ms parameter major vectors, and is routed to the originator of the Execute
Command.
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Messages to an Operator

The Send Message to Operator Ms major vector provides for transport of a
message from a network management application to.a specified (human or pro-
grammed) network operator. Its function is thus complementary to that of the
Execute Command major vector. One of three Ms parameter major vectors is
carried with the Send Message to Operator major vector.

Querying for Information on a Resource

The explicit request for information relating to a named resource (or multiple
named resources) is provided in the Query Resource Data Ms major vector.
The request always contains the name of one or more resources.

The Reply to Query Resource Data Ms major vector is followed by the Begin
Data Parameters and End Parameter Data pair of Ms parameter major vectors
and one Structured Data Ms parameter major vector for each resource.

Testing a Resource

The Test Resource Ms major vector provides the same list of names as Query
Resource Data, plus a Test Request subvector. Reply to Test Resource uses
the same Ms parameter major vector structure for reporting information as does
Reply to Query Resource Data. The Reply to Test Resource Ms major vector
carries additional information in the Test Result subvector.

The only type of test identified in the request is a “Self Test.” The number of
times the test is executed may be specified. A summary indication of the
results of the test is returned, along with detailed information on each resource
included in the test.

Analysis of a Resource

Implementation

The Analyze Status Ms major vector is very specifically an extension of the
Alert function. It uses the same list of resource names in the request as the
Query Resource Data and Test Resource major vectors, and returns a Struc-
tured Data Ms parameter major vector series similar to those returned by the
Reply to Query Resource Data and Reply to Test Resource major vectors, but
without the detailed data. Instead, the Reply to Analyze Status major vector
returns a Probable Causes subvector identical to that found in an Alert. The
Probable Causes subvector is returned in the Begin Data Parameters Mms
parameter major vector, and applies to the entire set of resources identified in
the request. The Structured Data major vectors for each resource then identify
the individual resources by name and type.

The Analyze Status Ms major vector is sent to an application that manages a
resource suspected of failure, but for which there has been no Alert received.

Support of common operations services for resource control is provided in a pu
by “EP_COMMON_OPERATIONS_SERVICES Function Set” on page 10-138. This
is an optional function set implemented by type 2 nodes.
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Format Usage

NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Execute Command MV (X'8061')
Analyze Status MV (X'8062')
Query Resource Data MV (X'8063')
Test Resource MV (X'8064')
Flow: From SSCP to PU T2 (Normal)

NETWORK MANAGEMENT VECTOR TRANSPORT (NMVT)
Reply to Execute Command MV (X'0061')
Reply to Analyze Status MV (X'0062')
Reply to Query Resource Data MV (X'0063"')
Reply to Test Resource MV (X'0064')
Send Message to Operator MV (X'006F ')
Text Data Parameter MV (X'1300')
Structured Data Parameter MV (X'1307')
Transparent Coded Datastream Parameter MV (X'1309')
Begin Data Parameters Parameter MV (X'130A")
End Parameter Data Parameter MV (X'130B"')
Flow: From PU T2 to SSCP (Normal)

A network operator can send a common operations services command to a
specified served application at a specified pu. Data necessary for creating the
request is passed to CPMs.

cpMs formats the request into one of four common operations services major
vectors:

e Execute Command (X'8061')
¢ Analyze Status (X'8062')
¢ Query Resource Data (X'8063"')
¢ Test Resource (X'8064').
cpMs then constructs an NMvT containing the major vector, and sends it to PUMS.

When puMs receives the request, it passes it to the served application identified
in the Name List (X'06') subvector.

After performing the requested function, the application to which the request
was passed creates one of the following four common operations services
major vectors, as appropriate, in response to the request:

* Reply to Execute Command (X'0061')
* Reply to Analyze Status (X'0062')
¢ Reply to Query Resource Data (X'0063"')
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* Reply to Test Resource (X'0064').

It also creates one or more parameter major vectors. The application passes
the major vectors it has created to puMs. PUMS envelopes the major vector in
an NMVT and sends it to cPMS. CPMs optionally logs the reply and passes it to
the network operator. The flow is of the type described in “Request/Reply
Flows for Non-Bulk Data” on page 2-10. Refer to Figure 7-2 for an example
flow.

Network Served
Operator CPMS PUMS Application
. command and served
. application name

V¥V o o o

. NMVT (X'8@6x')

A 2K

. +RSP(NMVT) .
: ‘ . command .
: . requested data .
: ‘ NMVT (X'0B6x')? ‘
. A +RSP(NMVT) .
. requested data . V

A .

1Plus one or more parameter major vectors.

Figure 7-2. Example Flow Showing Common Operations Services Request and Reply

A served application can also send a text message to a network operator at a
specified node. It builds a Send Message to Operator (X'006F') major vector,
plus one of three parameter major vectors (Text Data (X'1300'), Structured
Data (X'1307'), or Transparent Coded Datastream (X'1309')); then it passes
these major vectors to puMs in its node. puMs envelopes the major vector in an
NMVT and sends it to cPMS. CPMs optionally logs the message and passes it to
the network operator. The network operator then passes the message to the
individually-identified operator to whom it was directed. The flow is of the type
described in “Unsolicited Flows” on page 2-8. Refer to 'Figure 7-3 on page 7-9
for an example flow.
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Network Served
Operator CPMS PUMS Application

message and
operator's name

<@
<

NMVT (X'006F')t .

<
<

+RSP (NMVT)

A\ A

message . .

4

1Plus one parameter major vector.

Figure 7-3. Example Flow Showing Common Operations Services Send Message to
Operator
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Transport of Management Services Data

The following sections describe the options available to management services
applications for transporting management services data. The sscp-puU session
is used for transferring management services data between a control point and
a physical unit. The characteristics of this session are described briefly in
“Transport of Management Services Data on the SSCP-PU Session.”

The Change Management category uses sNA/File Services and sNA/Distribution
Services for distribution of potentially large files, requests to manipulate them,
and reports to track the distribution and installation. The management services
transport for bulk data is described in “Transport of Bulk Management Services
Data” on page 8-4.

Transport of Management Services Data on the SSCP-PU Session
The primary path for transport of sNA/Ms data between nodes is the sscp-pu
session. sNA/MS plays no role in the establishment of this session. Since the
session is established when a pu is activated, it is already present when pumMs
comes up. From the point of view of puMs, the sscp-PU session is simply a pipe
through which management services requests and data can be exchanged with
the pu’s controlling sscp.

The profiles for the sscp-Pu session are documented in SNA Formats. The
SSCP-PU session operates according to Ts profile 1 and FM profile 0. An impor-
tant property of the session for sNa/Ms is the maximum RuU size: 256 bytes out-
bound (i.e., from the sscp to the pu) and 512 bytes inbound (from the pu to the
sscP). See SNA Formats for further properties of the sscp-pU session.
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Transport of Bulk Management Services Data
‘ This section describes how management services uses sNA/Ds for transport of
requests, reports, and bulk data.

Introduction to SNA/DS and SNA/FS
Refer to Figure 8-1.

Agent

> Storage
SNA/DS Server =====

Figure 8-1. SNA/DS View of Agent and Server

In sNA/DS, the agent is an application transaction program that is using SNA/DS
as a transport mechanism.

The server, also provided by the user of sNA/Ds, is invoked by sNA/Ds to handie
staging and destaging of (typically large) files to the system storage facilities.

The SNA/FS Server
For network management, the server is involved in distributing large files, but
not administering them. In fact, the server cannot distinguish between a
network management file and, say, a job to be submitted for execution, or a file
simply to be stored with no further processing. Such actions are the responsi-
bility of the agent.

The building and parsing of the object handled by the server (the server object)
for network management need be no different from that for other SNA/DS agents.
For this reason, architecture has been developed for the server, called SNA/File
Services (SNAJFS).

For a detailed description of sNA/File Services, refer to SNA/File Services Refer-
ence, SC31-6807.
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How Management Services Uses SNA/FS

A user SNA/MS request is converted by a focal point or entry point into another
kind of request, called a command, that it sends to one or more entry points or
focal points. For example, the Retrieve request is converted to an SNA/Fs
Transfer-to-Requester command. A command is executed by the target node,
and results in a report to the requester. Each report, associated with a request,
is given to the requesting user when it is received by the requesting node.
Reports are defined by each of the SNA components. An SNA/DS report is
received if an error occurred in the distribution network. If distribution is suc-
cessful, then either an sNA/FS report or an SNA/MS report is received. SNA/FS
reports occur if the request was for file transfer only, or for sNA/MS requests that
resulted in unsuccessful file transfer. |If file transfer succeeds for an sNA/MS
request, then sNna/Ms reporis indicate the success or failure of the sNAa/Ms
request.

Commands and reports are carried in SNA/DS message units (Mu)s.

Refer to “The Management Services Formats” on page 2-3 for a description of
the Mu format and a pictorial representation of the Mu.

Each MU may contain the following items:

* A command or report, defined by either SNA/MS or SNA/FS, and contained in
the agent object;

¢ sNa/Fs control information contained in the server object; and
* A file, also contained in the server object.

An MU may identify, but not carry, a file, in which case a sNA/FS control informa-
tion is present without a file. An example of this is a Retrieve request. On the
other hand, a command or report need not be present. For example, a suc-
cessful Retrieve request results in the return of a file and its control informa-
tion, but no report.

Different from both user requests and focal point commands commands is the
SNA/FS server instruction in the control information. The server instruction indi-
cates to the sNA/FS server at the destination node how to manipulate the file
into, or out of, the storage facilities. For example, a Transfer-to-Requester
command flows with a Fefch server instruction, and the reply contains a
Create/Load-or-Replace server instruction.

Example of Data Flow:

We shall follow a step-by-step sequence of events, starting with a typical
example of a request, issued by a user at a focal point.

The sNna/Fs capability is symmetric with respect to focal point and entry point, so
this request could also originate at an entry point, in the case of a request that
involved file transfer only (and not some additional action such as change man-
agement).
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First, the request is issued by the user, and contains the agent unit-of-work
correlator, sSNA/Fs control information (including the file name), and a list of des-

tinations.

Network management request

FOCAL POINT

v
SNA/MS

/==========\

. SNA/FS Storage
SNA/DS Server z=z==

Figure 8-2. Example Flow: User Issues Request
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Next, sNA/MsS builds the agent object, containing the command to the entry point.
The SNA/DS SEND_DISTRIBUTION verb is issued, specifying the agent object, the
correlator, the destination list, the destination agent name (sNA/Ms), the destina-
tion server name (SNA/FsS), and the SNA/FS server parameters.

FOCAL POINT

SNA/MS SNA/DS SEND_DISTRIBUTION verb

SNA/FS
SNA/DS Server

Figure 8-3. Example Flow: SNA/MS Builds Agent
SEND_DISTRIBUTION

/=

Object

=========\

Storage

and Issues
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For each destination as appropriate, SNA/DS allocates a conversation, builds an
SNA/DS MU) with the help of the sNA/Fs server, and sends the MU on that conver-
sation. The Mu is pictured here.

SNA/MS

FOCAL POINT

/==========\
SNA/FS Storage
SNA/DS Server s=z=s
\
[ —
Prefix, |Origin|Date/|{Corre—|Agent |Server |Dest| Agent Server Suf-
flags | Name |Time (lator |[TP name|TP name|Name| object object fix

SNA/DS message unit

Figure 8-4. Example Flow: SNA/DS Builds a Message Unit and Sends It to the Entry
Point
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At the destination node, sNA/Ds receives and decodes the Mu with the help of
the sna/Fs server. The server interprets the sNA/Fs control information and

stores the file.

SNA/MS

ENTRY POINT

/IIIIIIIIII\

SNA/FS Storage
SNA/DS Server
> /
Prefix,|Origin|Date/|Corre—{Agent |Server |Dest| Agent Server Suf-
flags | Name |Time |lator |TP name|TP name|Name| object object fix

SNA/DS message unit

Figure 8-5. Example Flow: SNA/DS at the Entry Point Receives the MU and Invokes the
SNA/FS Server
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The sNa/Ms agent at the entry point issues RECEIVE_DISTRIBUTION and is returned
parameters, including: the correlator value, the agent object, and the SNA/FS
parameters.

ENTRY POINT

SNA/MS
SNA/DS RECEIVE_DISTRIBUTION verb

l /==========\

SNA/FS Storage
SNA/DS Server sz=s=

Figure 8-6. Example Flow: SNA/MS at the Entry Point is Returned
RECEIVE_DISTRIBUTION Parameters

SNA/MS then parses the agent object, interprets the results of the sNA/Fs server
instruction, and executes the intended command.

The entry point returns (echoes) the correlator value supplied by the focal point.

The return flow is similar, except that at the focal point, a reply is given to the
issuer of the request.

More detailed examples are provided in “EP_CHANGE_MGMT Function Set” on
page 10-71.

SNA/FS Commands and Server Instructions Used by SNA/MS:

Management services uses the following SNA/FS commands:

* TRANSFER_TO_REQUESTER - The agent in the target node is requested to return
one or more files.

* REPORT_FS_ACTION - The other agent is requested to report whether or not its
server executed the server instruction successfully.

* REPORTING_FS_ACTION - The other agent is being informed whether or not a
server instruction was executed successfully.

The agent object is omitted in the reply to a TRANSFER_TO_REQUESTER.

Management services uses the following SNA/FS server instructions:
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* CREATE/LOAD_OR_REPLACE - This requires the sSNA/FS server to determine
whether or not the file received already exists on its system. If it does, the
server replaces it. If it doesn’t the server creates a new file.

* CREATE/LOAD - This requires the sNA/FS server to accept the contents of the
server object and store it in a new file.

* DELETE - This requires the sNA/FS server to locate the identified object and
delete it.

* ENCODE_ONLY - This requires that the sNA/Fs server encode (build) the server
object and then pass the result to sNa/Ds.  The server object does not
contain a file, just file control information, so no fetching is required.

e DECODE_ONLY - This requires that the sNA/FS server decode (parse) the iden-
tifier and then pass the result to the agent. The server object does not
contain a file, just file control information, so no storing is required.

* FETCH - This requires the source server to fetch the files from storage.

Refer to Table 8-1 for a summary of SNA/FS commands and server instructions
by role.

Table 8-1. Base SNA/FS Commands and Instructions by Role

Command FP - EP EP — FP FP <= FP
Base sNna/Fs Commands

omitted agent object (note) YES YES

REPORT_FS_ACTION YES YES YES

REPORTING_FS_ACTION YES YES YES

TRANSFER_TO_REQUESTER YES (note) YES
Base Server Instructions

CREATE / LOAD_OR_REPLACE YES YES YES

DECODE_ONLY YES YES YES

DELETE YES — YES

ENCODE_ONLY — — —

FETCH ' YES YES YES
SNA/FS Optional Sunset 1

CREATE / LOAD YES — —

Note: In normal operation, a focal point will never send an MU omitting an
agent object to an entry point unless the entry point issues
TRANSFER_TO_REQUESTER. However, an entry point is expected to accept one
should it occur.

The following sNA/Fs intentions are taken by management services:

* EXECUTING - Used when executable files are sent to entry points.
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* STORING - Used when any files are sent to a focal point. Changes, for
example, are not executed at focal points, but are stored for distribution.

The following sNA/FS exception actions are requested by management services:

* ABEND - If an SNA/FS server exception condition arises, the server is not
required to return the storage files to their original condition.

e BACKOUT - If an sNAa/Fs server exception condition arises, the server will
attempt to return the storage files to their original condition.

Bulk Data Commands and Replies:

To simplify processing and error reporting, each agent object, if present, wiil
carry only one command or reply. These are described either by sNa/Fs or
management services.

The command sent by a focal point to another focal point or an entry point is
determined by which request is made by the user. In  addition, a
REPORT_FS_ACTION command is used when a local user requests the entry point
to send files to the focal point.

In both cases, a cp-MsuU is carried in the agent object for management services
commands.

A focal point is expected to provide the user with the capability of grouping
requests into sequences with execution of subsequent requests conditioned on
successful execution of prior requests. The user must be able to instruct the
requesting node to begin execution of such groups of requests at a specific
date and time.

Use of the SNA/FS Global File Name:

SNA/MS requires the use of global file names. That is, a file has a name that can
be handled by each sNA/FS server in the network, and that can be recognized by
each sNA/MS agent.

One of the important motivations for using sNA/Fs is the requirement to mini-
mize the implementation cost incurred by an sna/Ms focal point product to iden-
tify the files used by the wide variety of products in an sSNA network. SNA/FS
provides a global name for a file, consisting of a set of tokens. sNA/FS standard-
izes the number of tokens allowed (up to 10), the size of each token (up to 16
characters), total name length (65-n where n is the number of tokens), and the
character set allowed for the token values (a limited set of character graphics
displayable on most types of displays: Coded Graphics Character Set D
01134-00500). In addition, sNA/Fs architecture maintains a registration of values
for the highest order token. For example, MCODE is the registered value for
change files containing microcode. sNA/MS maintains a registration of the
values of some of the other tokens, delegating authority in some cases to other
administrative organizations. For example, the 1BM machine type is the second
token for microcode. As the result, a focal point is required to implement only
one input panel, say, for a user to identify microcode files for a potentially wide
variety of types of target entry points.
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Definitions of token values by sNna/Ms were made to satisfy two general require-
ments. The first requirement is that each file must be uniquely identified. The
second requirement is to provide the user with some idea of the type and iden-
tity of the change when displaying the name, or to allow an application to
process the token values. For example, the file name MCODE.9135.NA.PATCH.1234
indicates that the file contains a patch rather than an engineering change. This
is needed both to uniquely identify the file, and also to provide useful informa-
tion on display.

It is advantageous for the user to create (or have provided by product devel-
opers) change files that can be installed on a large number of entry points.
This allows the fan-out feature of sNa/Ds to be fully exploited, and reduces the
user’s effort. For example, files containing microcode can be designed to be
applicable to many control units, whereas those containing customizing data
are specific to individual control units.

Token values are assigned to each type of file used by change management.
Refer to Appendix C, “SNA/FS File Names Defined by SNA/MS” on page C-1
for details about the tokens used by sNna/Ms and associated rules defined for
their use.

Use of SNA/FS Application Intervention Exit:

Products may implement their sNA/FS server to invoke an application exit based
on file type. This allows closed protocol boundary implementations to perform
agent processing before the first storage operation performed by the server.
Some of the exception conditions recognized by change management are
recognized in this context. The report codes are eventually returned from one
agent to the other.

Use of SNA/FS Partial Name Processing: SNA/MS makes use of SNA/FS partial
name processing for both retrieval and distribution. Partial name processing is
used when the user wishes to specify only some of the file identification tokens
(typically, the higher order ones). An example of this is when the latest version
of a customizing data file is to be retrieved, but the user cannot remember the
version number contained in the lowest identification token (and does not care
what its value is).

On distribution, partial name processing may be needed to specify which file to
destroy to make room for a new one, when entry point storage constraints
arise. An important requirement addressed by the architecture is that
destruction take place only when installation has been requested properly and
pre-tests have been performed successfully. The complete identity of the file
replaced is included in the report of successful installation.

Choice of SNA/DS Roles, Electives, and Options
Refer to SNA/Distribution Services Reference, SC30-3098, for details about the
SNA/DS options.

A node participating in SNA/File Services must support sNA/DS format set 2 with
only the following features required:
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Security

. Role: End-only

Focal points and entry points that do not implement the intermediate routing
function can be configured to communicate through SNA/DS mtermedlate
nodes and obtain the benefits of SNA/DS. '

. Use of correlator (to carry Agent Unit-of-Work Correlator)
. Integrity: High

. Protocol boundary: closed

A product can choose to implement the sNA/DS layer solely for the purposes
of network management. In doing so, an open protocol boundary would be
useful if other applications will want to use it, but is not required.

Electives:
* Receive-time enhancements

Network management requires the capability to check more fields in the
SNA/DS header than the minimum required (e.g. the destination Dsu list).

* Use of RGN

RGN is needed to carry NETID.

In addition, the Mu Operations function is recommended for attended nodes,
because it provides the ability to list and purge distributions.

Because user names are not required for network management, certain opti-
mizations are possible. In particular, a user directory and destination fan-out
are not required.

The following levels of security are available in LU 6.2 and SNA/DS to products
implementing network management.

Refer to SNA/Distribution Services Reference, SC30-3098, and SNA Transaction
Programmer’s Reference Manual for LU Type 6.2, GC30-3084, for details.

1.
2.
3.

LU 6.2 session-level security (Lu-LU verification)
LU 6.2 conversation-level security verification

SNA/DS security, to ensure that the path traversed by a sNA/DS conversation
is secure if so desired.

The sNa/Ds origin name is provided to the SNA/FS server on !he SNA/DS
server protocol boundary, so that an intervention exit in the server can
examine it.

Additional security to ensure that change management agents are trusted
at a SNA/DS DSU may be provided by the node’s operating system.

Network management data that is transported in. an SNA/DS MU with the security
service level must originate at a trusted psu and always be transported in an
MU specifying a security service level.
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Identification of Resources and Application-Level Routing

Identifying SNA-Addressable Resources

sNA/Management Services identifies sNA-addressable resources with the SNA
Address List (X'04') subvector. This subvector transports the network and
local addresses by which resources are ordinarily identified within an sSNA node.
CPMsS provides address-to-name and name-to-address translation for these
addresses, so that a network operator viewing management services data such
as Alerts, or entering management services commands, need only know
resources by their names.

Identifying Resources That Are Not SNA-Addressable
Resources that are not sNaA-addressable are identified in different ways in
request records and in replies and unsolicited records that flow in the opposite
direction. The two sections that follow detail these ways.

Requests

The Name List (X'06') subvector is the structure that identifies resources in
requests. (This subvector also provides another capability, that of routing
records to served network management applications; see “Routing a Request
to a Specified Application” for a description of this capability.) The Associated
Resource Name List (X'01') subfield is used in common operations services
requests to identify the resource or set of resources to which a request applies.
“Common Operations Services Commands, Replies, and Unsolicited Traffic” on
page 10-144 contains a summary of the ways in which this subfield is used to
identify resources in these requests.

Replies and Unsolicited Records
The Hierarchy/Resource List (X'05') subvector is the structure that identifies
resources in replies and unsolicited records. The primary difference between it
and the Name List (X'06') subvector is the provision for transporting code
points that identify the types of resources involved, as well as their names.

Since the Alert (X'0000') major vector is the record that most fully utilizes the
capabilities of the Hierarchy/Resource List subvector for identifying resources,
the discussion of this subvector appears in the EP_ALERT section of this manual.
See “Hierarchy Information in Alerts” on page 10-42 for this discussion.

Routing a Request to a Specified Application

The architecture for sna/Management Services provides for the routing of man-
agement services traffic to specific applications running at a destination node.
These applications are not the Ms function set groups. Rather, they are network
management applications served by an Ms function set group. Since a request
must first be routed to the serving function set group, and then to the served
application, this type of routing is referred to as second-level application
routing.
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Second-level application routing utilizes the Destination Application Name
(X'50') subfield within the Name List (X'06') subvector. This subfield trans-
ports a 1- to 8-character application identifier. When it receives a major vector
containing this subfield, an Ms function set group that supports routing of this
type knows that the major vector is intended for an application that it serves. If
it is aware of an application with the specified identifier, the Ms function set
group passes the major vector to it. Otherwise it rejects the major vector,
sending sense data X'8018 0001' (application unknown).

Currently the only function set group providing second-level application routing
is EP_COMMON_OPERATIONS_SERVICES.

Protocol Boundaries in the Management Services Model

The architectural model for management services presented in chapters 9—10
decomposes the overall network management capabilities in a node into a
number of management services function sets. “Conventions Used in
Describing Function Sets” summarizes the conventions used when these func-
tion sets are presented in chapters 9—10. “Protocol Boundaries Between MS
Function Set Groups” on page 8-18 lists all of the lettered protocol boundaries
over which data flows between management services function set groups.

Implementations are not required to match the architectural model of this book
internally. An implementation can diverge from this formal model internally,
but not in ways such that technical variations can be detected outside its node.

Conventions Used in Describing Function Sets
The function sets described in detail in Chapters 9—10 are based on the model
previously introduced (see “Base and Optional Subsets of the Function Sets” on
page 1-20). They state the architectural requirements for implementing the
subset of puMs that provides the function being described by the function set,
and the subset of each of the other nodal components that assist PuMs.

Each function set has a corresponding function set group. A diagram of each
function set group indicates the nodal components (or subsets of the nodal
components) providing the function described by the function set, and the
relationship of the subject function set group to other function set groups. Refer
to Figure 8-7 on page 8-17.
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Figure 8-7. Conventions Used In Describing MS Function Set Groups

In each diagram, the function set group being described is bounded by a heavy
dotted line (+s==+). Each of the components responsible for providing function is
shown within the boundary. This convention is not meant to show a physical
composition, but only a functional composition. It is the subset of each compo-
nent providing the function under discussion that the diagram depicts; thus a
subset of PuMs is present within the subject function set group, and a different
subset is present in other function set groups. The same is true for each com-
ponent shown.

The protocol boundaries between Ms components allocated to the subject func-
tion set group and Ms components outside the subject function set group are
shown and marked with letters for ease of reference in the text. They are indi-
cated in Figure 8-7 by (x). The protocol boundaries between Ms components
allocated to the subject function set group and other components of the node
allocated to the subject function set group are shown and marked with numbers
for ease of reference in the text. They are indicated in Figure 8-7 by (n). The
text describing the function will describe the protocol boundaries in detail.

Each function set group outside the subject function set group being described

is bounded by a dotted line (.....). The functional composition of these function
set groups is not shown.
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Each function set falls into one of two categories, general or specialized. A
general function set is a management services function set that provides a
function used by multiple management services categories, such as transport of
management services data. A specialized function set is a management ser-
vices function set that processes data for a particular management services
function. The table shown in Table 8-2 indicates each function set’s category.

Table 8-2. Table of General and Specialized Function Sets for the PUMS Role

General Function Sets Specialized Function Sets
SEND_DATA_SSCP_PU EP_ALERT
RECEIVE_REQUEST_SSCP_PU EP_RTM
FILE_SERVICES_SUPPORT EP_QPI

EP_CHANGE_MGMT
EP_COMMON_OPERATIONS_SERVICES

Protocol Boundaries Between MS Function Set Groups

Protocol Boundary A - Send NMVT

Origin EP_XXXX

Destination SEND_DATA_SSCP_PU

Data Content 1. A pointer to the completed NMVT

2. For solicited data, the address of the control point that
sent the request

Initiates Process described in “Sending NMVTs” on page 9-14

Protocol Boundary B - Held Alert Processing

Origin SEND_DATA_SSCP_PU

Destination EP_ALERT (supporting optional subset 3 - Held Alert)

Data Content 1. A pointer to a completely constructed NMvT

If the pointer is zero, EP_ALERT is being requested to
process an existing held Alert. If the pointer is non-
zero, it contains a pointer to an NMVT to be queued.

Initiates Process described in “Sending Held Alerts” on page 10-15

Protocol Boundary C - Delayed Alert Processing
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Origin SEND_DATA_SSCP_PU Or EP_ALERT

Destination EP_ALERT (implementing optional subset 2 - Delayed Alert)
Or SEND_DATA_SSCP_PU

Request 1. A pointer to a completely constructed NMVT

Data Content

Reply Data 1. An indicator whether the NMVT can be sent at this time

Content

If the indicator is zero, the calling process can send the
NMVT at this time. If the indicator is non-zero, the NMvVT
cannot be sent at this time and is being processed by
this optional subset.

Initiates Process described in “Processing Delayed Alerts” on
page 10-12

Protocol Boundary D - NMVT Received

Origin RECEIVE_REQUEST_SSCP_PU

Destination EP_XXXX

Data Content 1. A pointer to the NMVT

2. The address of the control point from which the NMvT
was received

Initiates Passing data across this protocol boundary causes one of
the following processes to be started, determined by the
key of the major vector in the NMVT referred to by the
pointer in item 1.

* “Receiving RTM Requests” on page 10-55
* “Receiving QPI requests” on page 10-68

¢ “Receiving Common Operations Services Requests” on
page 10-142

Protocol Boundary E - Send NMVT Response
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Origin

EP_XXXX

Destination

RECEIVE_REQUEST_SSCP_PU

Data Content

The following items, used to construct and send an NMVT
response RU:

1. The address of the control point which is to be sent a
+RSP Or -RSP

2. Either the 8-digit hexadecimal sense data that is to be
sent on a -RsP, or the value X’0000 0000’, indicating that
a +RsP is to be sent

Initiates

Process described in “Sending NMVT Responses” on
page 9-19

Protocol Boundary F - Send MS Bulk Data

Origin

EP_XXXX

Destination

FILE_SERVICES_SUPPORT

Data Content

information defining the Fs request, consisting of these ele-
ments:

1. cpP-MsU, to be placed in the agent object

2. Agent unit-of-work correlator

3. Server object parameters

4. List of target locations (NETID and LUNAME for each)
5. sNA/Ds priority and security level requested

Initiates

“8ending Requests and Data” on page 9-6

Protocol Boundary G - MS Bulk Data Received

Origin

FILE_SERVICES_SUPPORT

Destination

EP_XXXX

Data Content

Information defining the rs report, consisting of these ele-
ments:

1. cp-Msu

2. Agent unit-of-work correlator

3. Server object parameters

4. Source location (NETID and LUNAME)

Initiates

Appropriate specialized management services function set
process for receiving data ‘
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Role Requirements for Management Services Components

This section introduces the next two chapters by discussing the conventions
used and function sets described in those chapters, and it specifies for the
implementer, the role available for a management services component. The
reader of this section should be familiar with the material in “Implementation
Choices” on page 1-20.

This section describes the function sets required for the role of PuMs in a type
2.0 node, the function sets optionally available for this role, and the dependence
of the function sets upon one another.

Physical Unit Management Services (PUMS) in a Type 2.0 Node
Introductory material on roles can be found in “Role Requirements” on
page 1-21 and Figure 1-6 on page 1-22.

ooooooooooooooooooooooooooo

EP_CHANGE_MGMT EP_RTM | EP_QPI EP_COMMON_
OPERATTONS_SERVICES-

EP_ALERT
FILE_SERVICES_SUPPORT RECEIVE_REQUEST_SSCP_PU

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

SEND_DATA_SSCP_PU

Figure 8-8. Function Sets for the PUMS Type 2.0 Role
All implementations of type 2.0 nodes' must provide the management services
described in the base subset of the following:

e “SEND_DATA_SSCP_PU Function Set” on page 9-11

* “EP_ALERT Function Set” on page 10-3

The following function sets are available as options to implementations of type
2.0 nodes. Refer to Figure 8-8 for the relationship of these function sets to one
another.

* “RECEIVE_REQUEST_SSCP_PU Function Set” on page 9-16

* “FILE_SERVICES_SUPPORT Function Set” on page 9-3

* “EP_CHANGE_MGMT Function Set” on page 10-71

* “EP_RTM Function Set” on page 10-51

e “EP_QPI Function Set” on page 10-65

» “EP_COMMON_OPERATIONS_SERVICES Function Set” on page 10-138

1 This role also applies to boundary-function-attached type 2.1 nodes.
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FILE_SERVICES_SUPPORT Function Set

MS

SNA/DS

FILE_SERVICES_SUPPORT function set group

ooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

oooooooooooooooo

EP_XXXX 1
. function set .
. group

oooooooooooooooo

1 Currently, XXXX always represents CHANGE_MGMT

Figure 9-1. FILE_SERVICES_SUPPORT Function Set Group

The FILE_SERVICES_SUPPORT function set provides the capability to route Ms com-
mands, reports, and bulk data between Ms function set groups in different
nodes.

Refer to Figure 9-1 throughout the discussion of the FILE_SERVICES_SUPPORT func-
tion set.

For detailed information on the prerequisite architecture components, refer to
SNAJ/File Services Reference, SC31-6807, and SNA/Distribution Services Refer-
ence, SC30-3098.

Protocol Boundaries with Components Outside FILE_SERVICES_SUPPORT
* Input

— Internal Ms protocol boundary F (Request File Services Support)

This function set group receives requests from the EP_xxxx function set
group to route bulk Ms data and requests to other nodes. The details of
this protocol boundary are described in “Protocol Boundary F - Send
MS Bulk Data” on page 8-20.

¢ Output
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— 'Internal Ms protocol boundary G (File Services Report Support)

This function set group reports to the EP_xxxx function set group about
the status of previous requests to route bulk Ms data and requests to
other nodes, or about the arrival of unsolicited bulk data or requests.
The details of this protocol boundary are described in “Protocol
Boundary G - MS Bulk Data Received” on page 8-20.

Prerequisite Function Sets - ,
See “Role Requirements for Management Services Components” on page 8-21
for information on the relationships between this function set and other function
sets.

Overview of Subsets e

Network
Operator
Support
optional
subset 1

FILE_SERVICES_SUPPORT base subset

Figure 9-2. Base and Optional Subsets of FILE_SERVICES_SUPPORT Function Set

FILE_SERVICES_SUPPORT Base Subset

Functions Provided ‘

' ' The FILE_SERVICES_SUPPORT base subset provides the ability to route manage-

ment services requests and bulk data between function set groups located at

- separate Lus. This routing is accomplished over Lu-LU sessions used by
SNA/Distribution Services (SNA/DS).

Formats Supported ‘
This base subset provides:

e The capability to send and receive cP-MsuUs, SNA/FS agent objects, and SNA/FS
files (bulk-data) -over Lu-LU sessions.

~« Support for both processing and building SNA/Fs agent objects, containing
one of the following: '

~ TRANSFER_TO_REQUESTER command

— REPORT_FS_ACTION command
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where the sNA/FS server instruction in the server object is one of the
following:

— CREATE/LOAD, Or
— CREATE/LOAD_OR_REPLACE
— REPORTING_FS_ACTION report
and support for processing, but not building:
— REPORT_FS_ACTION command
where the sNA/Fs server instruction in the server object is:
— DELETE
Implementation Requirements
The requirements for implementing the FILE_SERVICES_SUPPORT base subset are
described by a model consisting of a subset of sNA/Distribution Services and
sNA/Management Services.
A Subset of SNA/Distribution Services (SNA/DS):
* |nteracts with Ms via protocol boundary 7 as follows:

— Notifies Ms that a management services MU and bulk data have arrived
on a conversation

— Receives a management services MU and bulk data from another SNA/DS
node

— Sends an MU and bulk data to the specified LU on a conversation when
requested by Ms
A Subset of SNA/Management Services:
¢ Provides the following processes:
— Sending requests and data

— Receives cP-Msus and sSNA/FS parameters from specialized manage-
ment services function set groups on protocol boundary F

— Sends sNA/FS agent objects and bulk data to other nodes, sending
them on a conversation via SNA/DS

— Passes back sNAa/Ds exception conditions if the agent object and
bulk data could not be sent

— Receiving requests and data

— Receives cp-Msus and bulk data from other nodes on an sNA/DS con-
versation and routes the data to the appropriate XXXX_NETOP or
EP_XXXX specialized function set group on protocol boundary G

— Receives sNA/Fs agent objects and bulk data from other nodes on an
SNA/DS conversation and processes them

— Processing sNA/FS Agent Objects
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— Parses a sNA/Fs agent object and honors the request contained
within it, which is of one of the following kinds:

* To send bulk data to another node, or to build and send an
SNA/FS report if there are exceptions in attempting to do so, or

¢ To build and send an sNA/FS report indicating either success or
failure in attempting to store a file at this node.

Sending Requests and Data:

This process is started by one of the following:

e A specialized management services function set group that has cp-Msu and
bulk data destined for a remote Lu. The process is started via internal Ms
protocol boundary F and is passed a cP-Msu, an agent unit-of-work
correlator, sNA/Fs server object parameters, and a network-qualified Lu
name.

¢ The process described in “Processing SNA/FS Agent Objects” on page 9-7.

* The network operator, if the Network Operator Support optional subset is
implemented.

After being started, this process issues SEND_DISTRIBUTION to pass the agent
object, along with sNA/FS parameters, to sNA/Distribution Services.

Note:
Publications” on page vi for a complete description of the sNna/Ds verbs and
included sNA/FS parameters.

Refer to the sNa/bs and snaFs references listed in “Prerequisite

SEND_DISTRIBUTION is prepared as follows:

L]

DISTRIBUTION_ID specifies the network-qualified LU name of this LU

AGENT_CORREL specifies the correlation value

DESTINATION specifies the network-qualified destination LU hame passed via
protocol boundary F

DEST_AGENT specifies sNA/Management Services (X'23FOFOF0')

AGENT_OBJECT contains either the cp-Msu or the sNA/FS agent object

SERVICE_PARMS - specifies

priority =DATA_12 or lower
protection =YEsS

capacity =16 MEG

security =YES OR NO

accept_delay = INDEFINITE

REPORTING_REQUESTED specifies

exception_report_req=YES

INTEGRITY specifies HIGH
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* REPORT-TO_DSU specifies the network-qualified Lu name of the focal point
that initiated this unit of work

* SERVER specifies sNA/File Services (X'24FOFOF0')
* SPECIFIC_SERVER_INFO specifies the sNA/FS parameters

The return code from the execution of the verb along with any sNA/Ds exception
information is passed back to the process that started this process.

This process then terminates.
Receiving Requests and Data:

This process is started by sNa/Ds in this node when it receives data for sna/Ms
{as specified by the agent TP name in the MU). After being started, it issues
RECEIVE_DISTRIBUTION to receive the data sent to it by a remote LU The following
returned values are used by this process:

* DISTRIBUTION_ID specifies the network-qualified Lu name of the LU that the
MU was received from

* AGENT_CORREL specifies the Agent Unit-of-work Correlator (X'1549') GDs
variable sent by the remote LU

* ORIGIN specifies the network-qualified origin Lu name to be passed via pro-
tocol boundary G

* AGENT_OBJECT (if specified) specifies one of the following:
— A cp-Msu (X'1212') cDs variable carrying a major vector, or
— An Fs command

* REPORTING_REQUESTED specifies
— exception_report_req =YES

* REPORT-TO_DSU specifies the network-qualified LU name of the originator of
the unit of work

* DISTRIBUTION_TIME specifies the time at which the distribution originated
* SPECIFIC_SERVER_INFO specifies the SNA/FS parameters
* RETURN_CODE specifies results of RECEIVE_DISTRIBUTION verb execution.

If the agent object contains a cp-Msu, this process then passes it along with
other required parameters to the appropriate specialized management services
function set via internal Ms protocol boundary G and terminates.

Otherwise (if the agent object does not contain a cp-Msu), this process starts
the process described in “Processing SNA/FS Agent Objects.”

Processing SNA/FS Agent Objects:
This process is started when the process described in “Receiving Requests and

Data” receives an Fs command. After being started, this process parses the
agent object.
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Refer to Table 9-1 on page 9-8.

Table 9-1. Choosing Agent Object Contents and Server Parameters from the Command Received

SNA/FS command
received

SNA/FS agent object SNA/FS server instructions to send

TRANSFER_ TO_
REQUESTER

contents to send (E=encoder D=decoder S =source T=target)

NONE (AGENT OBJECT IS S: (FETCH, ABEND, ONLY_ IF_ EXCEPTIONS)

OMITTED) T: (CREATE/LOAD_ OR_ REPLACE, STORING, ABEND,
DETAILED)

REPORT_ FS_ ACTION

REPORTING_ FS_ ACTION E: (ENCODE_ ONLY, ABEND, ONLY_ IF_ EXCEPTIONS)
D: (DECODE_ ONLY, ABEND, DETAILED)

Notes:

1. In the case of TRANSFER_TO_REQUESTER, the file name is a Fetched File Name
if sNasFs action is successful, a “To-Be-Fetched File Name if it is not.

2. In the REPORTING_FS_ACTION report, the file name is a Stored Name or a
Deleted Name if sNA/Fs action is successful, a To-Be-Stored Name or To-Be-
Deleted Name if it is not.

If the agent object contains a TRANSFER_TO_REQUESTER command, this process
uses the specified Fs parameters required to fetch the data object, and issues
SEND_DISTRIBUTION to transfer the file to the requesting focal point, using the
same parameters as described in “Sending Requests and Data” on page 9-6,
but omitting AGENT_OBJECT.

If the agent object contains a REPORT_FS_ACTION command, this process encodes
Fs parameters required to report on the status of the stored data object, builds
an Fs agent object containing a REPORTING_FS_ACTION command, and then issues
SEND_DISTRIBUTION.

If this process is unable to parse the agent object, or in any other exception
conditions, it builds an agent object containing an sSNA Condition Report
(X'1532') cps variable and issues SEND_DISTRIBUTION.

This process then terminates.

FILE_SERVICES_SUPPORT Optional Subset 1 (Network Operator Support)

Functions Provided

Optional Subset 1 (Network Operator Support) provides the capability to interact
with the network operator at the node to receive request verbs and pass back
reply verbs. Refer to Appendix B, “Management Services Protocol Boundary
Verbs” on page B-1 for a detailed description of these verbs.
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This optional subset provides support for receiving and processing the following
verbs from the network operator:

e SEND
* RETRIEVE
and issuing the following verbs to the network operator:
* REPLY_TO_SEND
* REPLY_TO_RETRIEVE

* NOTIFICATION_OF_ARRIVAL

Implementation Requirements

The additional requirements for implementing this optional subset are
described by a model consisting of the following:
A Subset of SNA/Management Services:
* Provides the following processes:
— Sending requests and data

— Receives sNA/Fs parameters from the network operator, and sends
them after the sNA/Fs agent object is built to other nodes on a con-
versation via SNA/DS

— Passes back sNA/DS exception conditions if the agent object and
bulk data could not be sent

— Receiving data

— Receives SNA/FS agent object reports and passes them to the
network operator after converting them to the reply verb format.

— Processing SNA/FS Agent Objects

— Builds a sNnA/Fs agent object from a network operator verb
Sending Requests and Data:
The process described in “Sending Requests and Data” on page 9-6 is
enhanced to support being started by:

¢ The network operator.

Then, the process described in “Processing SNA/FS Agent Objects” on
page 9-7 (enhanced as described below) is started to build the required sNA/FS
agent object from the verb. Otherwise, processing is the same.

Receiving Requests:
The process described in “Receiving Requests and Data” on page 9-7 is
enhanced to convert sNA/FS reports and notifications of the arrival o<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>