






















































































RIPPI provides fast point-to-point communications with other 
supercomputers, workstations, mainframes and peripherals. The 
Paragon RIPPI connection matches the industry standard of 100 
Mbyteslsec and ties into the Paragon interconnection network, which 
itself has a bandwidth of 200 Mbyteslsec. 

Ethernet is the most common LAN for sub-nets within a facility or labo­
ratory. The Paragon system supports the full IEEE 802.1 protocol, and 
multiple Ethernet interfaces can be used to increase the Ethernet 
bandwidth for remote logins and interactive user sessions. 

The system's FOOl networking supports the ANSI X3T9.5 protocol stan­
dard. Both Ethernet and FOOl are implemented via the VME interface. 

Network Protocols 

For Ethernet networking, the system supports the TCPIIP protocols; the 
UNIX sockets mechanism; basic networking facilities such as Fl'P, tel­
net and remote login; and application-level protocols such as the Network 
File System (NFS) and the UNIX facilities for rsh and rpc. The system 
can also support the OECnet protocol for integration into OEC computing 
environments. 
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System Reliability 

In the demanding environment of the supercomputer center, system 
availlibility is as essential as system performance. The Paragon ™ XP/S 
system has a wide range of features that ensure maximum system avail-
ability and reliability. . 

Reliable Hardware 

Hardware reliability starts with the system's extensive use of VLSI, 
including Intel's proven i860 family of RISC processors, which have been 
chosen for more than 100 commercial designs. The use of an industry­
standard CPU ensures that the reliability of the VLSI has been proven in 
a variety of applications. 

Error-correcting memory on each node helps identify and correct mem­
ory errors if they occur. In addition, the communications mesh is de­
signed with its own error-detection facilities, and the PMRC mesh router 
chips can continue to pass messages even in the unlikely event of a node 
failure. Critical aspects of the system hardware, including power supplies 
and disk subcontrollers, have redundant components. Disk rebuilding 
can be performed on-line or off-line, further contributing to high system 
availability. 

Paragon systems require no special cooling or other protection beyond 
that provided by a standard computer-room environment. Eliminating the 
need for special cooling equipment also eliminates any of the potential 
problems of complex cooling apparatus traditionally required of 
supercomputer systems. It also ensures that the Paragon system can be 
installed quickly and immediately after shipment. 

In addition, disk failures can be resolved without shutting down the 
system or the I/O system, by simply removing and replacing the faulty 
disk while the system is running. 

Reliable Software 

As with the commercially available VLSI components, Paragon operating 
system software starts from a robust, commercially proven foundation -
the Open Software Foundation's OSF/1 UNIX implementation. The 
system also includes software reliability features such as "fire walls," 
which separate user code from system code and prevent inadvertent cor­
ruption of system software. 

Many of the system's development tools, libraries, and applications origi­
nated on workstations and on previous supercomputers, and reflect the 
reliability and improvements of several years of intensive use. 

Software is rigorously tested prior to release, including full regression 
testing, comparison against previously reported software bugs, and user 
testing at the hands of Intel's most experienced and demanding users. 
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Reliable Operation 

To keep the system functioning smoothly, an internal diagnostic network 
monitors important system components and operation, and easy-to-use 
diagnostic utilities drive the diagnostic subsystem to quickly isolate the 
failure to a field-replaceable unit. Units can be replaced quickly, and the 
operating system is designed for a quick restart. 

For example, the system monitors itself for high temperatures and au­
tomatically (and gracefully) shuts down the system if they are detected. 
In addition to enabling users to protect their data, this capability 
minimizes the number of components harmed by excessive temperatures 
and contributes to a quick restoration to full capacity once the problem is 
diagnosed and corrected. 
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Development With Intel 

To ensure a smooth transition from traditional supercomputers to the 
Paragon series of supercomputers, Intel offers comprehensive technical 
support. Among the services Intel offers are: 

• Applications consulting with the scientists and mathematicians of 
Intel's computational sciences group. 

• Systems specification and systems integration support, to assist in 
configuring the Paragon system to meet specific site requirements 
and integrating it into a given computing environment. 

• Porting services, including full-time, on-site personnel to assist 
with applications development and porting. 

• Benchmarking assistance, to help evaluate Paragon's performance 
and see how it applies to targeted applications. 

• Training courses for programmers and system administrators, 
covering topics such as parallel programming, performance 
analysis, system software and hardware design concepts, and fault 
isolation. 

Worldwide Users 

Paragon XP/S users also benefit from the growing number of third-party 
applications developed for Intel supercomputers, and from membership in 
a large and growing user community. With more than 300 installations 
worldwide, Intel has the largest installed base of massively parallel 
processor systems. 

User Group 

Customers also gain from the resources of the Intel Supercomputer Users' 
Group. With more than 1,000 participants, the Users' Group maintains an 
active calendar of user conferences, technical sessions, special interest 
group meetings, publications, and other events. 
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