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Abstract

This document defines the functional operation and hardware architecture for the 4150 and
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both the 4150 and the 4050 processors.

I'd would like to take this opportunity to thank the writers of this document.
Alphabetically:

Denise Chiacchia
Tony Dorohov
Tom Kinahan
Mark Laird
Brian Lefsky
Tom O’Brien
Stu Rae

Sherri Root

Steve Small



Table of Contents ' 4150 Funct. Spec.

Page i
Table of Contents
Page
1. System Overview 1
1.1 Introduction 1
1.2 System Packaging 3
1.3 Diagnostic Processor 4
1.4 System Power 4
1.5 Configuration Rules 5
1.51 Memory S
152 1/0 6
1.5.3 Power 7
1.6 9755 and 4050/4150 Comparisons 7
2. Processor Overview 9
2.1 General Description 9
2.2 Board Descriptions 12
2.3 VLSI Requirements 12
2.4 Major and Critical Paths 13
2.5 Processor Physical Description 14
3. Pipeline Control Unit Functional Overview 17
3.1 Introduction 17
3.1.1 Stage Clock Generation 19
3.2 9755 and 4150 Comparisons 20
3.3 VLSI Requirements 20
3.4 Major and Critical Paths 20
4. Control Store Unit Functional Overview 21
4.1 Introduction 21
4.1.1 Microsequencer 23
4.12 Control Store RAM 23
4.1.3 Maintenance & Initialization Logic 23
4.1.4 Parity Checker 23
4.1.5 BCYPDA 23
4.2 9755 and 4150 Comparisons 23
4.3 VLSI Requirements 24
4.4 Major and Critical Paths . 24
S. Instruction Decode/Effective Address Formation Functional Overview 25
5.1 Introduction ; 25
5.1.1 Instruction Decoding 25

PRIME RESTRICTED



4150 Functional Specification
Page ii

5.2
53
5.4

5.1.2 Effective Address Formation
5.1.3 Register File Collisions

9755 and 4150 Comparisons
VLSI Requirements
Major and Critical Paths

6. Branch Cache Functional Overview

6.1

6.2
6.3
6.4

Introduction
6.1.1 Overview of Operation

9755 and 4150 Comparisons
VLSI Requirements
Major and Critical Paths

7. Cache Functional Overview

8.

7.1

7.2
7.3
7.4

Introduction
7.1.1 Basic Cache Operation
7.1.2 Cache Writes and Operand Reads

9755 and 4150 Comparisons
VLSI Requirements
Major and Critical Paths

Storage Management Unit Functional Overview

8.1

8.2

8.3
8.4
8.5

Virtual Memory Concept
8.1.1 Introduction

8.1.2 Segmentation

8.1.3 Protection Rings

Addressing Cache

8.2.1 C(Cache Address Sources

8.2.2 Virtual to Physical Address Translation
8.2.3 Memory Traps

8.2.4 UNIX Support

9755 and 4150 Comparisons
VLSI Requirements
Major and Critical Paths

9. Execution Unit Functional Overview

10.

9.1
9.2
9.3
9.4

Introduction

9755 and 4150 Comparisons
VLSI Requirements

Major and Critical Paths

Memory Controller Unit Functional Overview

10.1

Introduction

PRIME RESTRICTED

28
28

28
29
29

31

31
33

34
34

35

35
35
37

37
37
38

39

41
41
42
42

43
43
43

45
45
45
46

47
47
49
50
S0

S1
51



Table of Contents

11.

12.

13.

10.1.1 Overview of Operation
10.2 9755 and 4150 Comparisons
10.3 VLSI Requirements
10.4 Major and Critical Paths

170 Interface Functional Overview

11.1 Introduction
11.1.1  Overview of Operation

11.2 9755 and 4150 Comparisons
11.2.1 Burst DMT Mode

- 11.3 VLSI Requirements

11.4 Major and Critical Paths

System Busses Functional Overview

12.1 Introduction
12.11 BB
12.1.2 BD
12.1.3 BVMA
12.1.4 BPA, BPD
12.1.5 MA, MD
12.1.6 BD Arbitration

12.2 9755 and 4150 Comparisons
12.3 VLSI Requirements
12.4 Major and Critical Paths

Processor Diagnostic Aid Functional Overview

13.1 Introduction
13.1.1 General
13.1.2 Z80 Microprocessor
13.1.3 Stack
13.1.4 Halts / Delays
13.1.5 Delay Counter
13.1.6 Sense Registers
13.1.7 Forcing Microcode Address
13.1.8 Reading/Writing Control Store

13.2 9755 and 4150 Comparisons
13.2.1 Stand Alone / Self Diagnostic Mode
13.2.2 Power Up Circuit
13.2.3 Sense Register 4
13.2.4  Stack
13.2.5 BCY Match Counter
13.2.6 Microlooper
132.7 New Halt/Trigger Condition (ARM2)
132.8 New Halt/Trigger Condition (ARM1)
13.29 Bus Virtual Memory Address (BVMA) Interface

PRIME RESTRICTED

4150 Funct. Spec.
Page iii

51
53
54
54

55

55
55

57
57

57
57

59

59
59

<

¢
60
60

61
61

63

63
63
65
65
65
65
66
66
66

66
66
66
67
67
67
67
67-
68
68



4150 Functional Specification

Page iv
13.3 VLSI Requirements 68
13.4 Major and Critical Paths 68
13.4.1 Stack Write Cycle 68
13.4.2 Halt Path ' _ 68
13.4.3 Trigger Path 69
14. Microcode Functional Overview 71
14.1 Introduction 71
14.1.1 Microcode Fields 71
14.2 9755 and 4150 Comparisons 73
142.1 Timing Changes 73
14.2.2 Shift Instruction Implementation 73
14.2.3 Multiply Implementation 73
1424 Divide Implementation 74
1425 1/0 74
14.3 Microdiagnostics 74
15. VLSI Requirements 85
15.1 Introduction 85
15.2 Microsequencer 85
15.3 Cache Address 85
15.4 STLB Set Select 86
15.5 Cache Set Select 86
15.6 PEALU 86
15.7 Barrel Shifter 87
15.8 Write Buffer Address 87
15.9 Register File Address 87
16. Diagnostic Processor Interface Detailed Description 89
16.1 DP Two Way Communication 91
16.2 DP One Way Communication 92
16.2.1 PDA Acting as the DP 93
16.3 VLSI Usage 93
16.4 Timing Diagrams 93
16.5 9755 Comparisons 96
16.6 Critical Paths 97
16.7 Partitioning 97
17. System Initialization Detailed Description 99
17.1 SYSVERIFY ’ 99
17.1.1 Sysverify Overlays 99
17.2 SYSCLR 134

PRIME RESTRICTED



Table of Contents

18.

19.

20.

Pipeline Control Unit Detailed Description

18.1
18.2
18.3

18.4

18.5
18.6
18.7
18.8
18.9

Instruction Flow O\ferview
PCU Operation

PCU Control
18.3.1 Front End Control
18.3.2 Back End Control

External PCU Hold Conditions

18.4.1 Variable Length Microcode Step Timing
18.42 EHOLDs

18.4.3 Traps

18.4.4 Miscellaneous

9755 and 4150 Comparisons
Clock Distribution

Critical Paths

‘Timing Diagrams

Partitioning

Control Store Unit Detailed Description

19.1
19.2

19.3
19.4
19.5
19.6
19.7
19.8

Control Store Memory

Microinstruction Sequencing
19.2.1 Normal Microinstruction Sequencing
19.2.2 Abnormal Microinstruction Sequencing

RCC Latches
VLSI Usage
Critical Paths
Timing Diagrams
9755 Comparisons
Partitioning

Instruction Decode Detailed Description

20.1
20.2

20.3

20.4
20.5
20.6

Instruction Fetch

Instruction Stream Formats
20.2.1 Aligned Short Instructions
20.2.2 Aligned Long Instructions
20.2.3 Unaligned Short Instructions
20.2.4 Unaligned Long Instructions

Instruction Decode
20.3.1 Decode Net
20.3.2 Register File Address Generation

VLSI Usage
9755 Comparisons
Critical Paths

PRIME RESTRICTED

4150 Funct. Spec.
Page v

135
135
138

139
143
143

144
145
147
147
150

151
151
151
153
153

155
157

157
158
166

167
168
168
169
169
169

171
171

173
173
173
174
174

174
174
179

181
181
181



4150 Functional Specification
Page vi

21.

22.

23.

20.7 Partitioning

Effective Address Formation Detailed Description
21.1 Discussion of Basic Addressing Modes

21.2 Memory Reference Instruction Formats

21.3 EAF Decoding

21.4 Microcode Assisted EAF

21.5 Hardware EAF
21.5.1 I Mode Immediate and Register to Register Instructions
21.5.2 Indirect Support

21.6 Register File Tracking/Collisions
21.6.1 5-9 Register Collision
21.6.2 4-6 Register Collision

21.7 VLSI Usage

21.8 9755 Comparisons

219 Major and Critical Paths
21.10 Partitioning

Branch Cache Detailed Description
22.1 VLSI Usage

22.2 9755 Comparisons

22.3 Major and Critical Paths
22.4 Partitioning

Cache Detailed Description

23.1 Associative Memory Introduction
23.2 Cache Organization

23.3 Element Selection

23.4 Cache Replacement

23.5 Cache Reads and Writes
23.5.1 Unaligned Cache Write
23.5.2 Unaligned Cache Read

23.6 Cache Miss

23.7 Error Detection and Reporting
23.8 VLSI Usage

239 9755 Comparisons

23.10 Critical Paths

23.11 Partitioning

Storage Management Unit Detailed Description

24.1 Cache and STLB Addressing
241.1 IRP

PRIME RESTRICTED

181

183
183
185
186
190

190
192
194

195
196
197

199
199
199
200

201
204
204
205
205

207
207
210
212
213

214
215
219

221
228
229
229
229
230

231
231

233



Table of Contents

25.

24.1.2 EAS and EAD
24.1.3 ERMA and PRMA
24.1.4 Feedback Paths

24.2 STLB Organization
24.2.1 Shared Bit
24.2.2 1OTLB Support

24.3 Traps
24.3.1 Read Address Trap
2432 STLB Miss
24.3.3 Access Violation
24.3.4 Page Modified Trap
24.3.5 Write Address Trap
24.3.6 Flat Trap
24.3.7 Wrap Trap

24.4 VLSI Usage

24.5 Critical Paths
24.6 9755 Comparisons
24.7 Partitioning

Execution Unit Detailed Description

25.1 ALU Logic
25.1.1 ALU Modes
25.1.2 Carry
25.1.3 ALU Output
25.14 BA Mux
25.1.5 IBB Mux
25.1.6 RD and RS

25.2 Barrel Shifter Logic
25.2.1 BDI Encoding
25.2.2  Shift
25.2.3 BDI Output

25.3 Register File
25.3.1 Register File Bypass
25.3.2 Register File Tracking
25.3.3 RP/REC

25.4 Multiply
25.4.1 Booth’s Algorithm
2542 Multiply Implementation

25.5 Divide
25.5.1 Non-Restoring Divide Algorithm
25.5.2 Divide Implementation
25.6 Floating Point
25.6.1 Floating Add
25.6.2 Floating Subtract
25.6.3 Floating Multiply

PRIME RESTRICTED

4150 Funct. Spec.
Page vii

233
233
234

234
235
236

238
238
238
239
239
240
240
240

240
241
241
242

243

246
246
248
249
249
249
250

250
251
251
252

252
253
253
254

254
254
258

262
262
265

267
267
269
270



4150 Functional Specification
Page viii

26.

25.8
259

25.10
25.11
25.12
25.13
25.14

Memory Controller Unit Detailed Description

26.1
26.2

26.3

26.4

26.5
26.6
26.7
26.8
26.9
26.10
26.11
26.12
26.13

25.6.4 Floating Divide
25.6.5 Rounding
25.6.6 Quadruple Precision

Character and Decimal Instructions

25.7.1 Introduction
25.7.2 Character Instructions
25.7.3 Decimal Instructions

System Timers

Trap Logic

259.1 Fetch Cycle Traps
25.9.2 Non-Fetch Cycle Traps

Parity Reporting
VLSI Usage
Critical Paths
9755 Comparisons
Partitioning

Overview

Write Buffer

26.2.1 Data Write Buffer
26.2.2 Address Write Buffer
26.2.3 Valid Write Buffer
26.24 The WB as a Whole

26.2.5 Memory Timer OPeration Scheduler (MTOPS)

26.2.6 WB Diagnostics

CPU Request & Acknowledge
26.3.1 CPU Write
2632 CPU Read

Memory Timer

26.4.1 Read Status

2642 MT Abort

26.4.3 MT Diagnostic Features

Memory Configurations
Refresh

Parity Checking/Generating
Error Reporting

Battery Back Up

VLSI Usage

Critical Paths

Timing Diagrams

9755 Comparisons

PRIME RESTRICTED

270
270
272

274
274
276
289
306

307
307
308

308
30

[FC RN

311

313
313
315
317
318
319
320
321
325

326
327
328

329
334
336
336

336
338
339
339
340
341

- 341

341
342



Table of Contents

27.

28.

29.

26.14

Partitioning

I/0 Interface Detailed Description

2741
27.2
27.3
27.4

275
27.6
27.7
27.8
279
27.10
27.11
27.12
27.13

Bus
28.1
28.2
28.3
28.4
28.5
28.6
28.7
28.8
28.9

DMx Control
DMA/DMC/DMT/DMQ IN
DMA/DMC/DMT/DMQ OUT

Burst DMA Mode
274.1 Burst DMA IN
274.2 Burst DMA OUT

32-Bit Burst DMA Mode

Extended DMA

Programmed 1/0

Parity Checking

Required I/0 Controller Revision Levels
Timing Diagrams

9755 Comparisons

Critical Paths

Partitioning

D Arbitration Detailed Description
E Unit

MC Unit

S Unit

BPA

PDA

VLSI Usage

Critical Paths

9755 Comparisons

Partitioning

Processor Diagnostic Aid Detailed Description

29.1

29.2

29.3

Stack

29.1.1 Inhibits

29.1.2 Storing Data into the Stack
29.1.3 Reading Data from the Stack

Sense Registers
29.21 SR1 and SR2
29.2.2 SR3

29.2.3 SR4

Halts and Delays
29.3.1 Halts
29.3.2 Delays

PRIME RESTRICTED

4150 Funct. Spec.
Page ix

343

345
345
348
349

349
350
350

350
351
#51

355
353
354

355
355
355
355
356
356
357
357
357
357

359

361
361
362
362

362
362
363
363

363
363
363



4150 Functional Specification
Page x

30.

31.

29.4 Event Counter
29.4.1 Loading
29.4.2 Reading _

29.4.3 Selecting Events to Count

29.5 Control Store Interface

29.5.1 Reading/Writing Control Store

29.6 BDH Interface
29.6.1 FORCEBCY
29.6.2 Load Decode Net
29.6.3 Load Memory

29.7 Microprocessor
29.8 PDA Configurations

29.8.1 PDA Debug Configuration
29.8.2 Manufacturing CPU Debug Configuration
29.8.3 Customer or Field System Configuration

29.9 How to Debug the PDA
29.10 Timing Diagrams

29.11 Critical Paths
29.11.1 Stack Write Cycle
29.11.2 Halt Path
29.11.3 Trigger Path

29.12 VLSI Usage

29.13 9755 Comparisons
29.13.1 Self Diagnostic Mode
29.132 Stack
29.13.3 Trigger Conditions
29.13.4 Event Counter
29.13.5 Power Up Circuit
29.13.6 BVMA Interface

29.14 Partitioning

CMI Board Discussion
30.1 4150 And 4050 Differences

30.2 Programmable Parts
30.2.1 PALs
30.2.2 PROMs

30.3 Diagnostic Features
30.4 Critical Paths

IS Board Discussion
31.1 4150 And 4050 Differences

31.2 PALs
31.21 PCU PALs
31.2.2 Parity Clocks

PRIME RESTRICTED

364
364
364
364

364
364

365
366
367
367

367

369
369
370
370

370
3n

372
372
373
373

373

373
373
373
373
374
374
374

374

315
377

3717
377
379

380
381

383
385

385
385
385



Table of Contents

32.

33.

31.2.3 EAS, EAD, and INSTAT Clocks

31.2.4 Branch Cache Control

31.2.5 Register Collisions

3126  BVMA Select Control

31.2.7 Cache Write Control

31.2.8 RMA Clocks

31.2.9 Unaligned Read and Cache Data Clocks
31.2.10 Displacement, Opcode, and BB Latch Control
31.2.11 BB and PMA selects

31.2.12 IRPL, IRPH, and RPST clocks

31.2.13 STLB Write Pulses Enables

31.2.14 Short/Long Instruction Control

31.2.15 TRAPVLD Clock Enable

31.2.16 Displacement ALU and EAS mux control
31.2.17 Base Register ALU control

31.2.18 Control of Ring Bits

31.2.19 Base Register File Address Generation
31.2.20 Base Register Parity Checking

31.3 PROMs
31.3.1 Destination
31.3.2 IAC
31.3.3 Trap

31.4 Critical Paths

E Board Discussion
32.1 4150 And 4050 Differences

32.2 Programmable Parts
32.2.1 PALs
32.2.2 PROMs

32.3 Diagnostic Features
32.4 Critical Paths

PDA Board Discussion
33.1 4150 And 4050 Differences
33.2 Programmable Parts

3321 PALS
33.22 PROMs

33.3 Diagnostic Features
33.4 Critical Paths
33.4.1 Stack Write Cycle
33.4.2 Halt Path
33.4.3 Trigger Path

PRIME RESTRICTED

4150 Funct. Spec.
Page xi

385
385
385
385
385
386
386
386
386
386
386
386
386
386
387
387
387
387

387
387
387
387

387

389
391

391
391
393

394
394

395
397

397
397
398

398

398
398
399
399



4150 Functional Specification
Page xii

PRIME RESTRICTED



List of Figures 4150 Funct. Spec.

Page xiii
List of Figures

FIG. 1-1. System Diagram of 4150 , 2
FIG. 2-1. Block Diagram of 4150 Processor 10
FIG. 3-1. Block Diagram of Pipeline Control Unit 18
FIG. 3-2. Stage Clocking Example 20
FIG. 4-1. Block Diagram of Control Store 22
FIG. S5-1. Block Diagram of Instruction Decode Unit 26
FIG. 5-2. Block Diagram of EAF Unit 27
FIG. 6-1. Block Diagram of Branch Cache 32
FIG. 7-1. Block Diagram of Cache 36
FIG. 8-1. Block Diagram of Storage Management Unit 40
FIG. 9-1. Block Diagram of Execution Unit 48
FIG. 10-1. Block Diagram of Memory Controller 52
FIG. 11-1. Block Diagfam of I/0 Interface 56
FIG. 13-1. Block Diagram of PDA 64
- FIG. 16-1. Diagnostic Processor Interface Signals | 89
FIG. 16-2. Diagnostic Processor Interface Block Diagram 90
FIG. 16-3. Read Data from DP to CPU 94
FIG. 16-4. Write Data from CPU to DP 94
FIG. 16-5. Load RBCYH & RBCYL 95
FIG. 16-6. Write Control Store 96
FIG. 18-1. Conceptual Flow of Pipelined Instructions 135
FIG. 18-2. Block Diagram of Pipeline Control Unit 136
FIG. 18-3. S-R Flip-Flop View of Stage Active Functionality 141
FIG. 18-4. AND Gate View of Stage Clock Enables ' 142
FIG. 18-5. Consecutive Odd Pipeline Stages Illustration “ v 143
FIG. 18-6. PCU Hold Condition Block Diagram 144
FIG. 18-7. TX NX Illustrations 146
FIG. 18-8. Pipeline Flow For RP Trap 150

PRIME RESTRICTED



4150 Functional Specification

Page xiv
FIG. 18-9.
FIG. 19-1.
FIG. 19-2.
FIG. 19-3.
FIG. 19-4.
FIG. 19-5.
FIG. 19-6.
FIG. 19-7.
FIG. 19-8.
FIG. 19-9.
FIG. 19-10.
FIG. 19-11.
FIG. 19-12.
FIG. 20-1.
FIG. 21-1.
FIG. 21-2.
FIG. 21-3.
FIG. 21-4.
FIG. 21-S.
FIG. 21-6.
FIG. 22-1.
FIG. 23-1.
FIG. 23-2.
FIG. 23-3.
FIG. 23-4.
FIG. 23-5.
FIG. 23-6.
FIG. 23-7.
FIG. - 23-8.

Stage Clocking Example

Block Diagram of Control Store

JUMP BCY Formation

DECODE and LDA BCY Formation

BDH Branch BCY Formation

GOTO BCY Formation

EMIT BCY Formation

CRTN BCY Formation

CALL w/ JUMP Operation

CALL w/ GOTO Operation

PUSH w/ EMIT Operation

FORCEBCY Timing

Control Store Memory Write Cycle Timing
Block Diagram of Instruction Decode Unit
Block Diagram of EAF Unit

Pipeline Flow During Indirect

Generalized Pipeline Flow

5-9 Register Collision Pipeline Flow

4-6 Register Collision Pipeline Flow

4-6 Register Collision Bypass

Block Diagram of Branch Cache

Direct Mapped Cache (Analogy)

Two Set Associative Memory (Analogy)
Block Diagrarri of Cache

Aligned Cache Writes

Unaligned Cache Writes: No RMA destination
Unaligned Cache Writes: RMA destination
Unaligned Read Timing

Unaligned Cache Miss: First Word only

PRIME RESTRICTED

153
156
159
160
160
161
162
163
164
165
166
167
169
172
184
194
195
196
197
198
202
208
209
211
215
217
219
220
223



List of Figures 4150 Funct. Spec.

Page xv
FIG. 23-9. Unaligned Cache Miss: Second Word only 2258
FIG. 23-10. Aligned Cache Miss 227
FIG. 24-1. Block Diagram of Storage Management Unit o 232
FIG. 24-2. STLB and IOTLB Mapping to the Same Location 237
FIG. 25-1. Block Diagram of Execution Unit 244
FIG. 25-2. Execution Unit Data Flow Diagram 245
FIG. 25-3. Register File Location Layout 253
FIG. 25-4. Register File Read/Write Timing 253
FIG. 25-5. Booth’s Algorithm 255
FIG. 25-6. Booth’s Algorithm: Multiplier = 3 Example 256
FIG. 25-7. Booth’s Algorithm: Multiplier = 118 Example 257
FIG. 25-8. Booth’s Algorithm: Multiplier = -2 Example 258
FIG. 25-9. Multiply Hardware Slicing 260
FIG. 25-10. Non-Restoring Divide Example: 6 / 2 263
FIG. 25-11. Non-Restoring Divide Example: 5 / -4 264
FIG. 25-12. Non-Restoring Divide Example: 14 / 3 265
FIG. 25-13. Quadruple Precision Normalize 273
FIG. 25-14. Character and Decimal Alignment 275
FIG. 26-1. Block Diagram of Memory Controller 314
FIG. 26-2. Write Buffer Block Diagram 316
FIG. 26-3. Data Write Buffer Organization 317
FIG. 26-4. VWB Location Format 319
FIG. 26-S. Aligned Write VWB Patterns 323
FIG. 26-6. Unaligned> Write VWB Patterns (Examples) 324
FIG. 26-7. WACK Timing Diagram 341
FIG. 26-8. STREAD Timing Diagram 342
FIG. 27-1. Block Diagram of I/0 Interface ' ' 346
FIG. 27-2. BPCSTRB and BPCBSTRB Timing ' 353
FIG. 27-3. 64 Bit Write Timing (SWACK Chain) 353

PRIME RESTRICTED



4150 Functional Specification
Page xvi

FIG. 28-1. Transfer of BD Control, E to MC
FIG. 28-2. Transfer of BD Control, E to S
FIG. 28-3. Transfer of BD Control, E to BPA
FIG. 28-4. Transfer of BD Control, E to PDA
FIG. 29-1. Block Diagram of PDA

FIG. 29-2. PDA BDH Interface Fields

FIG. 29-3. PDA Stack Write Pulse Timing
FIG. 30-1. CMI Board Block Diagram

FIG. 31-1. IS Board Block Diagram

FIG. 32-1. E Board Block Diagram

FIG. 33-1. PDA Board Block Diagram

PRIME RESTRICTED

355
356
356
357
360
366
372
376
384
390
396



List of

TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE

Tables 4150 Funct. Spec.

Page xvii
List of Tables

1-1. Memory Configurations 4 6
1-2. I/0 Controller Required Revision Levels 7
5-1. BB Data During Different Pipeline Stages 28
9-1. ALU Data Sources 49
14-1. 4150 Microcode Fields 71
14-2. CS and CU Field Definitions 72
16-1. DP Interface One-Way Communication Commands 92
18-1. Pipeline Hold Conditions 145
19-1. CS and CU Field Definitions 158
19-2. RCC/RCM Distribution Summary 168
20-1. BB Data During Different Pipeline Stages 173
20-2. Decode Net Address Bit Generation 176
20-3. DNCNTRL{04:05}+ Interpretation 178
20-4. Base Register File Address Selection 179
20-5. 321 Mode Extended Base Register Selection 180
20-6. 1 Mode Index Register Selection ‘ 180
20-7. Non-1 Mode Index Register Selection 181
21-1. S or R Mode EAF Decoding 187
21-2. 'V Mode EAF Decoding 188
21-3. 1 Mode EAF Decoding : 189
21-4. 1 Mode EAF Function Table 190
21-5. Register File ALU (ALUBX) Control 192
21-6. Displacement ALU (ALUD) Control 192
23-1. 4150 Baseball Team Statistics 207
23-2. FIFO Cache Replacement Algorithm . ‘ 214
23-3. Memory Images for Figures 23-7, 23-8, 23-9, and 23-10 220
23-4. Notes for Figure 23-7 221
23-5. Notes for Figure 23-8 224

PRIME RESTRICTED



4150. Functional Specification
Page xviii

TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE

23-6.
23-7.
24-1.
25-1.
25-2.
25-3.
25-4,
25-S.
25-6.
25-7.
25-8.
25-9.

25-10.
25-11.
25-12.
25-13.
25-14.
25-15.
25-16.
25-17.
25-18.
25-19.
25-20.
25-21.
25-22.
25-23.
25-24.
25-25.
25-26.

Notes for Figure 23-9

Notes for Figure 23-10

STLB Entry Format

ALU Data Sources

ALU Modes

BDI Modes

ADJUST ALU Mode

ZFF 1ACs

ZMV BDI Alignment

ZMSTRT ZBIT Jump Conditions for ZMV

Other ZMSTRT Jump Conditions for ZMV
ZMFAST Jump Conditions for ZMV

ZMSHRT Jump Conditions for ZMV, Part 1
ZMSHRT Jump Conditions for ZMV, Part 2
ZMSHRT Jump Conditions for ZMV, Part 3
ZMEXIT Jump Conditions for ZMV, Part 1
ZMEXIT Jump Conditions for ZMV, Part 2
Character ALU Modes

ZMSTRT ALU Modes For Character Instructions
ZMFAST ALU Modes For Character Instructions
ZMSHRT ALU Modes For Character Instructions
ZMEXIT ALU Modes For Character Instructions
Decimal Instruction Control Word Format
Decimal Field Type Definitions

ADJUST >Decima1 Jump Conditions

OBTAIN Decimal Jump Conditions

UNLPCK Decimal Jump Conditions

UNLUNP Decimal Jump Conditions

XADP BDI mode

PRIME RESTRICTED

226
228
234
247
248
251
268
275
277
278
278
279
279
280
280
281
282
283
283
284
284
285
291
292
294
294
295
295
297



List of Tables 4150 Funct. Spec.

TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE
TABLE

25-27.
25-28.
25-29.
25-30.
25-31.
25-32.
25-33.

26-1.
26-2.
26-3.
26-4.
26-5.
26-6.
27-1.
27-2.
29-1.
29-2.
30-1.

Page xix
XADU BDI mode 297
DECMzxNEQ- Link Bit Input . 298
UNLPCK ALU Mode, Unload Packed ‘ 299
UNLUNP ALU Mode, Unload Unpacked 299
OBTAIN ALU Mode 300
ADJUST ALU Mode 300
E Unit Parity Error Codes 309
WB Pointer Selection Chart | 319
MTOPS Decision Chart 324
ECC Check Bit Generation 333
Syndrome Bits 334
Memory Configuration Slot Sizes 337
Memory Configurations 338
BPC Mode Line Decoding 347
I/0 Controller Required Revision Levels 352
Control Store Command Table 365
Table of PDA BDH Commands 366
CMI Diagnostic Register Layout 381

PRIME RESTRICTED



g



System Overview 4150 Funct. Spec.
Page 1

1. System Overview

1.1 Introduction

The 4050 and 4150 are TTL super-minicomputers based on the 9755 pipeline. They are
targeted as the high-end of Prime’s office product line and as entry level computer room
machines, replacing the 2755 and 9755 in the current product line.

These three board CPUs support S, R, V, and 1 mode addressing, including the latest
enhancements such as ASCIHS8, ”C” instructions, and 32IX mode. Additional major features
include soft error recovery in the cache and STLB, a fully associative write buffer, a variable
speed cooling system, and optional battery backed-up memory. The 4150 is designed to operate
with at least Rev 20.2.5 of the PRIMOS operating system, although some features are not
available until Rev 21. The 4050 requires at least Rev 20.2.6 or 21.0.2B.

UNIX support is being implemented and will be phased into newly built machines during
1988. The IS and CMI boards initially shipped will not provide the necessary hardware
support for UNIX.

The 4050 and 4150 systems are very similar. They share hardware architecture, much
microcode, use the same memory boards and diagnostic processor, and have identical mechanical
features. They even share one CPU board. When only one system is mentioned throughout
this document, it may be assumed that any comments are relevant for both systems, unless

the two are being compared.

The 4050 system has an average performance of 2.7 MIPs, can also support up to 64 MB of
main memory, supports up to 10 I/0O controllers, and has a sustained 1/0 bandwidth of 5.8
MB/s.

The 4150 system is has an average performance of 3.6 MIPs, can support up to 64 MB of
main memory, supports up to 10 I/0O controllers, and has a sustained 1/0O bandwidth of 6.24
MB/s.

Major new features added to the 9755 design include:
® A 2-way set associative, 128KB cache with soft error recovery
® A 2-way set associative, 1K entry STLB with soft error recovery
® A fully associative write buffer *

® New floating point algorithms

® A new diagnostic processor
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¢ A diagnostic history floppy disk

Up to 32 MB memory with Abel memory boards (64 MB with Cain boards)

Battery backed-up main memory

Lower power

Over 15 dBA quieter in most environments

Smaller footprint

® Uses standard 208VAC power (not 3 phase)

1.2 System Packaging

The system is packaged in a minimum of two cabinets. The first (main) cabinet contains the
processor, memory, diagnostic processor, and I/0 controllers. The main cabinet may optionally
contain a battery backed-up power supply for memory protection and/or one Roadrunner (Sr.)
for up to 64 asynchronous communications ports. The second and subsequent (peripheral)
cabinets contain peripheral devices.

The main cabinet contains a single 22-slot backplane that integrates the diagnostic processor,
power supplies, CPU, memory, and I/O. All boards and power supplies are mounted vertically
and accessible from the front of the cabinet.

The main cabinet is the same height and depth as a 2755 (low-boy) cabinet, but is wider
(24.5”). The cooling system draws air in from the bottom of the cabinet, across the boards,
into the blower and out the back of the cabinet at the top. Besides providing a very efficient
and relatively quiet cooling system, this design allows cabinets to be abutted at their sides,
resulting in an overall floor space requirement equal to or less than that of the 2755 CPU
cabinet. In fact, in typical configurations requiring no more than 64 asynchronous
communications lines, no more than 1.5 GB of disk storage, and one tape drive, the 4050 or
4150 requires less space than a 2758.

Cables are routed from the front of the cabinet to the back across the top of the cabinet.
They are guided by cable troughs and are easily accessible by removing the top panel and
dropping the hinged rear panel.

The status panel is located at the top of the front panel. Below the status panel is a pop-
open panel which hides the floppy disks (2) and the key switch.

All external connectors are bulkheaded in the rear. All rear bulkheads, a portion of the
exhaust duct, and the PDU hinge outward for service. In some configurations, a Roadrunner
will be installed on the rear panel. It derives its cooling from exhaust air. Therefore, it is

located just below the exhaust port and becomes a part of the exhaust port.
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The peripheral cabinet(s) may contain disk drives, tape drives, communications ports, or some
combination thereof. Each office peripheral cabinet may be considered to have an upper
section and a lower section. Each section can house either 2 FSD disk drives, one streamer or
quad density tape drive, or 64 asynchronous communication ports (Roadrunner Sr.). This
cabinet is the same as the new 2755 peripheral cabinet. The standard 53” peripheral cabinet
is used in the computer room, which has four sections.

Total main bay power dissipation and heat output are higher than those of the 2755. The
4050 and 4150 processors dissipate approximately 70% more power than the 2755 processor,
resulting in approximately 135 Watts higher system power dissipation. The remaining power
dissipation is configuration dependent and could also be higher due to new controllers and
more slots.

Although greater cooling capacity is required, in a typical environment the main bay noise
level is lower than that of the 2755. A new, higher efficiency, speed-controlled cooling
system is employed to achieve much higher air flow without increasing noise levels.

1.3 Diagnostic Processor

The Mink diagnostic processor provides a superset of the functionality of its 9755 equivalent,
the Weasel. New DP functions 'implemented on the Mink include a high speed parallel
interface to reduce control store loading time by at least S5:1, BBU support, analog voltage
sensing of 5V supplies, voltage and frequency margining (using additional capabilities in the
power supplies and in the clock generator in the processor), and support for the RAS bus.
New higher density half-height floppy disks are used, with one for microcode storage and one
available as a system log to maintain a record of major system events to support field service.

’ 1.4 System Power

Two Aphrodite power supplies are used. One powers the Mink, CPU, and memory, while the
other powers the 1/0. Power for the floppy disk and blower is taken from the processor’s
Aphrodite. ~ Both supplies are required in all system configurations. The Roadrunner, if
present, contains its own power supply. |

A Daphne power supply with integral BBU can be installed directly into the system
backplane for a low cost BBU solution. The supply blocks one memory slot and four I/O
slots. In addition, the system can still support 24 MB of main memory with Abel memory
boards or the full system maximum of 64 MB with Cain boards. The ﬁaphne is capable of
providing extensive ride-through of main memory, the Mink, and the dynamic memory refresh
logic in the CPU. When the Daphne is in the system, the last displaced I/0 slot must have
a shield installed to prevent noise coupling from the power supply into adjacent logic. When
-the Daphne ‘is not present, a shunt board must be plugged into the Daphne slot to pass power
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and control signals from the CPU Aphrodite to the logic that would have been powered by
the Daphne. All memory and I/0 slots are usable with the shunt board in place.

Note that all 10 I/O slots are powered from one Aphrodite power supply, which must be
considered in configuring the system in case there are a number of new controllers with
excessive power consumption.

The system is configured for 208V 60Hz input power in domestic applications and 240V S50
Hz in international configurations. The internal power supplies and peripherals in domestic
systems will be configured for 120V, which the PDU derives from the 208 V input.
International systems will have all 240V power supplies and peripheral devices. The
maximum operational configuration of the main bay will dissipate about 1800 W.

1.5 Configuration Rules

1.5.1 Memory

1. Only 8 MB Abel, 16 MB Cain, and 32 MB Cain boards may be used.

2. Always begin in slot #1 and do not skip slots unless the 32 MB Cain boards are
used.

3. Always skip the next slot when using a 32 MB Cain board. 32 MB Cain boards
may be placed only in slots 1 and 3. If there is one 32 MB Cain board, slot 2
may not be used. If there are two 32 MB Cain boards, no other boards may be
used.

4. Always put the highest density remaining board in the next legal slot. Thus,
exhaust the supply of 32 MB boards before inserting 16 MB boards and exhaust
the supply of 16 MB boards before inserting 8 MB boards.

Table 1-1 shows the legal memory configurations.
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and control signals from the CPU Aphrodite to the logic that would have been powered by
the Daphne. All memory and I/0 slots are usable with the shunt board in place.

Note that all 10 I/O slots are powered from one Aphrodite power supply, which must be
considered in configuring the system in case there are a number of new controllers with
excessive power consumption. ‘

The system is configufed for 208V 60Hz input power in domestic applications and 240V 50
Hz in international configurations. The internal power supplies and peripherals in domestic
systems will be configured for 120V, which the PDU derives from the 208 V input.
International systems will have all 240V power supplies and peripheral devices. The
maximum operational configuration of the main bay will dissipate about 1800 W.

1.5 Configuration Rules

1.5.1 Memory

1. Only 8 MB Abel, 16 MB Cain, and 32 MB Cain boards may be used.

2. Always begin in slot #1 and do not skip slots unless the 32 MB Cain boards are
used.

3. Always skip the next slot when using a 32 MB Cain board. 32 MB Cain boards
may be placed only in slots 1 and 3. If there is one 32 MB Cain board, slot 2
may not be used. If there are two 32 MB Cain boards, no other boards may be
used.

4. Always put the highest density remaining board in the next legal slot. Thus,

exhaust the supply of 32 MB boards before inserting 16 MB boards and exhaust
the supply of 16 MB boards before inserting 8 MB boards.

Table 1-1 shows the legal memory configurations.
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TABLE 1-1. Memory Configurations

64 MB Configurations 56 MB Configurations
Slot 1 2 3 4 Slot 1 2 3 4

32 32 32 16 8

32 16 16 16 16 16 8

16 16 16 16

48 MB Configurations 40 MB Configurations
Slot 1 2 3 4 Slot 1 2 3
32 16 32 8
16 16 16 16 16 8
16 16 8 * 8 (See Note 1) 16 8 *+ 8 *»8 (See Note 1)
32 MB Configurations 24 MB Configurations
Slot 1 2 3 4 Slot 1 2 4
32 16 8
16 16 8 8 8
16 8 *+ 8 (See Note 1)

-] 8 8 8

16 MB Configurations 8 MB Configurations
Slot 1 2 3 4 Slot 1 2 3 4
16 8
8 8

NOTE 1: 8 MB holes are created in memory where indicated by the
asterisks in the configuration tables. These produce some additional
Primos memory management overhead and should be avoided when possible.

152 1/0

The highest priority slot is slot #10, the most distant slot from the processor. The other slots
descend in priority from slot 10 down to slot 1.

Power available for 1/0 controllers is limited to that available from one Aphrodite, -130A
+5V, and 7A each from +12V and -12V.

If a Daphne BBU is present in the system, the number of I/O controllers is limited to six.
The amount of power available for I/0 controllers is not reduced.
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1.5.2.1 Required I/0 Controller Revision Levels

Certain I/0 controllers must be at a specified revision level to work in a 4150 or 4050
system. Table 1-2 shows these requirements.

TABLE 1-2. 1/0 Controller Required Revision Levels

Board Name | Slang Name | Model Number | Part Number | Revision
IDC3 | Koala | 658e | TLA1e219-001 | R
MSTC | Minnow | 2382-e03 | TLA1@234-001 | R
MPC4 | | 7eteT | SPL91521-91 | H
STSC | Streamer | | 2301-901 | AA
ASYNC LAC | ICS3 | CLAC304 | ESA10063-001 | c
BMTC | Marlin I | 2023-001 | N

PNC 11 | | | 2384-001 | G

1.5.3 Power
Two Aphrodite power supplies are always required.

Either a shunt board or a Daphne power supply is required.

1.6 9755 and 4050/4150 Comparisons

The 4050 and 4150 differ from the 9755 in technology, partitioning, packaging, and
performance characteristics. The six 9755 boards have been compressed into three boards. The
three backplanes of the 9755 have been replaced by one backplane that integrates the
diagnostic processor, power supplies, CPU, memory, and 1/0. Performance variations occur due
to the 4050 and 4150’s slower cycle times, VLSI enhancements (especially for floating point
operations), new I/O microcode, larger set associative cache, larger set associative STLB, larger
branch cache, associative write buffer, more efficient memory interface and increased main
memory capability. »

The 4050 and 4150 boards are all mounted vertically. All 9755 boards were mounted
horizontally.

New higher density memory boards (Abel and Cain) support a new processor interface. New
slot selection logic suppresses “holes” in memory for certain mixed memory configurations.

Although most 4050 and 4150 microcode is derived from 9755 microcode, substantial editing
was performed to at least half of the code. The remaining code” was rewritten to take
advantage of special new hardware or machine dependent characteristics such as the new
VLSI, I/0, and the DP interface. Some microcode fields have been redefined. New
microdiagnostics have been written to enhance the coverage afforded by the 9755 diagnostics
and cover new hardware.
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The Mink DP provides the functionality of its 9755 equivalent, the Weasel, with the addition
of a high speed parallel interface to reduce control store loading time by at least S:1, BBU
support, analog voltage sensing of SV supplies, voltage and frequency margining (using
additional capabilities in the power supplies and in the clock generator in the processor), and
hardware support for the RAS bus. New higher density half-height floppy disks are used,
with one for microcode storage and one available as a system log to maintain a record of
major system events to support field service. Note that RAS bus support is being phased into
the processor during 1988, requiring a different backplane than that originally shipped in the
early systems.

I/0 priority net arbitration has been moved into the processor.

The 4050 and 4150 have a larger set associative cache and STLB. Soft error recovery is
implemented on both.

The major processor busses were converted to tristate buses. Therefore, special controls to
eliminate clashes had to be implemented. Bus timing had to be altered to accommodate these

changes.

The write buffer has been made fully associative in the 4050/4150 processors, so that it is no
longer necessary to empty the write buffer before performing a main memory read operation.
Writes can be merged more effectively so that fewer (and larger) main memory write
operations are performed.

The Daphne power supply with integral BBU is available to provide a guaranteed five
minutes of memory ride-through on the 4050 and 4150, with fully charged batteries. Due to
the very low load placed on the DAPHNE, the actual ride-through capability observed will be
much more than five minutes.

The PDA is similar to the 9755 FEP with enhancements such as a deeper stack, higher
density displays (including support for the PT200 132 character display), and special support
for triggering halts and stack traces from any combination of up to four random signals
collected from any CPU board(s).
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2. Processor Overview

2.1 General Description

The 4150 and 4050 processors are each implemented on three 16” x 17” boards. They both
use "AS” and “ALS” SSI and MSI components, CMOS static RAMs with TTL compatible 1/0,
Motorola MCA2800ALS Macrocell arrays (ECL internal, TTL external VLSI), and high speed
PALs and PROMs.

The ”AS” and “ALS” logic families were chosen to allow a power/performance tradeoff with
pin-compatible devices, while retaining the highest performance commercial TTL logic family.
This has led to an office-installable configuration of a machine(4150) with performance similar
to that of a 9755. Separate I/0 RAMs (AMD9150) used in the register file and Registered
Dual Bus Interface (74AS646) parts helped in dealing with the problem of building machines
with a technology usually oriented toward shared buses (TTL), but based on a pipeline and
hardware organization designed to take advantage of separate input and output buses common
in ECL, the technology in which the 9755 was implemented.

The 4050 processor cycle time is 13333 nsec. This means that a new single microstep
instruction may be executed every 133.33 nsec. The 4150 can do the same thing in 125 nsec.

General perfcrmance enhancements include a larger, better organized cache and STLB, an
associative write buffer, a faster memory cycle, and new I/O microcode. Standard burst mode
performance is 5.8 MB/s for the 4050 and 6.2 MB/s for the 4150. The general mix
performance, measured via the GASP benchmark in 32IX mode, is 2.3 MIPS for the 4050 and
3.0 MIPS for the 4150.

Floating point performance has been emphasized, with special hardware and new algorithms
added to speed up floating point execution. In 32IX mode, the 4050 execute 3000 single
precision Whetstones per second and 2300 double precision Whetstones per second. The 4150
executes 4300 single precision Whetstones per second and 3100 double precision Whetstones per
second. The single precision Whetstone number divided by 1000 is often quoted as a floating
point performance in MIPS, which would indicate 3.0 MIPS and 4.1 MIPS, respectively, in the
environment modeled by Whetstones.

The often quoted average of GASP and single precision Whetstones performance is 2.7 MIPS
for the 4050 and 3.6 MIPS for the 4150.

Because of the delays produced by the technology translation at fhe iﬂputs and outputs of the
VLSI parts, it was determined that they would only help with performance in cases when a’
significant amount of serial logic could be implemented within the chip. This led to fully
parallel look-ahead carry logic in the PEALU (ALU VLSI), as well as parallel distribution of
all ALU outputs separately to every PBDI (barrel shifter VLSI) part. Most other parts were
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primarily intended to reduce component count, typically replacing from 40 to 85 20-pin DIPs
with one VLSI part. Each VLSI part consumes the area of about eight 20-pin DIPs. Much
of that area is reserved space around the part to enhance routing, as well as cooling of other
nearby parts.

The functional microcode is derived from 9755 microcode about 80% of the time. The
remainder of the code has been rewritten to take advantage of special new hardware or
machine dependent characteristics such as I/O and the Diagnostic Processor (DP) interface.
Increased hardware capabilities have required some changes in the size of the microcode fields.
The parity fields have been redefined to help make more control bits available.

The 4050, 4150, and 6350 are highly microcode compatible. Some areas, especially I/0, are
very different. In other areas in which differences exist, the code is written to adapt to the
target machine. Most code runs identically on all of the machines. The 4050 and 4150 have
control stores with 16K words of 80 bits each. All functional code will fit within 8K
words. However, the available technology in TTL supported a 16K word RAM more easily.

The microdiagnostics were also derived from those of the 9755. However, significant
enhancements have been made to improve testing and to test new functionality.
Approximately 35K words of microdiagnostics are in existence today.

The diagnostic processor interface has been redesigned to work with the Mink diagnostic
Pprocessor.

Standard Prime I/0 is supported with a sustained burst mode transfer rate of about 5.8 MB/s
on the 4050 and 6.24 MB/s on the 4150. Ten I/0O controllers are supported in the fully
configured systems.

The priority net arbitration in the I/O bus has been moved into the processor. This allows
for faster settling of the priority net as well as the ability to determine which controller
was granted access. Slot 10 is the highest priority slot.

The two-way set associative cache with 128K bytes of total data storage and the two-way set
associative STLB with 1024 total entries provide improved general mix performance, as well as
improved consistency in performance across environments by eliminating susceptibility to two-
way thrashing.  Three-way thrashing is ‘very uncommon, especially with system software
‘support to help prevent it. Since thrashing cannot be prevented by static allocation when

using EPFs, performance variation due to thrashing was a major concern.

E )
A fully associative write buffer reduces the memory access latency, thus reducing the average
memory access time. It also improves the memory bus utilization and, therefore, the effective
bandwidth. ‘

Major busses are implemented with tri-state interfaces. Special control circuitry is provided to
ensure that there is a complete turn-off of one driver before turn-on of the next driver.
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Although there are some performance implications, reliability would be negatively impacted if

this were not carefully implemented.

A Processor Diagnostic Aid (PDA) is supported to assist with complicated debugging. This
device is used in development and manufacturing, and in some cases for engineering assisted
field support. It is similar to the 9755 FEP with enhancements such as a deeper stack,
higher density displays (including support for the PT200 132 character display), common
source code for the 4050, 4150 and 6350, and, in the 4050 and 4150, the ability to halt or
trigger the stack on any combination of up to four random signals collected from any CPU
board(s).

2.2 Board Descriptions

The E board is a combination of the E1 and E2 boards of the 9755, with some variations.
For example, the I/O addressing and priority resolution logic reside on the 4050 and 4150 E
boards.

The CMI board includes the control store, the memory controller, and the I/0 support (other
than that mentioned under the E board). It also contains the DP interface support and master
clock generation circuitry. This is roughly equivalent to the CS, MC, and clock boards on the
9755. The decode net logic and other instruction decoding hardware used for microcode

sequencing are included as well.

The IS board contains the cache, STLB, PCU, branch cache, and effective addressing hardware.
It is roughly equivalent to the I and S boards in the 9755.

The PDA is the rough equivalent of the 9755 FEP.

2.3 VLSI Requirements

The E board uses three Macrocell options and a total of eleven parts. There are seven
PEALU parts which implement the major elements of the arithmetic and logical data paths.
There are three PBDI barrel shifter parts. These parts provide many special data
rearrangement functions, including the ability to determine how to shift data for floating
point adjust and normalize operations directly from the data, or from the difference of the
exponents. It also supports guard digits and rounding. One PRFADR register file addressing
part is used. It contains the E unit copy of RP (program counter), REC (event counter), and

Ll

skip net support.

The CMI board uses two Macrocell options and a total of four parts. There are two PUSEQ
parts which generate microcode addresses, support microcode subroutines, decode instructions to
produce microcode entry points, and implement the last stage of the condition testing (jump
net) for microcode sequencing. There are two PADBUF parts which implement the associative
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functions for the write buffer. These parts generate the address for the write buffer, detect
read/write collisions, merge data, and independently select and initiate write operations.

The IS board uses three Macrocell options and a total of six parts. There are two PCADR
cache addressing parts which include RP, EAS, EAD, and increment and decrement hardware.
These chips generate memory addresses. Some support for effective address formation is also
included. The PSSS is the STLB- set selection part, which detects associative matches, hits and
misses on STLB accesses, IOTLB addressing, parity checking, soft parity error support, and
selects the correct STLB data. The PCSS is the cache set selection part. It performs similar
functions to those of the PSSS, except that they apply to the cache instead of the STLB. It
also provides special support for branch instructions. '

2.4 Major and Critical Paths

The 4050 master clock period is nominally 33.33 nsec, which results in a “beat rate” (the
elementary unit of useful time) of 66.67 nsec. A microcode step takes two beats, or 133.33
nsec. The 4150 master clock period is nominally 31.25 nsec, which results in a "beat rate”
of 625 nsec and a microstep time of 125 nsec. These compare to 20, 40 and 80 nS,
respectively in the 975S.

All path delay calculations have been done to ensure worst case operation of the system at
nominal master clock frequency. The worst case times for all logic parts are those quoted in
the data books for 50 pF loading. These are specified for O to 70 degrees C and 5.0V +/-
10%, except for a few parts that specify 5.0V +/- 5%. Line propagation delays are estimated,
usually adding a penalty of 0.5 nS for each input in the net. Clock skews are based on
published min/max data for parts in the path and approximately 25% of worst case delay as
skew between outputs of the same device. VLSI delays are based on information generated
by the vendor’s simulation software.

Minimum delays are used only for hold times. In these cases, clock skews are calculated as
negative times and line propagation delays are considered to be zero. In these cases, the
minimum times specified in data books or 25% of VLSI maximum times are used as minimum
delays.

Margin testing is done to ensure that the design provides adequate safety margins to allow for
some degradation in component performance over time. Testing at high frequency (34 MHz)
and at both low (4.75) and high (5.25) voltage are performed to ensure stability at nominal
frequency. The high margin crystal is included in the system and ”may be selected via the
Diagnostic Processor.. The power supplies support Diagnostic Processor controllable voltages to’
perform voltage mdrgining. All systems are tested at margins in manufacturing.
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2.5 Processor Physical Description

The shrinking of the 9755 into three board systems required extensive use of high density
components such as PALs, octal (and greater) density parts, and the Macrocell arrays. The
partitioning was driven by two factors: real estate to implement the required functions, and
interconnect limitations between the boards. The insertion of the CPU, DP, memory, and 1/0
into one backplane and within one chassis required that the processor boards be of
substantially similar size. The width of the CPU boards (vertical dimension when inserted in
the system) is the same as all of the other boards in the backplane. The depth is slightly
different to allow for the difference in the way that the new connectors seat compared to
the way the edge connectors seat. Each CPU board has one 488-pin, 4-row high density
connector. Power znd ground have been distributed through the connectors to provide signal

shielding and minimize ground inductance.

Each board is capable of housing the equivalent of approximately 375 20-pin DIPs or
equivalent. Spacing is very tight, but 200 mil spacing has been enforced between component
holes on any two adjacent components in both directions, except for resistor SIPs. This is
done to ensure auto-insertion capability of all unsocketed components, except SIPs, and the
sockets for all socketed components, with the possible exception of the VLSI sockets.

Each CPU backplane slot is a dedicated slot and cannot accept any other board (except that
the IS and PDA may be exchanged). The power supply pins are identical to prevent
disastrous results if the wrong board is plugged into a slot, but some damage could still occur
from totem pole drivers that could be placed in contention. The connectors are keyed using
keying pins that are installed into the connector before assembly of the board or backplane to
help prevent this.

If a CPU board is inserted backwards, the connector will not mate properly with the
backplane connector. Labels have been included on the CPU board silk screens indicating
which edge should be up when properly inserted. The boards with edge connectors have no
such protection, and can easily be inserted incorrectly. Such boards can be damaged if installed
incorrectly. This is particularly true of the Mink, since it is oriented opposite to the rest of
the boards with edge connectors. Labels on the chassis above and below each slot indicate
“component side” of each slot and should be used to properly orient the boards.

All boards and power supplies are inserted vertically. All boards except the E and Mink
have their components on the side of the board nearer the I/O power supply. The IS and
Mink boards face each other with the Mink in ”“backwards”, and the E and CMI boards face
each other with the E board in “backwards”.

The cooling towers on the VLSI parts and the modem on the Mink would require a board
pitch (spacing) of over 17, totaling about 4.5” for the Mink and CPU boards. With the
pairings described above, the total backplane requirement is about 2.75” for the Mink and
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CPU. The excessively high components on these boards are arranged in a configuration that
allows them to pass each other without conflicts. This permits insertion or withdrawal of
any board without requiring any other board to be moved.

When inserting a PDA in the system, the PDA should be inserted before the IS board because
of the very close spacing of those boards and the length of the connector pins on the IS
boards. These pins frequently contact the housing of the PDA connector if the IS is inserted
first.
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3. Pipeline Control Unit Functional Overview

3.1 Introduction

The 4150 CPU is implemented as a ten stage synchronous pipeline, capable of handling up to
five machine level instructions simultaneously. The time for each stage to complete its
operation is termed a “beat”. The 4150 beat is 62.5 nsec in duration, while the 4050 beat is
66.67 nsec. Optimally, machine level instructions can enter into and depart from the pipeline
every two beats (125 nsec on the 4150, 133.33 nsec on the 4050).

The primary functions of each stage are:

STAGE 1 - Program counter (IRP) loaded into registers addressing cache, STLB, and
branch cache.
. STAGE 2 - Instruction is fetched and loaded into cache data registers (RCD). STLB is

accessed for possible use. Branch cache is accessed for possible use.

STAGE 3 - Instruction opcode is transferred to the control store (CS) and decoding of
the instruction begins.

STAGE 4 - The base and index registers are accessed in the Instruction (I) unit for
required effective address information. Decode net address point is calculated
in CS.

STAGE § - Effective address calculation in I unit. Control store address (BCY) is
generated.

STAGE 6 - Effective address loaded into STLB and cache address registers. Microcode
word loaded into RCM registers on all boards.

STAGE 7 - Operand data is accessed and loaded into cache data registers. STLB accessed
for possible use. Register file source address loaded in execution (E) unit.

STAGE 8 - Begin execution of operation in E unit.

STAGE 9 - Complete execution of operation. Register file destination address loaded in
E unit.

STAGE 10 - Write results to register file.

The PCU resides entirely on the IS board, which was designed by Tony Dorohov.
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3.1.1 Stage Clock Generation

The Pipeline Control Unit (PCU) controls which of the 10 stages are clocked in any given
beat. During each beat, the PCU distributes clock enables (ENCSO1+ ...ENCS10+) to clock
generation circuits on all the processor boards, whicﬁ in turn generate the associated clock
pulse (CS01+..CS10+) on the subsequent beat.

- The PCU consists of:

® Registers containing bits denoting which states are currently active (ie. ST1A+
denoting stage 1 is currently active)

@ Combinatorial logic which collects information from all boards which may affect
stage clocking.

® Drivers which distribute the stage clock enables to all the CPU boards.

If a stage is active and there are no external conditions received by the PCU indicating that
the stage should be delayed, the enable line will be driven active to all the boards activated
during that stage.

If a stage is clocked, its active bit in the register is cleared and the active bit for the next
stage is set. For example, when stage 1 is clocked at CSO1+ the active bit for stage 2 ST2A+
will be set. Refer to Figure 3-2.

The external conditions that the PCU receives include:

® Cache miss

® Register file collisions

® Fetch cycle traps

@ E unit exception conditions

Some of the capabilities of the PCU include:

1. Holding the front end of the pipeline (stages 1-6) while cycling multi-microcode
through the E unit.

2. Extending all even stages of the pipeline if extra time is required for a particular
stage to complete its operation.

R

3. Flushing the pipeline following execution of a conditional instruction.

4. Force NOPs into the E unit while instruction refill occurs in the front of the
pipeline.
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FIG. 3-2.  Stage Clocking Example

™ML+ | I = = =1 =] =1 = —
FENEOB+ ____ | [— — [ — o
ENCS@ 1+ ] f—

CSo1+ | 1

ENCS®2+ | I

CSe2+ | P

ENCS@3+ l— | f—

CS03+ | |

ENCS@4+ | |

CS04+ | |

S. Suspend all pipeline operations during non-overlappable operations such as cache
miss.

3.2 9755 and 4150 Comparisons
There are no functional differences between the 9755 and 4150 PCUs.

3.3 VLSI Requirements

No VLSI parts are required in the PCU implementation.

3.4 Major and Critical Paths

The critical path through the PCU starts when a pipeline hold condition is detected, continues
through the PCU by shutting off all the ENCSxx signals, and ends when the setup times of
these signals are met throughout the machine.
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4. Control Store Unit Functional Overview

4.1 Introduction

The major element of the Control Store (CS) is a random access memory in which the system
microcode image is stored. The CS allows the overlapping of the execution of the current
microinstruction with the fetching of the next microinstruction from the CS RAM.

The CS logic was designed by John Strusienski. It resides on the CMI board, which was
designed by Tom O’Brien. '

The control store logic may be broken into the following hardware elements:
® Microsequencer
- ® Control store RAM
® Maintenance & initialization logic
® Parity checkers on the CS RAMs

e BCYPDA bus
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4.1.1 Microsequencer

The microsequencer consists of two VLSI chips which produce the control store address. The
address bits are referred to as BCY bits. (On an ancient Prime machine, addresses were
referred to as Y, leading to the name Bus Control Y. The name has, unfortunately, stuck.)

4.1.2 Control Store RAM

The control store consists of a 16K x 80-bit static RAM array. The output of the array is
buffered, latched, or clocked as appropriate, and then sent to all microcode controlled hardware
in the machine.

4.1.3 Maintenance & Initialization Logic

The maintenance & initialization logic consists of the interface between the Diagnostic Processor
(DP) or Processor Diagnostic Aid (PDA) and the CPU. There are two times when this interface
is used:

@ When the CPU is halted, either the DP or the PDA may write or read the CS
RAMs.

® When the CPU is running, either the DP or the PDA may force the execution of
a specific microinstruction. This is known as FORCEBCY.

4.1.4 Parity Checker

The outputs of the control store RAMs (80 bits) include one parity bit for each nine data
bits.

4.1.5 BCYPDA

The control store sends a private bus containing BCY information to the PDA. This bus
allows the PDA to record the microinstruction stream for display at a later time.

4.2 9755 and 4150 Comparisons
There are no functional differences between the 9755 and 4050 CS units.

4
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4.3 VLSI Requirements

Two microSEQuencer (PUSEQ) VLSI chips are needed to implement the control store logic.

4.4 Major and Critical Paths

The major path through the CS involves receiving a jump condition from another unit,
changing the BCYs, and accessing the CS RAMs. This is a two beat path from CS8+ to
TRCML+.

Conditional ReTurNs (CRTNs) are critical, but TXNX logic is used to make this path work
because of the I unit intervention needed. This is a two beat path from CS8+ to TRCML+.

The internal PUSEQ push/pop stack path is critical, due to the time required from TSTACK+
to TWRITE-.
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5. Imstruction Decode/Effective Address Formation
Functional Overview

5.1 Introduction

The Instruction (I) unit operates during stages 3, 4, 5, and 6 in the pipeline, performing
instruction decode and effective address formation.

The I unit resides partially on the IS board, which was designed by Tony Dorohov, and
partially on the CMI board, which was designed by Tom O’Brien.

5.1.1 Instruction Decoding

The instruction information is read from cache and clocked into the Cache Set Select (PCSS)
VLSI chip at the end of stage 2. The PCSS VLSI transfers the instruction information over
Bus B (BB) to the I unit and Control Store (CS) unit for instruction decode during stages 3
and 4.

The PCSS VLSI provides the necessary staging and steering logic to properly format instruction
opcodes and displacements for decoding and effective address formation. The cache data
registers (RCD) located on the PCSS VLSI are clocked at the end of stage 2 with instruction
information and at the end of stage 7 with data information. Under full pipeline operation
the PCSS part sources BB every beat with an alternating stream of 32-bit instruction data
composed of opcode and displacement, or 32-bit operand data targeted for the Execution (E)
unit. Table S5-1 illustrates these actions. It is important to note that the instruction stream
data is read during during stage 2 and driven onto BB during stage 3, while operand data is
read during stage 7 and driven onto BB during stage 8.

Note that since the displécement ‘is not needed until stage S for effective address calculation,
the combination of opcode and displacement placed on BB at any odd beat is comprised of the
currently prefetched opcode and the last prefetched displacement. The reason for this
displacement staging is because the opcode must first be decoded to determine the instruction
length and location of the displacement within the instruction.

The decode net is an 8K x 20-bit lookup table addressed by the instruction decoding logic.
The output is used by the microsequencer to address the CS RAM. The addresses produced in
this manner are the addresses of the microcode entry points for all PMA instructions. The
lookup table also contains control information used internally on the I *unit.
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TABLE S5-1. BB Data During Different Pipeline Stages
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I
|
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I
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OO PN =
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1
2

5.1.2 Effective Address Formation

The I unit effective address formation takes place between stage 4 and stage 6. The opcode
bits pass through combinational logic to form the base and index register files’ read addresses.
These addresses are latched during stage 4. The upper 16 bits of the effective address are
formed by the contents of the high side of the base register or by the program counter for
RP relative operations. The lower 16 bits of the address are formed by taking the contents of
the base register or program counter and feeding it thru an index ALU and displacement
ALU. The index ALU is used for Base Register (BR) + Index (X) and Register Program
counter (RP) + X operations. The displacement ALU is used for BR + DISP, RP + DISP, BR +
X + DISP, and RP + X + DISP operations. The calculation takes place during stages 4, 5 and
6, with the final full virtual address being loaded into the registers addressing cache and the
STLB at the end of stage 6.

5.1.3 Register File Collisions

A pipelined processor depends on keeping the pipeline full to achieve its performance goals.
This means effective addresses for the next instruction must be calculated while the current
instruction is still executing. Unfortunately, if the next instruction uses the result of the
current one in its effective address calculation, the address will be calculated incorrectly. This
condition is called a register file collision. Special logic is implemented as part of the EAF
unit to detect and generate a pipeline hold condition, if necessary, when register file collisions
occur.

5.2 9755 and 4150 Comparisons

An extra bit has been added to the decode net control bit field to help with the tracking of
floating point registers. '

An extra address bit has been added to the decode net to double the usuable size to 8K
locations. Since the decode net RAMs are 16K deep, no extra logic is needed to utilize the
extra 4K except for the one address bit. This address bit is bit 2 of the KEYS register, the
Double Precision bit. This extra address bit allows extra microcode entry points for PMA
instructions in native UNIX mode.
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5.3 VLSI Requirements

The I unit VLSI requirements are:

® 2 PCSS chips, which format the cache data for the I and E units

® 2 PCADR chips, which implement the displacement ALU

5.4 Major and Critical Paths

® Clocking cache data to opcode valid on BBH. The data must be valid before the
end of the beat. :

® Return to fetch generation to RMA clock with instruction address. This path must
be less than 1 beat.

® Register collision detection to holding off EAF address latch enable. This path must
be less than 1 beat.
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6. Branch Cache Functional Overview

6.1 Introduction

One major goal of a pipelined architecture is to maintain a continuous stream of instructions
flowing through the pipe. This insures that the maximum possible performance is achieved. An
obvious pitfall of pipelined instruction flow is the branch or jump class of instructions, which
alter the normal instruction sequence. A jump or branch will force the machine to “flush”, or
remove from the pipe, all of the partially processed instructions which follow the branch.
Since this pipe flushing degrades performance, the 4150 is equipped with a branch cache,
which tries to take advantage of certain known properties of branches and jumps.

Examination of the pipelined execution of a DO loop shows that all but one of the iterations
through the loop branch to the top of the loop, and thus flush the pipe. The branch cache
‘logic is intended to avoid this pipe flush by substituting the target address of the branch (in
this case, the address of the top of the DO loop) for the address of the next sequential
instruction. Since many branch instructions are conditional in nature, the branch cache
operations can sometimes be a detriment rather than an aid to machine performance. This
problem has led to the development of an algorithm for loading target addresses into the
branch cache. In simple English, this algorithm is, ”branch the way you branched last time
you executed this instruction”. This allows the branch cache to maintain a high performance
level during DO loop execution as well as during those conditional branches which are rarely
taken.

The branch cache functionality is distributed among the entire machine and the microcode. The
Instruction (I) unit holds the branch cache itself and controls the variations in instruction
sequencing. The Execution (E) unit maintains the true program counter. The Control Store (CS)
unit provides an alternate -microcode entry point in the case of unaligned branches, and the
microcode controls the updating and invalidation of the branch cache.
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6.1.1 Overview of Operation

The branch cache logic consists of three main parts:

1. The branch cache array
2. The detection logic

3. The IRP/RP control logic

One simple way to understand the operation of these various parts would be to describe the
normal operation of the branch cache.

The branch cache is initially set to be invalid. At some point in the program execution a
conditional branch instruction is executed. For the sake of this discussion, we will assume the
condition is true. The branch instruction microcode will proceed to update the branch cache
with the target address, mark the entry as valid, reload the I unit program counter (IRPL)
with the target address, and flush the pipe. This is the slow and painful way to branch, but
it only needs to be done once for each DO loop construct. Further encounters with this
branch instruction will cause branch cache hits to occur, resulting in IRPL being loaded with
the target address rather than IRPL+2, which would occur for a sequential operation.

Now the problem is the case in which the branch condition is false and the next sequential
instruction should be executed. In this case the I unit has assumed that the condition is true
and loaded the target address into IRPL before the E unit has actually looked at the condition.
The front end of the pipeline has been partially filled with bad instructions. Here the
hardware and microcode determine that the branch was not valid. The branch cache is
invalidated, the correct program counter value obtained from the E unit is loaded into IRPL,
and the pipe is flushed. Further executions of this instruction will assume that the condition
will not be met.

The actual hit detection is accomplished by comparing the portion of the current IRPL value
not used to address the branch cache to the corresponding value that was stored during the
branch cache update. If these values match and the valid bit is set, there is a hit. The hit
condition will cause the instruction flow to be modified by taking the target address from the
branch cache and storing it in IRPL.

Before the branch instruction is permitted to enter the E unit, the branch target must be
validated. This is done during the effective address formation of the branch instruction. A full
32-bit comparison is done between the a staged version of the prograrﬁ counter and .the target
address. The results of this comparison is clocked and sent to the E unit for program counter’
(RP) control and to be used by the Conditional ReTurN (CRTN) logic.

There are a variety of problems or “Gaffes” which could cause the branch cache to do the
wrong thing. For example, a specific location in one segment could contain a valid branch
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instruction and thus force a branch cache update with good data. A second segment could
contain a non-branch instruction in the same relative word location. Execution of this second
instruction would cause the first instruction’s target address to find its way into IRPL since
the branch cache does not check segment numbers or the user ID. Since non-branch microcode
is not equipped to deal with changes in instruction flow, a microcode trap handler is used to
reload IRPL, invalidate the branch cache, and flush the pipe.

6.2 9755 and 4150 Comparisons

The 9755 branch cache was 256 locations deep. The 4150 branch cache is 1024 locations
deep.

The 9755 didn’t have the ability to do a full 32-bit branch cache validation. This meant that
any branch that could possibly leave the segment was never allowed to have a validated
branch cache entry. The 4150 has no such restriction.

A third difference involves a deficiency in the 4150 hardware. The value of IRPL16 inside
the Cache Address VLSI chip is not always accurate. This results in improper validation of
branches. To overcome this, the branch cache validation signal can only be trusted if a
branch actually occurred. The effect of this difference is that the 9755 had the ability to
forward branch by one, while the 4150 does not. (This is not a very useful function.)

6.3 VLSI Requirements

The branch cache logic partially controls the pre-IRPL mux selects in the Cache Address VLSI
chip (PCADR). One mux select line is controlled by the branch cache hit detection logic,
which will force the next update of IRPL to come from the branch cache array rather than
the PCADR increment logic used to advance IRPL under normal operation. Thus the
substitution of the branch target address for the next sequential IRPL value is done through a
mux select line.

The PCADR part also produces the signal which lets the rest of the CPU know that the

addresses involved in the current branch operation are valid.

The microsequencer (PUSEQ) VLSI chip on the CS unit has the ability to force decode net
address bit 12 to a logic zero on unaligned branches.

6.4 Major and Critical Paths

For the most part there are no critical timing paths in the branch cache logic. The major path
from the clocking of the branch cache address register, through branch cache hit detection, and
switching the mux to meet the IRPL setup time has 1 1/2 beats to do the job. The branch
cache validation path through the PCADR is somewhat critical. Here, the effective address
calculation must be compared to the staged IRPL value in two beats.
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7. Cache Functional Overview

7.1 Introduction

The 4150 contains a two way, set associative, virtually addressed instruction and data cache.
Each set has a data capacity of 16K elements, organized in a 2 x 32-bit arrangement. The
total cache data capacity is 128KB. The cache access time is designed to be one beat, so
accesses may be made every beat. The cache hit rate is projected at 99%.

The cache resides entirely on the IS board, which was designed by Tony Dorohov.

7.1.1 Basic Cache Operation

There are two sections in each cache entry, a data section and an index section. The index
section assists in cache hit/miss decisions. It contains excess address bits (bits which would
specify addresses greater than 16K), status bits which relate to the validity of the data in the
corresponding location of the data section, and history bits which relate to how old that data
is.

The cache hit or miss determination is done in parallel with the data access. The low order
address bits are used to address the cache RAMs directly. The excess address bits are
compared with the bits in the index section. If all these bits match and if the validity bits
are set, the data in the corresponding location of the data section is valid, and a cache- hit has
been detected. This process goes on simultaneously in both cache sets, and either may detect a
hit. ’

If neither set detects a hit, a cache miss sequence is started. The address which caused the
miss undergoes a virtual to physical translation and is sent to the Memory Controller (MC)
over BB, along with a cache miss read request. The pipeline is stopped until the MC fetches
the data from memory. Any cache miss causes the MC to fetch 64 bits, all of which are
written into the cache.

The decision of which set of the cache to write into is made with the help of the history
bits in the index sections of the cache. A Least Recently Used (LRU) algorithm is used.

When the data is finally fetched, it is written into registers and placed on BB for 1 beat.
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7.1.2 Cache Writes and Operand Reads

The cache reads the operand data and index during stage 7 of the pipeline and stores the data
into registers at the end of the beat. The cache data registers are partitioned into even and
odd quantities. Data from cache can be accessed in either 16 or 32-bit quantities. A 32-bit
cache read from an odd address is called an unaligned read. Unaligned reads require an extra
beat to read the second data word.

Control circuitry writes the cache with data driven on BD by the E unit 1 and 1/2 beats
after CS7+. Cache writes can be 16 or 32 bits long. A 32-bit write to an odd address is
called an unaligned write. Unaligned writes are handled by a combination of hardware and
microcode. Unaligned writes require four extra beats over the aligned case, one to reload the
address and three to write the second word. They are handled differently depending on
whether the microstep is reloading RMA or not.

7.2 9755 and 4150 Comparisons

The 9755 had a direct mapped, 4K x 32-bit cache. Except for the size, each set of the the
4150 cache is implemented the same as was the 9755’s cache. Additional logic controls the
interaction between the two sets.

The set associative cache implementation allows two virtual addresses which have identical
displacements (low 16-bits) to reside \in cache simultaneously. Consider the case where two
segments are being used frequently, perhaps by two different subroutines. The likelihood that
references will be made to each segment with identical displacements is high. Thrashing
occurs when one reference causes another one to be overwritten, only to be overwritten by
the original one a short time later. In a direct mapped cache each of these references causes
a cache miss sequence. In a set associative cache, the data for each reference can be in
opposite cache sets, and no thrashing results. Although 3-way thrashing can occur, it is
extremely rare.

7.3 VLSI Requirements

Two Cache Set Select (PCSS) chips are used extensively in the cache implementation. Each
chip is responsible for making the hit/miss decision on one of the cache sets. These chips also
drive BB with the address during a miss sequence, as well as driving the data onto BB at the
end of the access. Finally, the chips also perform parity checking of the cache data.

4
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7.4 Major and Critical Paths
The ability to read cache every beat is the major path through the cache.

Detecting a RP cache miss and subsequently holding off the next odd stage clocks from
occurring at the end of the beat.

Detecting an EA cache miss and subsequently holding off the next even stage clocks from
occurring at the end of the beat.

Getting data from the E unit to the cache in one beat during memory writes.

Generating the memory trap signal on the S unit and inhibiting any cache misses that may
be pending at the end of the beat.

Generating the signals TEBBLCH+ to control the BB latch on the E unit and TCLA+ to
control the opcode latch in the decode net. The signal TEBBLCH+ is generated at CS7+ and
must be pulled away after the the data is stable on BB and before the end of the beat. The
signal TCLA+ is generated at CS2+ and must be pulled away after the opcode is stable on BB
but before the end of the beat.
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8. Storage Management Unit Functional Overview

The Storage Management (S) unit contains the cache, Segment Translation Lookaside Buffer
(STLB), and branch cache functions. The cache is discussed in chapter 7, and the branch cache
is discussed in chapter 6. The rest of the S unit contains logic involved in addressing these
storage devices. The majority of this logic sits in the Cache Address (PCADR) VLSI option,
which sources the S unit internal memory address bus (BVMA). BVMA is the source for all
memory related address pointers in the I and S units. These include the cache address registers,
the STLB address registers, Register Memory Address (RMA), the backup effective address
register (ERMA), and the backup program counter (PRMA). ERMA contains a copy of RMA
from the last time it contained an operand address. PRMA contains a copy of RMA from the
last time it contained the value of the program counter. The S unit also contains the

memory trap logic.

The S unit resides entirely on the IS board, which was designed by Tony Dorohov.
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8.1 Virtual Memory Concept

8.1.1 Introduction

The 4150, like all S0 series processors, has a virtual memory system. Virtual memory is a
concept where the amount of storage addressable by the programmer exceeds the amount of
real memory connected to the CPU. All the virtual storage resides in disk units or other fast-
access mass-storage devices and is brought into the real memory only as needed.

The components of a virtual memory system are disks, main memory, and cache.

Cache The cache is a high speed data buffer between main memory and the
pipeline. The cache stores copies of the information contained in the most
recently referenced memory locations. During program execution the buffer is
used to speed up memory references.

Main memory The main memory is packaged on printed circuit boards. The 4150 supports
up to 64 MB of memory.

Disks Disks provide storage for all virtual memory. The size of the disk storage
will vary from system to system. For example, one peripheral bay with
four disks installed could easily provide 3.2 GB of disk storage.

Note, the virtual address specifies a location in the virtual address space. This address may or
may not correspond to a location currently loaded in physical memory.

This concept is very similar to a higher order cache. The virtual memory equivalent of a line
is a page, with the real memory filling the role of the cache storage. Whenever an address is
generated, a check must be run to see whether the particular page is in the real memory or
in the mass storage device. The latter case corresponds to a page fault, which is analogous to
a miss in cache terminology. In the case of a hit the hardware must determine which real
page corresponds to the desired one. This means the virtual memofy hardware must convert
the virtual address into something that can address a physical memory location (a physical
address), and must then search physical memory for that location. PRIMOS employs a series of
tables to translate between a virtual address and a physical address (See the System
Architecture guide for more details). By manipulating these tables, the relationship between
virtual and real addresses can change arbitrarily. '

A high speed buffer called the Segment Translation Lookaside Buffer (STLB) contains the
virtual-to-physical address mapping for the most recently accessed virtual addresses.  The
system uses the STLB with the cache to reduce the time needed to access information. If these
buffers contain valid information for the process making a reference to a piece of data, the

processor can access them in very little time instead of having to make a long memory access.
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8.1.2 Segmentation

The virtual memory is divided into units called segments that contain up to 128 KB each. A
program and its data sets can be viewed as a collection of linked segments.. The links arise
from the fact that a program segment may use or “call” another program or data segment
Segments are virtual units, not physical ones, that aid the user and the system in organizing
their virtual address spaces. The virtual address space of each user contains 4096 segments.
These are subdivided into four groups of 1024 each. The segments are subdivided to make
address translation and segment sharing easier.

8.1.2.1 Shared and Unshared Segments

In the Prime virtual memory scheme each user address space of 4096 segments is divided into
shared and unshared space. The first 2048 segments are shared with all other users. This
allows the operating system, shared libraries, and shared subsystems to be seen by all users.
The second 2048 segments are private, containing information unique to each user. This means
if two users reference segment 4000, they are specifying completely different locations.

This arrangement of shared and unshared segments means that there is no possibility of one
user’s private space conflicting with that of another user. It also means that one copy of
PRIMOS and the shared system software need be maintained, and thus reduces memory use.

8.1.3 Protection Rings

Designating shared and unshared segments is not the only form of protection available to the
S50 Series virtual memory. Three hardware implemented rings provide a security system that

checks each memory reference for its right to access the specified part of memory.

8.1.3.1 Ring 0

Ring O represents the highest level of protection and grants the greatest number of privileges.
The kernel of PRIMOS runs under Ring O protection, which means that its segments cannot be
accessed by the users except through protected entry points, and that it has read, write, and
execute privileges to all segments. PRIMOS can access any information in the system.

8.1.3.2 Ring 3

Users run under Ring 3 protection, which means that they cannot arbitrarily access Ring O
routines or items contained in the private segments of other users’ address spaces. Each segment
~under ring 3 protection may -have a different combination of read, write, and execute access
rights. '

PRIME RESTRICTED



Storage Management Unit Functional Overview 4150 Funct. Spec.
Page 43

8.1.3.3 Ring 1

Ring 1 provides privileges less powerful than those of Ring O but more powerful than those
of Ring 3.

8.2 Addressing Cache

8.2.1 Cache Address Sources

8.2.1.1 IRP Register Logic

The Instruction unit Register Program counter (IRP) provides addresses for fetching instructions
of the executing program. The contents of IRP are loaded into the cache and STLB address
registers at the end of stage 1. IRP is then incremented by two at the next CS2.5+.

8.2.12 ERMA and PRMA Logic

ERMA and PRMA are registers used primarily for restoring cache addresses in the event of a
cache miss or unaligned read. The PRMA register is used to store instruction addresses while
ERMA is used to store operand addresses. When an instruction is fetched from cache the
address is simultaneously clocked into RMA, PRMA, and the cache and STLB address registers
at the end of stage 1. The copy stored in PRMA is used to restore the miss address during
Register Program counter (RP) (instruction stream) cache misses. When an operand is fetched
from cache, the address is simultaneously clocked into ERMA and the cache and STLB address
registers at the end of stage 6. The address stored in ERMA is used to restore the miss
address during EA (data stream) cache misses. ERMA is also used to provide the correct
address during unaligned reads and writes.

8.2.1.3 EAS and EAD Registers

The EAS/EAD registers are microcode visible 32-bit registers used primarily in string
instruction handling. The EAS/EAD registers are used together for executing string instructions,
procedure call, process exchange, and other microcode algorithms where consecutive memory
locations are referenced.

8.2.2 Virtual to Physical Address Translation

A two set associative Segment Translation Lookaside Buffer (STLB)'is implemented in the
~4150. For a discussion of two set associative memories, refer to chapter 7. The STLB has a°
total of 1024 entries, 512 per set. The STLB provides the most recent virtual-to-physical
address translations.

The steps the 4050 takes to convert the virtual address into a physical address are:
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1. Check the STLB and the cache. If both contain the correct information, the reference can
be completed. If the STLB contains the wrong information go on to the next step (STLB miss
routine).

2. Translate the virtual address into a physical address. During the translation, identify if
the virtual page containing the information is currently loaded into memory. If it is, load
the physical page address (the result of the translation) into the STLB and retry the access
(go back to step 1). If main memory does not contain the page, go to the next step (page
fault handling routine).

3. Find the correct virtual page on the disk and move it into main memory. The reference is
retried after the virtual page is loaded into a physical page.

8.2.3 Memory Traps

Memory traps are breaks in the microcode execution. These breaks may occur due to any one

of the following reasons:

® The STLB entry contains the wrong virtual to physical translation (STLB miss)

® A procedure tries to reference a memory location for which it has insufficient
access rights (access violation)

® The memory address is in the read address trap range during V, S, and R modes.
This signifies that the addressed location is in the current user’s register file and
not in memory. (address trap)

When a trap occurs the processor saves the current microinstruction address on the microcode
stack and goes to the predetermined microinstruction address that handles traps. The processor
handles the trap, then returns to the microinstruction address where the trap originally
occurred. Detection of memory related traps is performed by the S unit each time the cache
is accessed for instruction or operand data.

Traps can be detected for both instruction and operand accesses. For operand accesses, the trap
logic is enabled during stage 7 and a trap can be detected by the end of the beat. Should one
occur, the PCU is notified and a special pipeline trap sequence is entered. At the end of the
trap handler, all addresses will be restored in the S unit and the pipeline will be started up
in the same state as when the trap occurred. The S unit trap logic also handles E unit traps
which are clocked at the end of stage 7. All E unit traps take precedence ,over those in the S
unit. If no E unit trap is detected, the S unit will send a trap address to the control store
and the microcode will handle the trap. Instruction related memory traps are detected during
CS2, but are not serviced until all instructions ahead in the pipeline have been executed. Upon
detecting an instruction related memory trap, the S unit informs the PCU, which then allows
the pipeline to completely empty. Once this occurs, the PCU allows the S unit trap to be
processed.
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8.24 UNIX Support

The 50 series architecture stipulates that 32-bit accesses to the last 16-bit address in a segment
wrap around to the beginning of the segment for the second half of the data. UNIX requires
that the last 16 bits of such a reference be the first 16 bits of the next segment. New S
unit hardware is added in the 4150 to support this functionality, the flat address space
hardware.

The flat address space hardware allows the microcode and the hardware to interact in such a
way that data that spans a segment boundary can be referenced correctly in UNIX mode.
Two new S unit traps have been created, flat trap and wrap trap. Flat trap and the
associated microcode trap handler allows reads of 32 bits of cache data across a segment
boundary. Wrap trap and the associated microcode trap handler makes EAS and EAD behave
like 32-bit up/down counters instead of 16-bit up/down counters on the low side. Both of
these traps are enabled only when the machine is in mapped mode, I mode, and bit 2 of the
keys is set.

8.3 9755 and 4150 Comparisons

The 4150 does not support direct microcode reads of EAS and EAD registers as the 9755 did.
Reads of EAS and EAD are performed by having the microcode first transfer EAS or EAD to
RMA and then reading RMA.

The 4150 does not support the operation EAD+1>MA.

The 4150 STLB entries contain extra control bits which the 9755 didn’t implement. There are
3 bits for the purge count and 2 bits to help control the 2 set STLB.

The 4150 has 1024 total entries organized as 2 sets with 512 elements each. The 9755 has 1
STLB with 512 entries.

There are no longer separate clocks on the low side of the various address registers (EAS,
EAD, RMA, etc). This is because of pin restrictions on the PCADR VLSI chip. The high
side of these registers contain loopback paths, so that when the low side is clocked with a
new value, the high side is clocked with itself.

The 4150 includes UNIX support hardware.

8.4 VLSI Requirements
Four VLSI chips of two types are used in the S unit.
® 2 STLB Set Select (PSSS) chips, which perform STLB miss detection, STLB set
selection, and memory trap generation. The PSSS chips also contain a copy of

RMA. This feature is used to support direct microcode reads of RMA and
generation of memory addresses during cache misses.
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® 2 Cache ADdRess (PCADR) chips, which implement IRP, EAS, EAD, the ERMA and
PRMA registers, ERMAL increment logic, EAS and EAD increment/decrement logic,
and the BVMA mux.

8.5 Major and Critical Paths

1. From memory trap detect at CS2+ to holding off increment of IRP at CS2.5+. 1/2
beat path.

2. From clocking IRPL at CS2.5+ to loading cache and STLB address registers 1/2 beat
later at CS1+. 1/2 beat path.

3. Clocking cache address register with ERMAL+1 one beat after CS7+ during
unaligned reads. 1 beat path.

4. From clocking cache address register at CS1+ (and TRCML+) to reading physical
address (physical page number) from STLB and loading into registers on PCSS part
at CS2+ (and CS7+). 1 beat.

S. From MPMA mux control generation at TRCML+ to selecting proper data from
PSSS chips to clocking that data on PCSS part at CS7+. 1 beat.
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9. Execution Unit Functional Overview

9.1 Introduction

The Execution (E) Unit consists of the Arithmetic Logic Units (ALUs), the barrel shifter, and
the register file and its addressing logic. Other registers which facilitate data manipulation are
also present. The function of the E unit is to read one or more of the sources of data
available to it, manipulate this data in the ALU, transport or manipulate the data in the
barrel shifter, and load the data into one of the registers on the E, I, or S units, into
memory, into the branch cache, or into the register file. The ALUs, barrel shifter, and the
register file addressing logic are implemented in VLSL

The E unit functions are implemented entirely on the E board, which was designed by John
Strusienski.

The manipulation of data occurs in two stages, first through the ALU and then through the
barrel shifter. The ALU has two busses sent to it, Bus A and Bus B. The main 48-bit ALU
is divided into three 16-bit sections. These sections are designated (in decreasing significance)
High (H), Low (L), and Extended (E). There is an additional 8-bit ALU for use in multiplies
which is designated as Extra (X).

The sources for busses A and B are shown in Table 9-1.

Data manipulation is accomplished by a combination of ALU and barrel shifter modes. The
barrel shifter is connected to the ALU output. The ALU may be used in arithmetic mode,
logical mode, transport mode, or in combinations of these modes. The barrel shifter can be
used to do shifts/rotates on 16, 32, or 48-bit boundaries. The barrel shifter is also used for
floating point adjust and normalize operations, greatly enhancing floating point performance
over previous machines. Both of these data manipulation entities are entirely under microcode
control.

A new microcode instruction (hereafter referred to as I(n)) is read at stage 6 (even). The
next odd stage (stage 7) marks the beginning of the execution of this instruction. The register
file and/or cache are read during this stage to fetch operands. Execution continues for the
next two beats, stages 8 and 9. The pipe alternates between odd and even stages. Because of
the odd-even action of the pipe, stage 8 of I(n) and stage 6 of I(n+1) are executed at the
same time, where I(n+1) is the next instruction in the microinstruction stream. Similarly,
when the execution of I(n) is finished at the end of stage 9, stage 7 of I(n+1) has been
executed, and I(n+1) can be processed on the next beat. Results of I(n) are then written to
the register file (or other destination) during stage 10 of the the current microinstruction.

From this description, some general observations about reads/writes of the register file can be
made. The register file is read during stage 7, an odd pipe stage. Writes to the register file
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TABLE 9-1.

BUS SOURCE

A(H) RIH(1:16)
BDH(1:16)
B(H) BDIH(1:16)
BBH(1:16)
PACK(1:16)
RCMCU(1: 16)
A(L) RIL(1:16)
BDL(1:16)
RPREC(1:16)
B(L) BDIL(1:16)

‘ BBL(1:16)
RCMCU(1:16)
FNRMCNT(1:16)

A(E) RIE(1:16)

B(E) BDIE(1:16)
BBL(1:16)
KEYS/PARITY
(1:16)
RCMCU(1:16)
A(X) RI(@:7)
EMIT(@:7)

B(X) JUNK(®:7)
BB(@:7)

EMIT(@:7)

occur during stage 10, an even pipe stage.
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ALU Data Sources

COMMENT

Register file high side
Bus D high side

Bus D internal high side
Bus B high side

Packer prom output
Microcode word emit field

Register file low side
Bus D low side
RP or REC

Bus D internal low side
Bus B low side

Ucode word emit field
Normalize Count

Register file extended

Bus D internal extended
Bus B low side data

Keys register and Parity
information data

Ucode word emit field

ZEROS
FRNDBIT(@1:03) Round bits
|| ZEROS

FGRDBIT(@1:03) Guard bits
ZEROS

FRNDBIT(@1:83) Round bits
|| ZEROS

Thus, on alternate stages of the pipe the register

file is being either read (odd stages) or written (even stages).

9.2 9755 and 4150 Comparisons

The 4150 E unit contains the functionality of the 9755 E1 and E2 boards combined.

designed to run at a 62.5 nsec beat rate.
the VLSI parts are . used.

improvement due to the availability of the barrel shifter.
have also been re-implemented with considerable improvement in performance.

It was

The implementation is different in the areas where
Floating point and shift instructions see considerable performance

Multiply and divide instructions
A 56-bit data

path has been implemented through the ALU to support multiply, boosting performance over

the old 48-bit path.
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9.3 VLSI Requirements

The VLSI requirements for the E unit are:

® 7 Execution ALU (PEALU) chips, each of which contains an 8-bit slice ALU and
some of the associated registers and multiply logic.

® 3 Bus Data Interface (PBDI) chips, each of which contains a 16-bit barrel shifter
and the associated floating point logic.

® 1 Register File Address (PRFADR) chip, which includes the register file address

logic, microsecond timer, as the RP and REC counters.

9.4 Major and Critical Paths

The critical paths on the E unit include:
® Partial product generation during multiply operations
@ Partial quotient generation during divide operations
® Generation of jump conditions for the CS
® Rounding operations

® Register file write cycle
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10. Memory Controller Unit Functional Overview

10.1 Introduction

The purpose of the 4150’s Memory Controller (MC) logic is to act as an interface between the
memory and the rest of the CPU. The MC acts as a buffer which accepts data destined for
memory, stores the data internally, and then either writes to memory or reads memory and
merges new data with existing data and writes this to memory while the CPU continues
processing. These writes happen in minimum time from the CPU’s viewpoint since it doesn’t
have to wait for the memory write cycle to complete.

The MC logic resides entirely on the CMI board, which was designed by Tom O’Brien.

10.1.1 Overview of Operation

The MC board controls reading, writing, and refreshing of main memory. It generates Error
Correction Code (ECC) check bits on data going to memory and checks the entire data anc
check word during memory reads. It also checks parity on BD during CPU write operations.

- The MC accepts 16 or 32-bit writes from the CPU, stores and/or merges them into a write
buffer, and then writes the data to main memory sometime later.

Read operations can be started by microcode request or by cache miss. In either case, the MC
always fetches 64 bits from main memory and sends the appropriate word(s) back to the
CPU. The requested data is usually available 22 beats after the request was issued.

The Write Buffer (WB) consists of four 64-bit locations addressed on a MOD4 boundary. Each
location is further divided into four 16-bit sections. Any combination of 16 or 32-bit writes
from the CPU within a MOD4 boundary may be merged into the same WB location. The
WB notifies the Memory Timer (MT) of pending memory cycles. If a 64-bit write or an
aligned 32-bit write is pending in the WB, the MT does the appropriate write to memory. If
only 16, 48, and unaligned 32-bit writes are pending, the MT reads main memory and merges
the appropriate data into the WB. This action forces an aligned write to be pending in the
WB, and a memory write will follow.

The MT contains a sequencer which executes refresh, memory write, and memory read
routines. It starts a particular routine when it sees the request for that routine. For
example, it starts a refresh routine when it gets a request from the refresh counter, and starts
a memory write routine when it gets a request from the WB. Signals produced by the MT,
control the WB, the ECC logic, and main memory. ECC bits are generated on every write to
memory, and checked on every read. The code used is a single error correcting, double error
detecting code. Corrected data is written back into the WB, from which it is written back to
memory again, correcting main memory.
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Main memory is divided into 2 arrays of 39-bits each, 32 data and 7 ECC bits. Memory
configurations on the 4150 can vary from 8 to 64 MB. The MC automatically adjusts its
memory addressing scheme to interface to any legal memory configuration during system
initialization. This adjustment leaves no holes in the physical address space provided all the
memory arrays used are the same and that the configuration rules are followed. These rules
are discussed in chapter 26.

10.2 9755 and 4150 Comparisons

The MC logic for the 4150 is completely different from that of the 9755. The major
differences are:

® The 4150 has one MT, as opposed to the two MTs on the 9755. Each memory
word is 64 bits wide (plus check bits) and is broken down into two 32-bit half
words. Each half goes to a separate memory board on the 9755, while all bits in
the word go to the same board on the 4150. Since each 9755 memory board only
contained 32 bits (plus check bits) a separate write or read was required for each
32 bits required, thus a separate MT was required for each half word. Each 4150
memory board contains 64 data bits. Separate MTs are, therefore, no longer needed
since all data bits are written to the one board.

® In the 9755 a memory array read could only occur when the WB was empty.
This insured that the CPU was not getting stale data from memory. This is not
necessary on the 4150. The MT can replace stale data from memory with the
fresh data from the WB ”on the fly”. This results in much faster throughput,
since there is no time wasted in emptying the WB whenever a read is requested.

® The 9755 data bus consists of two 32-bit (plus check bits) data buses. The 4150
data bus consists of one 32 bit (plus check bits) data bus. The data is sent over to
the memory board 32 bits at a time, latched on the memory array, and written
into the array either 32 bits or 64 bits at a time depending on the operation
specified.

® A completely new memory array board is used with the 4150, employing 256K (8
MB boards) or 1 MB (32 MB boards) DRAMs and supporting the new memory bus
design.

® The ECC logic is completely different between the two processors. The 4150
utilizes an ECC chip to check/correct data, while discrete logic with a different
code was used on the 9755.

® The MC logic on the 4150 contains DMx support since the I/0 logic is tied very
closely to the Memory Controller. This allows I/O data transfers to take place
between the 1/0 interface and the MC without the use of BD.

® There are 12 refresh address bits on the 4150 while there are 8 bits on the 9755.

This is to accommodate the larger RAM size on the memory array boards and to
provide extra bits for future expansion if needed.
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® The 4150 has Battery Back Up (BBU) capability. The MC provides refresh to the
memory array boards in the case of a short term power failure to maintain the
integrity of data in memory.

10.3 VLSI Requirements

The MC uses two ADdress BUFfer VLSI chips (PADBUF) in a bit-slice fashion. Each slice -
processes half of the memory address bits.

10.4 Major and Critical Paths

The critical paths are as follows:

® The path from the time the memory address is latched into the MC until the WB
pointer is latched during a CPU .memory access must be less than 2.5 beats.

® Setting MBSY- on the MC unit on a READ or WRITE and sending it to the S
unit is a one beat path.

The major paths are as follows:

® Bringing data back from memory into the MC and going through an error
correction routine if a correctable error (ECCC) is detected adds 3 beats to the
memory read routine.
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11. I/O Interface Functional Overview

11.1 Introduction -

The main function of the I/0O logic is to transfer data between memory and a peripheral
controller as rapidly and efficiently as possible.

The I/0O data interface resides on the CMI board, which was designed by Tom O'Brien. The
I/0 address interface resides on the E board, which was designed by John Strusienski. The
control interface is split between the two boards. ‘

11.1.1 Overview of Operation

Direct Memory transfer (DMx) operations are started by a peripheral controller asserting a
request after having been set: up' by PIO instructions. This causes the microcode to trap out
of its current operation to service the I/O request.  Arbitration is done among multiple
requesting controllers, and one controller is granted the bus to do its transfers.

A typical I/O transfer consists of an address phase and a data phase. In the address phase,
the 1/0 controller which has won control sends information to the CPU about what kind of
transfer is required and where the data for the transfer is to be written (or read from).
During the data phase the data is actually transferred. Another address phase is performed,
overlapping the data phase, to see if any other controllers need service. When all controllers
have been serviced the microcode returns to what it was doing.

The controllers’ request lines and other control signals make up Bus Peripheral Control (BPC).
Address information sent by the controller during an address phase is received on Bus
Peripheral Address (BPA). Data is actually exchanged over Bus Peripheral Data (BPD) during
the data phase. |

The main data path is very straightforward. On an output transfer, data is read from
memory and clocked into the BPD data register under control of the Memory Timer (MT).
Data is then driven onto BPD under microcode control. There is no need to use the system
BD bus. On input transfers: data is clocked into the BPD data register from BPD under
microcode control, with no need to use the system BD bus. From there, the MT writes it
directly to the Write Buffer (WB).

In burst mode transfers, a single address phase is followed by four consecutive data phases
without any additional address phases. These burst mode transfers may be requested at any
time, but will only be honored by the CPU if the address and the amount of data to be
transferred meet the proper requirements.
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11.2 9755 and 4150 Comparisons

The control and data paths for the 4150 will be closely tied into the memory controller logic,
and so will be unlike that of the 9755 or any other existing machines. Data goes to (or
from) memory on an internal MC bus, so it is not necessary to place I/0O data on the system
bus for 1/0 transfers.

11.2.1 Burst DMT Mode

This new mode transfers four words for each address phase instead of the normal one word
in regular DMT operations. This mode is to DMT as burst DMA is to normal DMA.

11.3 VLSI Requirements

There are no VLSI chips required for -any -1/O - processing. =~ However, membry will be
addressed in the normal manner, which means that the address will be stored in the PADBUF
VLSIs in the MC.

11.4 Major and Critical Paths

Data going to (or from) the BPD drivers utilizes the internal MC data bus, so the 1/0 data
timing is dependent on the MC timing.

During a burst transfer, 64 bits are written into the WB data RAMs in the time it normally
takes to write 32 bits. There is critical timing in this operation which involves turning off
one set of BPD drivers after the first 32 bits have been written and getting the next set of
drivers turned on to allow the second 32 bits to be written 3 TMCLKs (93.75 ns) later.
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12. System Busses Functional Overview

12.1 Introduction

The major system busses are Bus B (BB), Bus D (BD), Bus Virtual Memory Address (BVMA),
Bus Peripheral Address (BPA), Bus Peripheral Data (BPD), the Memory Address bus (MA), and
the Memory Data bus (MD). They are briefly described below.

Busses connect different boards together, and are therefore implemented in the backplane. The
4150 backplane was designed by John Strusienski.

12.1.1 BB

BB can only be driven by the S unit. It is most frequently used for transferring cache data
to the E unit (operands) or CS (instruction stream). It also drives the physical address to the
MC on memory references. BB consists of 32 data bits plus 4 parity bits. It is visible to
the PDA.

12.1.2 BD
BD can be driven by the following units:
o E
e MC
e CS
eSS
e PDA

® 1I/0 Interface

It is most frequently used to transport E unit results to I or S unit destinations or memory.
It is also used for transporting data from memory to cache during cache misses, as well from
the Diagnostic Processor (DP) to the CPU. BD consists of 32 data bits plus 4 parity bits. It
is visible to the PDA.

12.1.3 BVMA

BVMA is driven only by the S unit. It is used to send the virtual memory address for a
current memory access to the cache, STLB, and branch cache. BVMA consists of 32 address
bits. A copy of it is visible to the PDA.
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12.1.4 BPA, BPD

BPA and BPD are used for transferring address and data information, respectively, between the
CPU and the I/0O controllers. BPA consists of 18 address bits plus 2 parity bits. BPD
consists of 32 data bits plus 4 parity bits. These busses are not visible to the PDA.

12.15 MA, MD

Busses Memory Address (MA) and Memory Data (MD) are used to address main memory and
transfer data to and from memory, respectively. MA consists of 25 address bits plus four
parity bits. MD consists of 32 data bits plus 7 check bits. These busses are not visible to
the PDA.

12.1.6 BD Arbitration

Bus BD is the only bus in the system that can be driven by multiple sources on different
processor boards. Skew problems and the need to avoid delays in bus arbitration to avoid
tristate clashes made it necessary to keep the bus arbitration hardware on one board. The
ALEG microcode field is central to the bus arbitration decision since it can specify BD as an
ALU source during any microcode step. The E unit is the only unit which looks at this field,
and therefore has the additional task of performing BD arbitration.

The E unit normally has control of BD. Control of the bus has to be relinquished in case of
cache misses, PDA Force BCYs, I/0 transfer address phases, and explicit microcode controlled
memory reads. When a change of BD control is about to happen, the following sequence

occurs:

1. The current unit in control is disabled.

2. One half beat later, the new unit to be in control is enabled.

This scheme provides a half beat period between any two units driving BD to avoid tristate
clashes.

12.2 9755 and 4150 Comparisons

® 9755 busses used wired-OR technology. 4150 busses use tristate technology.

e BPA, BPD, MA, MD are completely contained in backplane on the 4150. These
busses were connected from one backplane to another with cabling on the 9755.

® BA (the E unit ALU A leg input bus) is no longer an inter-board bus in the
4150.
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12.3 VLSI Requirements

BB is always driven directly by two PCSS chips. MA is driven by the buffered outputs of
two PADBUF chips. BD is usually driven by the buffered outputs of PBDI chips.

12.4 Major and Critical Paths

The major path in this section of the machine is the BD arbitration path. This path includes
detecting a need to pass control of BD to a new source, as well as actually performing the
change in time to allow the new source to get the data to its destination without causing a

tristate clash. )
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13. Processor Diagnostic Aid Functional Overview
13.1 Introduction

13.1.1 General

The 4150 Processor  Diagnostic Aid (PDA) is functionally equivalent to a Field Engineering
Panel (FEP) on 9755 based machines.  The functions and operation of the PDA as
implemented on the 4150 processor will be described in this chapter.

All of the PDA’s functions are implemented on the PDA board, which was designed by Tom
Kinahan.

The purpose of the PDA is to aid in the debug of the 4150 processor by sampling and
displaying the operation of the CPU for the operator. It samples the CPU’s major busses and
clock signals and displays them. The operator can control data sampling with a number of
commands similar to those implemented on commercial logic analyzers. The PDA incorporates
a 780 microprocessor to implement many of these functions. All of these capabilities make
the PDA an important debugging tool.

The majority of the PDA is dedicated to a large (1K by 160 bits) stack. The stack samples
CPU busses and stores them for an operator to examine later. The 4150 PDA samples all the
stage clocks, control store addresses (BCYs), hold conditions, BDL, BDH, BBL, BBH, BVMA, PCU
status, 1/0 priority, write buffer pointer bits, 4 logic analyzer bits, memory data valid,
memory busy, return to fetch level, INIT+, and machine check.

The PDA can load, read, and modify the 16K x 80-bit control store by using a bus that is
common to the Diagnostic Processor, PDA, and control store. Current software restrictions limit
access to the lower 8K of control store. '

The PDA can halt the CPU on various conditions such as Machine Check or sense register
matches.

The PDA can FORCEBCY, which means that it can make the CPU begin executing microcode
at a specified address. Using this FORCEBCY functionality, the PDA can work with the
system’s microcode to load main memory and/or the decode net.

The PDA works in a basic configuration called host mode. Host mode requires a host CPU
running PRIMOS. The operator logs onto the host and uses an assignable AMLC line to give
commands to the PDA installed in the test system. A self .diagnostic mode .is available to
debug the PDA. It allows access to the Z80 memory and to diagnostic routines via a Mink
Diagnostic Processor.
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Host mode allows access to the microcode database, is able to load control store, and can
display the microcode labels in a stack vdump. Host mode allows access to microcode address
labels, which can be used with the sense register commands, update control store (UC)
command, and the GO command. The host CPU also has access to source listings which can be
displayed at the user’s terminal without leaving the PDA command environment.  Stack
dumps can be saved and spooled for future reference, and abbrevs can be used.

The PDA does NOT detract from the performance of the CPU while installed. It does NOT
steal cycles from the CPU. Its major function is stack storage, and as such cannot impair the
behavior of the processor. Having a PDA installed in a system will not affect system
behavior. It CAN do evil things to the CPU when the operator is unskilled in its use.
Examples of this would be modifying control store while the machine is running; or causing
the machine to halt accidently.

13.1.2 7Z80 Microprocessor

A 780 microprocessor is used in this implementation. It was chosen due to its ease of use and
because there were large amounts of code written for it that could be easily adapted to the
4150 PDA.

13.1.3 Stack

The stack on the 4150 PDA is 1K x 160 bits. This allows the operator to see almost
anything in the CPU s/he might want.

13.1.4 Halts / Delays

The operator has the option of halting or triggering on sense register matches. Sense registers
have parameters that allow the operator to halt the CPU or trigger the delay counter
depending on what s/he wishes.

13.1.5 Delay Counter

The delay counter can be set to a value such that the stack will not trigger until that
number of beats after the sense register match. There are various methods of using the delay
counter such as pre-triggering (when you want to see the trigger label at the top of the
stack), post-triggering (when you want to see the trigger label at the bottom of the stack)
and center triggering (when-you want the trigger label to be somewhere between the top and
bottom). The type of triggering can be controlled by changing the value of the delay counter.
A delay of 1 gives post-triggering while a delay of 1024 gives pre-triggering. The delay
counter is a 16-bit counter and can have any value between 1 and 65535 inclusive. A value
larger than 1024 results in the trigger point not appearing in the stack.
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13.1.6 Sense Registers

Sense registers are multi-bit comparators that trigger the delay counter. When the delay
counter reaches zero, the stack triggers (stops the storing of additional data) or PDAHALT- is
asserted. As an example, the operator could set a sense register match on SR1 to a microcode
abel of START (octal 200). If the microsequencer were to issue the address of START to the
control store, the sense register would become active and the proper action would be taken.
In this case, it would stop the stack from storing additional data, also known as triggering.
The action of triggering the stack allows the operator to capture the events leading up to

and/or some known number of events after the sense register match.

13.1.7 Forcing Microcode Address

The operator can FORCEBCY. This is the ability to force microcode execution to begin at any
desired address. The microcode assist package must be loaded into the control store for this to

operate properly.

13.1.8 Reading/Writing Control Store

The 4150 PDA can read and write control store. This will only work when the PDA is in
host mode. This is due to the fact that the code running on the host system will tell the
PDA what to load into the control store under test.

13.2 9755 and 4150 Comparisons
The differences between the 9755 and 4150 PDA are detailed in the following subsections.

13.2.1 Stand Alone / Self Diagnostic Mode

The 4150 PDA does not support the full stand alone mode that the 9755 FEP supports.
Instead, the 4150 PDA supports only a self diagnostic mode. This mode is accessible from the
Mink Diagnostic Processor by issuing the MO PDA’ command.

13.2.2 Power Up Circuit

The 4150 PDA has a circuit that disables all internal tristate busses on power up and manual
reset. It does NOT disable the Z80 memory. Internal busses are re-enabled with a single Z80

write to a known address.
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13.2.3 Sense Register 4

Sense Register 4 will have the same functionality as in the 9755. However, SR4 has evolved
into having each CPU board support it. Each CPU board has four testpoints connected to open
collector drivers which are wire-ANDed onto the backplane and connected as the inputs to
SR4. SR4 will function just as the other sense registers except that it cannot be used as an
event counter input. In addition, the contents of these 4 bits will be on the stack for operator
perusal.

13.2.4 Stack

The 4150 PDA will use a 1K deep stack in contrast with the 9755 which has a 256 location
stack. See the PDA User’s Guide for the stack format.

13.2.5 BCY Match Counter

One function that was often mentioned as an improvement to the PDA is a match counter,
and this suggestion has been implemented in the 4150 PDA. This counter will, when enabled,
count the number of sense register matches rather than halting or triggering. As a result,
when the operator specifies the contents of a sense register, s/he can make the processor halt
after a specified number of iterations of that address. Due to software dependencies the
counter could only be 31-bits wide, making the maximum value of the event counter equal to
2,147,483,647 and the minimum equal to -2,147,483,648.

The match counter has an 8 to 1 mux as its enable. Connected to this Z80 programmable
mux are SR1, SR2, SR3L, SR3H, SR4, GHOLD+, DMx, and 1 input that is programmable by
the operator by adding a wire to the signal to be counted.

The match counter can be displayed. This means that there is now a means of metering how
many times an event (e.g. a microcode step) has occurred since it was armed.

13.2.6 Microlooper

The 9755 FEP had a microlooper. The 4150 PDA does not have a microlooper. To get this
functionality, the operator can update the control store. In addition to this, the method for
forcing BCY address by microcode assist precludes the need for a microlooper.

13.2.7 New Halt/Trigger Condition (ARM2)

This new halt condition is a combination of both an SR2 match AND an SR3 match. This
supports halting and/or triggering on a match of both Effective Address and BCY Address.
This means that it can halt on any specific instruction that references a predefined effective
address.
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Warning: Due to the fact that there could be considerable time between the SR3 and the SR2
match, this feature may not do what you expect.

13.2.8 New Halt/Trigger Condition (ARM1)

This feature allows the operator to use SR1 as an enable and SR2 as the trigger for the
stack, or to halt the CPU. It uses a registered SR1 match signal, which cannot be cleared
until a RESET- becomes active. This is a new feature in the 4150 PDA.

Warning: Due to the fact that there could be considerable time between the SR1 and the SR2
match, this feature may not do what you expect.

13.2.9 Bus Virtual Memory Address (BVMA) Interface

The BEMA bus on a 9755 and- the BVMA bus on a 4150 are basically the same thing.
BVMA contains the Effective Address (EA) during TRCML and the Program Counter (RP)
during CS1. The 4150 PDA has BVMA in the stack and as an input to sense register 3 as
in the 9755. BVMA comes to the PDA active low. Please note that PDA software adjusts for

this inversion.

13.3 VLSI Requirements

No VLSI parts are used to implement PDA functionality.

13.4 Major and Critical Paths

13.4.1 Stack Write Cycle

The stack write cycle has proven to be the most critical path in the PDA. The path
involves sampling data from the backplane and the rest of the CPU and storing it into
registers while the address for the stack becomes stable. At this point, the write pulse, which
is shaped by the use of delay lines, stores the data into the stack RAM.

13.4.2 Halt Path

The timing from the sense register match to finally result in the PDAHALT- signal going
active in 2 beats is a critical path.
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13.4.3 Trigger Path

This path involves getting a sense register match to result in a stack trigger in two beats.
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14. Microcode Functional Overview

14.1 Introduction

The 4150 microword contains 13 fields and a total word length of 80 bits. Table 14-1 brieflj7
describes these fields.

The lion’s share of functional microcode was written by Denise Chiacchia, Paul Curtis, and
Andy Ray. Tom O’Brien wrote the DMx microcode. Stu Rae coordinated the microdiagnostic
effort. Microdiagnostic writers were Denise Chiacchia, Tony Dorohov, Mark Mason, Stu Rae,
Sherri Root, and Steve Small.

14.1.1 Microcode Fields

TABLE 14-1. 4150 Microcode Fields

RCM Bits | Field Name | # Bits | Labels
41-45 | BLEG | 5 | RCMBB1-5
65-68 | TXNX | 4 | RCMTXNX1-4
1,2,32-36,69, | | [
71-79 | cu | 17 | RCMCU 00-16
23~-29,31 | DST | 8 | RCMDST1-8
46-49,51-55 | RFS | 7 | RCMRF@1-7
| RFD | 2 | RCMRF@8-09
3 | TR | 1 | RCMTR1
37-39 | cs | 3 | RCMCS1-3
14-19,21,22 | ALEG-ALU | 8 | RCMALU1-8
4-6 | EAE | 3 | RCMEA1-3
7-9,11-13 | BDL | 6 | RCMBDL1-6
56-59,61-64 | 1AC | 8 | RCMIAC1-8
10,20,30, 40, | I |
50,60,70,80 | PARITY | 8 | RCMPAR1-8

The EAE field is a 3-bit field which controls increment and decrement operations on the low
16-bits of the two. effective address registers (EAS and EAD) .

The ALEG-ALU field controls the 56-bit ALU and the muxes on the ALEG input of the
ALUs. The register file is usually the input to the A leg. Other sources include the
multiplier registers, CU field, BD, RPL, and the normalize count register.
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The S-bit BLEG field specifies one of 32 possible sources to the B input of the ALUs. There
are 16 sources for the 48 MSBs of the B input, and 2 sources for the 8 LSBs. Cache data is
usually the input to the B leg.

The 6-bit BDL field controls the barrel shifter’s operation.

The 8-bit IAC field refers to independent action codes. Hardware units which don’t have
their own microcode fields are used infrequently, and their functions tend to be peripheral to
the main data flow through the machine. As such, they are said to function independently.
The IAC field controls these independent hardware functions.

The RF fields (RFS and RFD) specify which register is to be used in the current operation.
The RFS field is 7 bits wide, while the RFD field is 2 bits wide.

The CS and CU fields are used to determine the address of the next microcode instruction.
The CS field is 3 bits wide, while the CU field is 17 bits wide.

The CU field contains one of *wo types of information:

® An emit value, which is a2 number whose value is known at assembly time for
use as data

® Information used to calculate the address of the next microinstruction to be
executed.

The value of the CS field determines how to interpret the CU field. When the CS field is
010, bits 1-2 of the CU field further define the CS operation. Table 14-2 lists the values of
the CS field and CU bits 1-2, and shows the operation specified by each pair of values.

TABLE 14-2. CS and CU Field Definitions

11

| CS Field (RCM | CU Bits 1-2 | CU Operation |
| Bits 49-51) | (RCM Bits 32-33)| |
| I
| 000 | — | RTN |
| 001 | S | Jump I
| o110 | 00 | DECODE |
| 010 | o1 | BDH branch |
| 0210 | 10 | LDA |
| 10 | 11 | GOTO |
| 011 | S | EMIT |
| 100 | S | CRTN |
| 101 | _ | CALL w/ JUMP |
| 110 | — | CALL w/ GOTO |
| I — | |

PUSH w/ EMIT
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The 8-bit DST field controls which destinations are to be written at the end of the microstep.

The 4-bit TXNX field controls how long a microstep will take to execute. There. are two
possible ways to extend a step:

® A TX increases the time between CS7 and CS8 by 31.25 nsec for every TX
specified. For example, TX= 2 would increase the time interval by 62.5 nsec.

® An NX increases the time between CS8 and TRCML by 31.25 nsec for every NX
specified. For example, NX= 2 would increase the time interval by 62.5 nsec.

The 1-bit TR field controls whether DMx traps can occur during that microstep. A TR value
of 1 will disallow such traps.

There are 8 parity bits generated for the microword.

142 9755 and 4150 Comparisons

The microcode for the 4150 is substantially the same as that for the 9755. The most obvious
exceptions include some changes in timing, changes in shift instruction implementation due to
the barrel shifter, significant changes in I/0 microcode, and changes in the arithmetic
algorithms, especially multiply and divide. The VLSI speed and the barrel shifter
functionality contribute to a number of these changes.

14.2.1 Timing Changes

The 4050 beat rate is longer than that of the 9755. As expected, some instructions take
longer, on average, to execute in the 4050. However, due to data path optimization and new
microcode algorithms, some instructions actually execute faster on the 4050. Exact timing
comparisons are not available at this time, but will be included here in future revisions of
this document.

14.2.2 Shift Instruction Implementation

The shift instructions now provide a shift amount to the barrel shifter, which implements up
to a 48-bit shift in one step.

14.2.3 Multiply Implementation

Multiplication is done with..a 3-bit Booth’s algorithm instead .of the 2-bit Booth’s algorithm
used in the 9755. A three operand adder is' provided inside the PEALU chip.
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14.2.4 Divide Implementation

The non-performing divide implemented on the 9755 has been replaced by a non-restoring
divide in the 4150.

1425 I/0
The microcode will have less involvement in the I/O in the 4150 than in the 9755. The

primary reasons for this are:

® The 4150 beat rate is slower than that of the 9755. Consequently, an /O
transfer taking a given amount of time will execute more microcode steps on a
9755 than it will on a 4150. Therefore, the 4150 microcode can’t do as many
things as the 9755 microcode did. More I/0 functionality must be implemented in
hardware.

® Data can be routed directly from BPD to memory in the MC, so E unit data paths
aren’t needed.

14.3 Microdiagnostics

The microdiagnostics for the 4150 are structured much like the 9755 microdiagnostics. There is
a Kernel which exercises the minimum core of hardware required to allow Mother, the
microdiagnostic executive, to run reliably. The CS and E units are tested first, including the
floating point logic. The I and S units are exercised next, with many of the tests devoted to
parity, and cache and STLB array testing. These tests use the array test procedure established
for the 9755. The memory subsystem is the last part of the microdiagnostic effort. These
diagnostics test the cache miss logic, the write buffer operations, and the main memory arrays.

There are a total of 9_diagnostic overlays, known as UDIAG1-UDIAGY. Most of the
diagnostic overlays map directly to SYSV overlays. UDIAG1 thru UDIAG4 are exact copies of
SYSV1 thru SYSV4, UDIAG6 is a copy of SYSVS, and SYSV6 was split into two diagnostic
overlays UDIAG8 and UDIAGY9. This leaves two microdiagnostic overlays unaccounted for,
both of which contain array tests deemed to time consuming for initialization testing.
UDIAGS contains the I Unit array tests. The following is an index of the tests contained in
UDIAGS.

INDEX OF TESTS IN UDIAGS

* % B

LR T e R ]
* .
EEEH BEGINNING OF CACHE ARRAY TESTS AR EK

*
LEA A AR S 2 R 2 R R R S R R R RS SR A R R R D D)

* TEST3@01 — VALID BIT TEST OF ONE CACHE CELL (A SIDE)
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» TEST3002 — VALID BIT TEST OF ONE CACHE CELL (B SIDE)
» TEST3003 — VALID BIT TEST OF ALL CACHE CELLS (A SIDE)
+« TEST3004 — VALID BIT TEST OF ALL CACHE CELLS (B SIDE)
* TEST3005 — VALID BIT WALKING ONES ON ADDRESS (A SIDE)
» TEST3006 — VALID BIT WALKING ONES ON ADDRESS (B SIDE)
* TEST3007 — VALID BIT WALKING ZEROES ON ADDRESS (A SIDE)
» TEST3008 — VALID BIT WALKING ZEROES ON ADDRESS (B SIDE)
» TEST3009 — VALID BIT WRITE RECOVERY (A SIDE)
» TEST300A — VALID BIT WRITE RECOVERY (B SIDE)
» TEST300B — VALID BIT READ ACCESS (A SIDE)
» TEST300C — VALID BIT READ ACCESS (B SIDE)
* TEST300D — DATA TEST OF ONE CACHE CELL (A SIDE - HI WORD)
*« TEST300E — DATA TEST OF ONE CACHE CELL (A SIDE - LO WORD)
» TEST300F — DATA TEST OF ONE CACHE CELL (B SIDE — HI WORD)
» TEST321@ — DATA. TEST OF ONE CACHE CELL (B SIDE - LO WORD)
» TEST3011 — DATA TEST OF ALL CACHE CELLS (A SIDE)
« TEST3012 — TEST_TNUM
» TEST3013 — DATA TEST OF ALL CACHE CELLS (B SIDE)
» TEST3014 — CACHE DATA, WALK A ONE THRU ADDRESS LINES (A SIDE)
* TEST3015 — CACHE DATA, WALK A ONE THRU ADDRESS LINES (B SIDE)
* TEST3016 — CACHE DATA, ‘WALK ‘A -ZERO "THRU ADDRESS LINES (A SIDE)
» TEST3017 — CACHE DATA, WALK A ZERO THRU ADDRESS LINES (B SIDE)
» TEST3018 — CACHE DATA WRITE RECOVERY (A SIDC)
» TEST3019 — CACHE DATA WRITE RECOVERY (B SIDE)
» TEST301A — TEST_TNUM
+ TEST301B — CACHE DATA READ ACCESS (A SIDE)
« TEST301C — CACHE DATA READ ACCESS (B SIDE)
* TEST301D — CACHE DATA CONTENTS EQUAL ADDRESS (A SIDE)
+« TEST301E — CACHE DATA CONTENTS EQUAL ADDRESS (B SIDE)
» TEST301F — TEST_TNUM
* TEST3020 - FORCE BITS TEST (A SIDE — FORCE BIT SET)
» TEST3021 — FORCE BITS TEST (A SIDE - FORCE BIT CLEARED)
* TEST3022 — FORCE BITS TEST (B SIDE — FORCE BIT SET)
+« TEST3023 — FORCE BITS TEST (B SIDE - FORCE BIT CLEARED)
* TEST3024 — TEST_TNUM
* TEST3030 — INDEX TEST ONE CELL (A SIDE)
*« TEST3031 — INDEX TEST ONE CELL (B SIDE)
+ TEST3032 — INDEX TEST ALL CELLS (A SIDE)
+ TEST3033 INDEX TEST ALL CELLS (B SIDE)
*« TEST3034 — INDEX WALKING ONES ON ADDRESS (A SIDE)
« TEST3035 — TEST_TNUM
« TEST3036 — INDEX WALKING ONES ON ADDRESS (B SIDE)
* TEST3037 — INDEX WALKING ZEROES ON ADDRESS (A SIDE)
= TEST3038 — INDEX WALKING ZEROES ON ADDRESS (B SIDE)
+« TEST3039 — INDEX WRITE RECOVERY (A SIDE)
* TEST303A — INDEX WRITE RECOVERY (B SIDE)
* TEST303B — TEST_TNUM
» TEST303C — INDEX READ ACCESS (A SIDE)
» TEST303D — INDEX READ ACCESS (B SIDE)
* TEST303E — TEST_TNUM
*
L]
BEIISE SR AR R R KRR RN R R RN R R R R R R R KRR AR R R R R AR AR R RN Rk Rk R Rk %
-

esne BEGINNING OF STLB ARRAY TESTS LEEE L

. -

L T T IR L e LT L
TEST3200 — PART 2 OF THE LBVAA ARRAY TESTS

TEST3201 — PART 2 OF THE LBVAB ARRAY TESTS

TEST3202 - PART 2 OF THE LBPAA ARRAY TESTS

TEST3203 -~ PART 2 OF THE LBPAB ARRAY TESTS

*

* ® %
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LPIDA ARRAY TESTS

LPIDB ARRAY TESTS
PCNTA ARRAY TESTS
PCNTB ARRAY TESTS

ARRA ARRAY TESTS

ARRB ARRAY TESTS

PMODA ARRAY TESTS
PMODB ARRAY TESTS

FRCA ARRAY TESTS

FRCB ARRAY TESTS
LBPVLDA ARRAY TESTS
LBPVLDB ARRAY TESTS
PARITY BIT ARRAY TESTS,
PARITY BIT ARRAY TESTS,
PARITY BIT ARRAY TESTS,
PARITY BIT ARRAY TESTS,
LBPOWNA ARRAY TESTS
LBPOWNB ARRAY TESTS

FUTURE LBVAAW AND
THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS OF
THROUGH ADDRESS OF

1 OF
1
1
(4
(4]
(]
USED FOR PARTS 3 & 4
1
1
1
0
7]
]

OF
OF
OF

STLBA,
STLBA,
STLBA,
STLBA,
STLBA,
STLBA,
OF THE
STLBB,
STLBB,
STLBB,
STLBB,
STLBB,
STLBB,
OF THE

THROUGH ADDRESS OF
THROUGH ADDRESS OF
THROUGH ADDRESS OF
THROUGH ADDRESS OF
THROUGH ADDRESS OF
THROUGH ADDRESS OF
USED FOR PARTS 3 & 4

LBVABW WALKING

STLBA
STLBB
IOTLBA
10TLBB

CALL
CALL
CaLL
CALL

LBPAAW
LBPAAW
LBPAAW
LBPAAW
CALL LBPAAW
CALL LBPAAW
LBPAA ARRAY
CALL LBPABW
CALL LBPABW
CALL LBPABW
CALL LBPABW
CALL LBPABW
CALL LBPABW
LBPAB ARRAY TESTS.

TESTS.

OF THE STLBA LBPAA ARRAY TESTWRITE RECOVERY CHECK
OF THE STLBB LBPAB ARRAY TESTWRITE RECOVERY CHECK
OF THE STLBA ARRAY TESTREAD ACCESS CHECK OF LBPAA
OF THE STLBB ARRAY TESTREAD ACCESS CHECK OF LBPAB

THROUGH
THROUGH
THROUGH
THROUGH
THROUGH
THROUGH

ADDRESS STLBA,
ADDRESS STLBA,
ADDRESS STLBA,
ADDRESS STLBA,
ADDRESS STLBA,
ADDRESS STLBA,

CALL
CALL
CALL
CALL
CALL
CALL

LPIDAW
LPIDAW
LPIDAW
LPIDAW
LPIDAW
LPIDAW

Microdiagnostics

1'S AND ©°'S TESTS

Page 76

» TEST3204 — PART 2 OF THE
= TEST3285 - PART 2 OF THE
= TEST3206 — PART 2 OF THE
= TEST3287 — PART 2 OF THE
« TEST3208 — PART 2 OF THE
= TEST3269 - PART 2 OF THE
= TEST326A — PART 2 OF THE
= TEST328B - PART 2 OF THE
+ TEST326C — PART 2 OF THE
» TEST328D - PART 2 OF THE
» TEST328E - PART 2 OF THE
« TEST320F — PART 2 OF THE
= TEST3210 — PART 2 OF THE
» TEST3211 - PART 2 OF THE
* TEST3212 - PART 2 OF THE
« TEST3213 - PART 2 OF THE
« TEST3214 — PART 2 OF THE
= TEST3215 — PART 2 OF THE
= TEST3216 — TEST_TNUM
=*s+s% SAVE SOME ROOM FOR
* TEST3250 — LBPAA, FLOAT
» TEST3251 — LBPAA, FLOAT
= TEST3252 - LBPAA, FLOAT
» TEST3260 — LBPAA, FLOAT
* TEST3261 — LBPAA, FLOAT
« TEST3262 - LBPAA, FLOAT
» LBPAAW - COMMON ROUTINE
* TEST3270 — LBPAB, FLOAT
» TEST3271 - LBPAB, FLOAT
= TEST3272 - LBPAB, FLOAT
« TEST3280 - LBPAB, FLOAT
« TEST3281 — LBPAB, FLOAT
+« TEST3282 — LBPAB, FLOAT
*« | BPABW — COMMON ROUTINE
« TEST3290 — PART 5

« TEST3291 ~ PART 5

*« TEST3292 — PART 6

*« TEST3293 — PART 6

« TEST32A@ - LPIDA, FLOAT
« TEST32A1 — LPIDA, FLOAT
= TEST32A2 — LPIDA, FLOAT
= TEST32BO — LPIDA, FLOAT
= TEST32B1 — LPIDA, FLOAT
= TEST32B2 — LPIDA, FLOAT
« LPIDAW — COMMON ROUTINE
« TEST32C0 -~ LPIDB, FLOAT
= TEST32C1 — LPIDB, FLOAT
» TEST32C2 - LPIDB, FLOAT
= TEST32D@ — LPIDB, FLOAT
= TEST32D1 — LPIDB, FLOAT
« TEST32D2 ~ LPIDB, FLOAT
* LPIDBW — COMMON ROUTINE
+ TEST32E@ — PART 5 OF THE
* TEST32E1 — PART 5 OF THE
= TEST32E2 — PART 6 OF THE
« TEST32E3 — PART 6 OF THE
= TEST32F@ — LPCNTA, FLOAT
= TEST32F1 — LPCNTA, FLOAT
= TEST32F2 — LPCNTA, FLOAT
= TEST3300 -~ LPCNTA, FLOAT
= TEST3301 — LPCNTA, FLOAT

THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS
THROUGH ADDRESS

1
1
1
0
0
0
U
1
1
1
0
0
© THROUGH ADDRESS

SED FOR PARTS 3 & 4 OF THE LPIDA ARRAY TESTS.

CALL LPIDBW
CALL LPIDBW
CALL LPIDBW
CALL LPIDBW
CALL LPIDBW
CALL LPIDBW

STLBB,
sTLBB,
STLBB,
sTLBB,
STLBB,
STLBB,

USED FOR PARTS 3 & 4 OF THE LPIDB ARRAY TESTS.
STLBA LPIDA ARRAY TEST WRITE RECOVERY CHECK
STLBB LPIDB ARRAY TEST WRITE RECOVERY CHECK
STLBA ARRAY TEST READ ACCESS CHECK OF LPIDA
STLBB ARRAY TEST READ ACCESS CHECK OF LPIDB

1 THROUGH ADDRESS STLBA,
1 THROUGH ADDRESS STLBA,
1 THROUGH ADDRESS STLBA,

© THROUGH ADDRESS
© THROUGH ADDRESS

CALL LPCAW
CALL LPCAW
CALL LPCAW
CALL LPCAW
CALL LPCAW

STLBA,
STLBA,
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TEST3302 — LPCNTA, FLOAT @ THROUGH ADDRESS STLBA, CALL LPCAW
LPCAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE LPCNTA ARRAY TESTS.

TEST331@ ~ LPCNTB, FLOAT 1 THROUGH ADDRESS STLBB, CALL LPCBW
TEST3311 ~ LPCNTB, FLOAT 1 THROUGH ADDRESS STLBB, CALL LPCBW
TEST3312 — LPCNTB, FLOAT 1 THROUGH ADDRESS STLBB, CALL LPCBW
TEST3320 — LPCNTB, FLOAT @ THROUGH ADDRESS STLBB, CALL LPCBW
TEST3321 — LPCNTB, FLOAT @ THROUGH ADDRESS STLBB, CALL LPCBW
TEST3322 — LPCNTB, FLOAT © THROUGH ADDRESS STLBB, CALL LPCBW

LPCBN — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE LPCNTB ARRAY TESTS.
TEST3330 ~ PART 5 OF THE STLBA LPCNTA ARRAY TEST WRITE RECOVERY CHECK
TEST3331 — PART 5 OF THE STLBB LPCNTB ARRAY TEST WRITE RECOVERY CHECK
TEST3332 — PART 6 OF THE STLBA ARRAY TEST READ ACCESS CHECK OF LPCNTA
TEST3333 — PART 6 OF THE STLBB ARRAY TEST READ ACCESS CHECK OF LPCNTB
TEST3334 — TEST_TNUM

TEST3340 — ARRA, FLOAT
TEST3341 — ARRA, FLOAT
TEST3342 — ARRA, FLOAT
TEST335@ — ARRA, FLOAT
TEST3351 — ARRA, FLOAT © THROUGH ADDRESS STLBA, CALL ARRAW
TEST3352 — ARRA, FLOAT © THROUGH ADDRESS STLBA, CALL ARRAW

1 CALL ARRAW
1
1
[
0
0
ARRAW - COMMON ROUTINE USED"FOR PARTS 3 & 4 OF THE ACCESS RIGHTS ARRAY TESTS.
1
1
1
0
[

CALL ARRAW
CALL ARRAW
CALL ARRAW

THROUGH ADDRESS STLBA,
THROUGH ADDRESS STLBA,
THROUGH ADDRESS STLBA,
THROUGH ADDRESS STLEBA,

TEST3360 — ARRB, FLOAT 1 THROUGH ADDRESS STLBB, CALL ARRBW

TEST3361 — ARRB, FLOAT 1 THROUGH ADDRESS STLBB, CALL ARRBW

TEST3362 FLOAT 1 THROUGH ADDRESS STLBB, CALL ARRBW

TEST337¢ FLOAT © THROUGH ADDRESS STLBB, CALL ARRBW

TEST3371 ARRB, FLOAT © THROUGH ADDRESS STLBB, CALL ARRBW

TEST3372 — ARRB, FLOAT © THROUGH ADDRESS STLBB, CALL ARRBW

ARRBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE ACCESS RIGHTS ARRAY TESTS.
TEST3380 — PART 5 OF THE STLBA ARRA ARRAY TEST WRITE RECOVERY CHECK
TEST3381 —~ PART 5 OF THE STLBB ARRB ARRAY TEST WRITE RECOVERY CHECK
TEST3382 —~ PART 6 OF THE STLBA ARRAY TEST READ ACCESS CHECK OF ARRA
TEST3383 — PART 6 OF THE STLBB ARRAY TEST READ ACCESS CHECK OF ARRB
TEST3390 — PMODA, FLOAT 1 THROUGH ADDRESS STLBA, CALL PMODAW
TEST3391 — PMODA, FLOAT 1 THROUGH ADDRESS STLBA, CALL PMODAW
TEST3392 — PMODA, FLOAT 1 THROUGH ADDRESS STLBA, CALL PMODAW
TEST33A0 — PMODA, FLOAT @ THROUGH ADDRESS STLBA, CALL PMODAW
TEST33A1 — PMODA, FLOAT @ THROUGH ADDRESS STLBA, CALL PMODAW
TEST33A2 — PMODA, FLOAT @ THROUGH ADDRESS STLBA, CALL PMODAW

ARRB,
ARRB,

TEST33B2 - PMODB,
TEST33B1 - PMODB,

FLOAT
FLOAT

THROUGH ADDRESS STLBB,
THROUGH ADDRESS STLBB,

CALL PMODBW
CALL PMODBW

TEST33B2 — PMODB,

TEST33Co -
TEST33Ct1 -
TEST33C2 -

PMODB,
PMODB,
PMODB,

FLOA

FLOAT

T

FLOAT
FLOAT

THROUGH ADDRESS STLBB,
THROUGH ADDRESS STLBB,
THROUGH ADDRESS STLBB,
THROUGH ADDRESS STLBB,

CALL PMODBW
CALL PMODBW
CALL PMODBW
CALL PMODBW

1
1
1
0
0
0
PMODAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE PMODA ARRAY TESTS.
1
1
1
0
0
0

PMODBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE PMODB ARRAY TESTS.
TEST33D@ — PART 5 OF THE STLBA PMODA ARRAY TEST WRITE RECOVERY CHECK
TEST33D1 — PART 5 OF THE STLBB PMODB ARRAY TEST WRITE RECOVERY CHECK
TEST33D2 — PART 6 OF THE STLBA ARRAY TEST READ ACCESS CHECK OF PMODA
‘TEST33D3 — PART 6 OF THE STLBB ARRAY TEST READ ACCESS CHECK OF PMODB

LI R R I R S R R R R I I K N N N N A A I N L R R K R JEE IR 2K 2R NN I I TR IR IR IR R TR R R R R N S S S S S S S Y

TEST33E@ ~ FRC, FLOAT 1 THROUGH ADDRESS STLBA, CALL FRCAW
TEST33E1 — FRC, FLOAT 1 THROUGH ADDRESS STLBA, CALL FRCAW
TEST33E2 — FRC, FLOAT 1 THROUGH ADDRESS STLBA, CALL FRCAW
TEST33F@ — FRC, FLOAT © THROUGH ADDRESS STLBA, CALL FRCAW
TEST33F2 — FRC, FLOAT @ THROUGH ADDRESS STLBA, CALL FRCAW
TEST33F3 —~ FRC, FLOAT @ THROUGH ADDRESS STLBA, CALL FRCAW
FRCAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE FRCA ARRAY TESTS.
TEST3400 — FRC, FLOAT 1 THROUGH ADDRESS STLBB, CALL FRCBW
TEST34@1 — FRC, FLOAT 1 THROUGH ADDRESS STLBB, CALL FRCBW
TEST3402 — FRC, FLOAT 1 THROUGH ADDRESS STLBB, CALL FRCBW-
TEST341@ — FRC, FLOAT © THROUGH ADDRESS STLBB, CALL FRCBW
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TEST3411 — FRC, FLOAT @ THROUGH ADDRESS STLBB, CALL FRCBW
TEST3412 — FRC, FLOAT @ THROUGH ADDRESS STLBB, CALL FRCBW
FRCBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE FRCB ARRAY TESTS.
TEST3420 — PART 5 OF THE STLBA FRCA ARRAY TEST WRITE RECOVERY CHECK
TEST3421 — PART 5 OF THE STLBA FRCA ARRAY TEST WRITE RECOVERY CHECK
TEST3422 — PART 5§ OF THE STLBB FRCB ARRAY TEST WRITE RECOVERY CHECK
TEST3423 — PART 5 OF THE STLBB FRCB ARRAY TEST WRITE RECOVERY CHECK
TEST3424 — PART 6 OF THE STLBA FRCA ARRAY TEST READ ACCESS CHECK
TEST3425 — PART 6 OF THE STLBA FRCA ARRAY TESTREAD ACCESS CHECK
TEST3426 — PART 6 OF THE STLBB FRCB ARRAY TEST READ ACCESS CHECK
TEST3427 — PART 6 OF THE STLBB FRCB ARRAY TESTREAD ACCESS CHECK
TEST3430 — VLDA, FLOAT 1 THROUGH ADDRESS STLBA, CALL VLDAW
TEST3431 — VLDA, FLOAT 1 THROUGH ADDRESS STLBA, CALL VLDAW
TEST3432 — VLDA, FLOAT 1 THROUGH ADDRESS STLBA, CALL VLDAW
TEST3440 — VLDA, FLOAT @ THROUGH ADDRESS STLBA, CALL VLDAW
TEST3441 — VLDA, FLOAT @ THROUGH ADDRESS STLBA, CALL VLDAW
TEST3442 — VLDA, FLOAT © THROUGH ADDRESS STLBA, CALL VLDAW
VLDAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE VLDA ARRAY TESTS.
1
1
1
0
(4

DO O?MOW;

TEST3450 — VLDB, FLOAT 1 THROUGH ADDRESS STLBB, CALL VLDBW
TEST3451 THROUGH ADDRESS STLBB, CALL VLDBW
TEST3452 THROUGH - ADDRESS STLBB, CALL VLDBW
TEST3460 — VLDB, FLOAT @ THROUGH ADDRESS STLBB, CALL VLDBW
TEST3461 — VLDB, FLOAT © THROUGH ADDRESS STLBB, CALL VLDBW
TEST3462 ~ VLDB, FLOAT @ THROUGH ADDRESS STLBB, CALL VLDBW
VLDBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE VLDB ARRAY TESTS.

VLDB, FLOAT
VLDB, FLOAT

TEST347@0 — PART 5 OF THE STLBA VLDA ARRAY TEST WRITE RECOVERY CHECK
TEST3471 - PART § OF THE STLBA VLDA ARRAY TEST WRITE RECOVERY CHECK
TEST3472 — PART 5 OF THE STLBB VLDB ARRAY TEST WRITE RECOVERY CHECK
TEST3473 — PART 5 OF THE STLBB VLDB ARRAY TEST WRITE RECOVERY CHECK
TEST3474 — PART 6 OF THE STLBA VLDA ARRAY TEST READ ACCESS CHECK
TEST3475 - PART 6 OF THE STLBB VLDA ARRAY TESTREAD ACCESS CHECK
TEST3476 — PART 6 OF THE STLBB VLDB ARRAY TEST READ ACCESS CHECK
TEST3477 — PART 6 OF THE STLBB VLDB ARRAY TESTREAD ACCESS CHECK
TEST3480 — PARITY, FLOAT 1 THROUGH ADDRESS STLBA, CALL PARAW

TEST3481 — PARITY, FLOAT 1 THROUGH ADDRESS STLBA, CALL PARAW

TEST3482 — PARITY, FLOAT 1 THROUGH ADDRESS STLBA, CALL PARAW

TEST3490 — PARITY, FLOAT © THROUGH ADDRESS STLBA, CALL PARAW

TEST3491 — PARITY, FLOAT © THROUGH ADDRESS STLBA, CALL PARAW

TEST3492 — PARITY, FLOAT © THROUGH ADDRESS STLBA, CALL PARAW

PARAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE PARITY BIT ARRAY TESTS.
TEST34A@ — PARITY, FLOAT 1 THROUGH ADDRESS STLBB, CALL PARBW

TEST34A1 — PARITY, FLOAT 1 THROUGH ADDRESS STLBB, CALL PARBW

TEST34A2 — PARITY, FLOAT 1 THROUGH ADDRESS STLBB, CALL PARBW

TEST34B0 — PARITY, FLOAT © THROUGH ADDRESS STLBB, CALL PARBW

TEST34B1 — PARITY, FLOAT © THROUGH ADDRESS STLBB, CALL PARBW

TEST34B2 — PARITY, FLOAT © THROUGH ADDRESS STLBB, CALL PARBW

PARBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE PARITY BIT ARRAY TESTS.
TEST34C0 — PART 5 OF THE STLBA PARITY ARRAY TEST WRITE RECOVERY CHECK
TEST34C1 — PART 5 OF THE STLBA PARITY ARRAY TEST WRITE RECOVERY CHECK

|

TEST34C2 — PART 5 OF THE STLBB PARITY ARRAY TEST WRITE RECOVERY CHECK
TEST34C3 — PART 5 OF THE STLBB PARITY ARRAY TEST WRITE RECOVERY CHECK
TEST34C4 -

TEST34C5 — PART 6 OF THE STLBA PARITY ARRAY TESTREAD ACCESS CHECK

TEST34C6 — PART 6 OF THE STLBB PARITY ARRAY TEST READ ACCESS CHECK
TEST34C7 —~ PART 6 OF THE STLBB PARITY ARRAY TESTREAD ACCESS CHECK
*»ssxs SAVE SOME ROOM FOR FUTURE IOTLB WALKING 1'S AND 'S TESTS
s»ssxx SAVE SOME ROOM FOR FUTURE IOTLB WRITE 'RECOVERY TESTS

*»xssx SAVE SOME ROOM FOR FUTURE IOTLB READ ACCESS TESTS

» TEST3520 — LBPOWN, FLOAT 1 THROUGH ADDRESS STLBA, CALL POWNAW

* TEST3521 — LBPOWN, FLOAT 1 THROUGH ADDRESS STLBA, CALL POWNAW

* TEST3522 — LBPOWN, FLOAT 1 THROUGH ADDRESS STLBA, CALL POWNAW

OB R R R R R R R R B R R R R R R RER R R R RRRERRRER R R RN BB R RERERERERERERRRRREERS

5
5
5
PART 6 OF THE STLBA PARITY ARRAY TEST READ ACCESS CHECK
6
6
6
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* TEST3530 -
« WEST3531 -
» HST3532 -

Page 79

LBPOWN, FLOAT © THROUGH ADDRESS STLBA, CALL POWNAW
LBPOWN, FLOAT © THROUGH ADDRESS STLBA, CALL POWNAW
LBPOWN, FLOAT @ THROUGH ADDRESS STLBA, CALL POWNAW

» POWNAW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE POWNA ARRAY TESTS

« TEST3540 ~
+ TEST3541
+« TEST3542
+ TEST3550 —
« HST3I551
» TST3IS52 -

LBPOWN, FLOAT 1 THROUGH ADDRESS STLBB, CALL POWNBW
LBPOWN, FLOAT 1 THROUGH ADDRESS STLBB, CALL POWNBW
LBPOWN, FLOAT 1 THROUGH ADDRESS STLBB, CALL POWNBW
LBPOWN, FLOAT © THROUGH ADDRESS STLBB, CALL POWNBW
LBPOWN, FLOAT @ THROUGH ADDRESS STLBB, CALL POWNBW
LBPOWN, FLOAT © THROUGH ADDRESS STLBB, CALL POWNBW

»« POWNBW — COMMON ROUTINE USED FOR PARTS 3 & 4 OF THE POWNB ARRAY TESTS

* TEST3560 —
*» W|ST3I561 —
*« TEST3IS562 —
* TEST3563 -
* TEST3I564 —
s TEST3565 —
* TEST3566 —
* TST3567 —
+ TEST3568 —
*

PART 5 OF THE STLBA LBPOWNA ARRAY TEST WRITE RECOVERY CHECK

PART 5 OF THE STLBA LBPOWNA ARRAY TEST WRITE RECOVERY CHECK
PART 5 OF THE STLBB LBPOWNB ARRAY TEST WRITE RECOVERY CHECK
PART 5 OF THE STLBB LBPOWNB ARRAY TEST WRITE RECOVERY CHECK

PART 6 OF THE STLBA LBPOWNA ARRAY TEST READ ACCESS CHECK
PART 6 OF THE STLBB LBPOWNB ARRAY TEST READ ACCESS CHECK
PART 6 OF THE STLBB LBPOWNB ARRAY TEST READ ACCESS CHECK

5
5
5
PART 6 OF THE STLBA LBPOWNA ARRAY TEST READ ACCESS CHECK
6
6
6
TEST_TNUM

UDIAG7 contains the Memory array tests. The following is an index of the tests contained

in UDIAG7.

*

» INDEX OF TESTS IN UDIAG7

*

*

+ TEST2200 — MEMORY SCAN DATA TEST © — 32 MB (CALLS TEST220X)

s TEST2201 — TEST_TNUM

« TEST2202 — MEMORY SCAN DATA TEST 32 - 64 MB (CALLS TEST220X)

» TEST2203 — TEST_TNUM

» TEST221@0 — MEMORY MARCH DATA TEST @ — 16 MB (CALLS TEST221X)

+ TEST2211 — TEST_TNUM

* FEST2212 — MEMORY MARCH DATA TEST 16 — 32 MB (CALLS TEST221X)

» TEST2213 — TEST_TNUM

* TEST2214 — MEMORY. MARCH DATA TEST 32 - 48 MB (CALLS TEST221X)

» TEST2215 — TEST_TNUM

» TEST2216 — MEMORY MARCH DATA TEST 48 — 64 MB (CALLS TEST221X)

» TEST2217 — TEST_TNUM

» TEST2220 — ADDRESS AS DATA TEST @ — 32 MB (CALLS TEST222X)

» TEST2221 — TEST_TNUM

« TEST2222 — ADDRESS AS DATA TEST 32 — 64 MB (CALLS TEST222X)

* TEST2223 — TEST_TNUM

» TEST2230 — MEMORY MARCH CHECK BITS TEST @ — 16 MB (CALLS TEST221X)

* TEST2231 — TEST_TNUM

» TEST2232 — MEMORY MARCH CHECK BITS TEST 16 — 32 MB (CALLS TEST221X)

* TEST2233 — TEST_TNUM

* TEST2234 — MEMORY MARCH CHECK BITS TEST 32 - 48 MB (CALLS TEST221X)

* TEST2235 — TEST_TNUM

» TEST2236 — MEMORY MARCH CHECK BITS TEST 48 — 64 MB (CALLS TEST221X)

» TEST2237 — TEST_TNUM

+ TEST2240 — WALKING 1°S MEMORY DATA TEST, BITS 1-4, ©-8 MB (CALLS TEST224X)
* TEST2241 — TEST_TNUM

» TEST2242 — WALKING 1'S MEMORY DATA TEST, BITS 5-8, ©-8 MB (CALLS TEST224X)
» TEST2243 — TEST_TNUM

» TEST2244 — WALKING 1'S MEMORY DATA TEST, BITS 9-12, ©-8 MB (CALLS TEST224X)
* TEST2245 — TEST_TNUM

* TEST2246 — WALKING 1'S MEMORY DATA TEST, BITS 13-16, 0-8 MB (CALLS TEST224X)
* TEST2247 — TEST_TNUM
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TEST2248 — WALKING 1°'S MEMORY DATA TEST, BITS 17-20, ©-8 MB (CALLS TEST224X)
TEST2248 — TEST_TNUM

TEST224A — WALKING 1°'S MEMORY DATA TEST, BITS 21-24, -8 MB (CALLS TEST224X)
TEST224B — TEST_TNUM

TEST224C — WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 0-8 MB (CALLS TEST224X)
TEST224D - TEST_TNUM

TEST224E — WALKING 1°'S MEMORY DATA TEST, BITS 29-32, @-8 MB (CALLS TEST224X)
TEST224F — TEST_TNUM

TEST2250 — WALKING 1°'S MEMORY DATA TEST, BITS 1-4, 8-16 MB (CALLS TEST224X)
TEST2251 — TEST_TNUM

TEST2252 — WALKING 1'S MEMORY DATA TEST, BITS 5-8, 8-16 MB (CALLS TEST224X)
TEST2253 — TEST_TNUM

TEST2254 — WALKING 1°S MEMORY DATA TEST, BITS 9-12, 8-16 MB (CALLS TEST224X)
TEST2255 — TEST_TNUM

TEST2256 — WALKING 1'S MEMORY DATA TEST, BITS 13-16, 8-16 MB (CALLS TEST224X)
TEST2257 — TEST_TNUM

TEST2258 — WALKING 1°S MEMORY DATA TEST, BITS 17-20, 8-16 MB (CALLS TEST224X)
TEST2259 — TEST_TNUM

TEST225A — WALKING 1°'S MEMORY DATA TEST, BITS 21-24, 8-16 MB (CALLS TEST224X)
TEST225B — TEST_TNUM

TEST225C — WALKING 1°’S MEMORY DATA TEST, BITS 25-28, 8-16 MB (CALLS TEST224X)
TEST225D — TEST_TNUM :

TEST225E — WALKING 1°'S MEMORY DATA TEST, BITS 23-32, 8-16 MB (CALLS TEST224X)
TEST225F — TEST_TNUM

TEST2260 — WALKING 1'S MEMORY DATA TEST, BITS 1-4, 16-24 MB (CALLS TEST224X)
TEST2261 — TEST_TNUM v

TEST2262 — WALKING 1°'S MEMORY DATA TEST, BITS 5-8, 16-24 MB (CALLS TEST224X)
TEST2263 — TEST_TNUM

TEST2264 — WALKING 1°S MEMORY DATA TEST, BITS 9-12, 16-24 MB (CALLS TEST224X)
TEST2265 — TEST_TNUM

TEST2266 — WALKING 1'S MEMORY DATA TEST, BITS 13-16, 16—24 MB (CALLS TEST224X)
TEST2267 — TEST_TNUM

TEST2268 — WALKING 1'S MEMORY DATA TEST, BITS 17-20, 16-24 MB (CALLS TEST224X)
TEST2269 — TEST_TNUM

TEST226A — WALKING 1°S MEMORY DATA TEST, BITS 21-24, 16-24 MB (CALLS TEST224X)
TEST226B - TEST_TNUM

TEST226C — WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 16-24 MB (CALLS TEST224X)
TEST226D ~ TEST_TNUM

TEST226E — WALKING 1'S MEMORY . DATA TEST, BITS 29-32, 16-24 MB (CALLS TEST224X)
TEST226F ~ TEST_TNUM

TEST2270 — WALKING 1°'S MEMORY DATA TEST, BITS 1-4, 24-32 MB (CALLS TEST224X)
TEST2271 — TEST_TNUM

TEST2272 — WALKING 1°S MEMORY DATA TEST, BITS 5-8, 24-32 MB (CALLS TEST224X)
TEST2273 — TEST_TNUM

TEST2274 — WALKING 1'S MEMORY DATA TEST, BITS 9-12, 24-32 MB (CALLS TEST224X)
TEST2275 — TEST_TNUM

TEST2276 — WALKING 1'S MEMORY DATA TEST, BITS 13-16, 24-32 MB (CALLS TEST224X)
TEST2277 — TEST_TNUM

TEST2278 — WALKING 1'S MEMORY DATA TEST, BITS 17-2@, 24-32 MB (CALLS TEST224X)
TEST2279 — TEST_TNUM

TEST227A — WALKING 1'S MEMORY DATA TEST, BITS 21-24, 24-32 MB (CALLS TEST224X)
TEST227B — TEST_TNUM ‘

TEST227C — WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 24-32 MB (CALLS TEST224X)
TEST227D ~ TEST_TNUM

TEST227E — WALKING 1°S MEMORY DATA TEST, BITS 29-32, 24-32 MB (CALLS TEST224X)
TEST227F — TEST_TNUM

TEST2280 — WALKING 1'S MEMORY DATA TEST, BITS 1-4, 32-40 MB (CALLS TEST224X)
TEST2281 — TEST_TNUM

TEST2282 — WALKING 1'S MEMORY DATA TEST, BITS 5-8, 32-40 MB (CALLS TEST224X)
TEST2283 — TEST_TNUM

TEST2284 — WALKING 1'S MEMORY DATA TEST, BITS 9-12, 32-40 MB (CALLS TEST224X)
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TEST2285 — TEST_TNUM

TEST2286 — WALKING 1°'S MEMORY DATA TEST, BITS 13-16, 32-4@ MB (CALLS TEST224X)
TEST2287 — TEST_TNUM

TEST2288 — WALKING 1°'S MEMORY DATA TEST, BITS 17-20, 32-40 MB (CALLS TEST224X)
TEST2289 — TEST_TNUM

TEST228A — WALKING 1°'S MEMORY DATA TEST, BITS 21-24, 32-40 MB (CALLS TEST224X)
- TEST228B — TEST_TNUM

TEST228C — WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 32-40 MB (CALLS TEST224X)
TEST228D — TEST_TNUM

TEST228E — WALKING 1°'S MEMORY DATA TEST, BITS 29-32, 32-40 MB (CALLS TEST224X)
TEST228F — TEST_TNUM

TEST2290 — WALKING 1°S MEMORY DATA TEST, BITS 1-4, 40-48 MB (CALLS TEST224X)
TEST2291 — TEST_TNUM

TEST2292 — WALKING 1°S MEMORY DATA TEST, BITS 5-8, 40-48 MB (CALLS TEST224X)
TEST2293 — TEST_TNUM

TEST2294 — WALKING 1°S MEMORY DATA TEST, BITS 8-12, 40-48 MB (CALLS TEST224X)
TEST2295 — TEST_TNUM :

TEST2296 — WALKING 1°'S MEMORY DATA TEST, BITS 13-16, 40-48 MB (CALLS TEST224X)
TEST2297 — TEST_TNUM

TEST2298 — WALKING 1°'S MEMORY. DATA TEST, BITS . 17-20, 40-48 MB (CALLS TEST224X)
TEST2299 — TEST_TNUM ,

TEST229A — WALKING 1°S MEMORY DATA TEST, BITS 21-24, 40-48 MB (CALLS TEST224X)
TEST229B — TEST_TNUM

TEST229C — WALKING 1'S MEMORY DATA TEST, BITS 25-28, 40-48 MB (CALLS TEST224X)
TEST229D — TEST_TNUM

TEST229E — WALKING 1°S MEMORY DATA TEST, BITS 29-32, 40-48 MB (CALLS TEST224X)
TEST229F — TEST_TNUM ‘

TEST22A@ — WALKING 1°S MEMORY DATA TEST, BITS 1-4, 48-56 MB (CALLS TEST224X)
TEST22A1 — TEST_TNUM

TEST22A2 — WALKING 1°'S MEMORY DATA TEST, BITS 5-8, 48-56 MB (CALLS TEST224X)
TEST22A3 — TEST_TNUM

TEST22A4 — WALKING 1°'S MEMORY DATA TEST, BITS 9-12, 48-56 MB (CALLS TEST224X)
TEST22A5 — TEST_TNUM

TEST22A6 — WALKING 1°'S MEMORY DATA TEST, BITS 13-16, 48-56 MB (CALLS TEST224X)
TEST22A7 — TEST_TNUM

TEST22A8 — WALKING 1'S MEMORY DATA TEST, BITS 17-20, 48-56 MB (CALLS TEST224X)
TEST22A9 — TEST_TNUM

TEST22AA — WALKING 1°'S MEMORY DATA TEST, BITS 21-24, 48-56 MB (CALLS TEST224X)
TEST22AB — TEST_TNUM

TEST22AC — WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 48-56 MB (CALLS TEST224X)
TEST22AD — TEST_TNUM

TEST22AE —~ WALKING 1°'S MEMORY DATA TEST, BITS 29-32, 48-56 MB (CALLS TEST224X)
TEST22AF — TEST_TNUM

TEST22BO — WALKING 1'S MEMORY DATA TEST, BITS 1-4, 56-64 MB (CALLS TEST224X)
TEST22B1 — TEST_TNUM

TEST22B2 — WALKING 1°S MEMORY DATA TEST, BITS 5-8, 56-64 MB (CALLS TEST224X)
TEST22B3 — TEST_TNUM

TEST22B4 — WALKING 1°'S MEMORY DATA TEST, BITS 9-12, 56-64 MB (CALLS TEST224X)
TEST22BS — TEST_TNUM :

TEST22B6 —~ WALKING 1°'S MEMORY DATA TEST, BITS 13-16, 56~64 MB (CALLS TEST224X)
TEST22B7 — TEST_TNUM

TEST22B8 — WALKING 1°'S MEMORY DATA TEST, BITS 17-20, 56-64 MB (CALLS TEST224X)
TEST22B9 — TEST_TNUM

TEST22BA — WALKING 1°S MEMORY DATA TEST, BITS 21-24, 56-64 MB (CALLS TEST224X)
TEST22BB — TEST_TNUM

TEST22BC ~ WALKING 1°'S MEMORY DATA TEST, BITS 25-28, 56-64 MB (CALLS TEST224X)
TEST22BD — TEST_TNUM

TEST22BE — WALKING 1'S MEMORY DATA TEST, BITS 29-32, 56-64 MB (CALLS TEST224X)
TEST22BF — TEST_TNUM

TEST22C@ — WALKING 1'S MEMORY ADDRESS TEST, MA14-13, ©-8 MB (CALLS TEST22CX)
TEST22C1 — TEST_TNUM
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* TEST22C2 ~ WALKING 1°'S MEMORY
* TEST22C3 - TEST_TNUM
* TEST22C4 — WALKING 1°'S MEMORY
* TEST22C5 — TEST_TNUM
* TEST22C6 — WALKING 1°'S MEMORY
*« TEST22C7 — TEST_TNUM
» TEST22C8 — WALKING 1°'S MEMORY
*« TEST22C9 — TEST_TNUM
* TEST22CA — WALKING 1°'S MEMORY
* TEST22CB — TEST_TNUM
* TEST22CC — WALKING 1°'S MEMORY
*« TEST22CD -~ TEST_TNUM
» TEST22CE — WALKING 1°'S MEMORY
» TEST22CF — TEST_TNUM
+ TEST22D® — WALKING 1'S MEMORY
*« TEST22D1 — TEST_TNUM
» TEST22E® — WALKING 1°'S MEMORY
» TEST22E1 — TEST_TNUM
» TEST22E2 — WALKING 1°'S MEMORY
» TEST22E3 — TEST_TNUM
» TEST22E4 — WALKING 1°'S MEMORY
* TEST22E5 — TEST_TNUM
*« TEST22E6 — WALKING 1°'S MEMORY
» TEST22E7 — TEST_TNUM
*« TEST22E8 — WALKING 1°'S MEMORY
» TEST22E9 — TEST_TNUM
* TEST22EA — WALKING 1'S MEMORY
» TEST22EB — TEST_TNUM
* TEST22EC — WALKING 1°'S MEMORY
» TEST22ED — TEST_TNUM
* TEST22EE — WALKING 1°'S MEMORY
* TEST22EF — TEST_TNUM
* TEST22F@ — WALKING 1°'S MEMORY
* TEST22F1 — TEST_TNUM
*« TEST2300 — WALKING 1°S MEMORY
* TEST2301 — TEST_TNUM
» TEST2302 — WALKING 1'S MEMORY
*« TEST2303 — TEST_TNUM
« TEST2304 — WALKING 1'S MEMORY
» TEST2385 — TEST_TNUM
» TEST23066 — WALKING 1°'S MEMORY
*» TEST23@7 — TEST_TNUM
*» TEST2308 — WALKING 1'S MEMORY
* TEST2309 — TEST_TNUM
» TEST230A — WALKING 1°'S MEMORY
» TEST230B — TEST_TNUM
* TEST230C — WALKING 1°'S MEMORY
» TEST230D — TEST_TNUM
» TEST230E — WALKING 1°'S MEMORY
* TEST23@F — TEST_TNUM
» TEST2310 — WALKING 1'S MEMORY
* TEST2311 — TEST_TNUM
» TEST2320 — WALKING 1'S MEMORY
» TEST2321 — TEST_TNUM
* TEST2322 — WALKING 1'S MEMORY
» TEST2323 — TEST_TNUM
* TEST2324 — WALKING 1'S MEMORY
* TEST2325 — TEST_TNUM
»« TEST2326 — WALKING 1'S MEMORY
» TEST2327 — TEST_TNUM
*« TEST2328 — WALKING 1'S MEMORY
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MA12-11, @-8 MB (CALLS TEST22CX)
MA10-9, ©-8 MB (CALLS TEST22CX)
MAB-7, @-8 MB (CALLS TEST22CX)
MA6-5, @-8 MB (CALLS TEST22CX)
MA4-3, ©-8 MB (CALLS TEST22CX)
MA2-1, @-8 MB (CALLS TEST22CX)
MAG-99, ©-8 MB (CALLS TEST22CX)
MA98-97, @-8 MB (CALLS TEST22CX)
MA14-13, 8-16 MB (CALLS TEST22CX)
MA12-11, 8-16 MB (CALLS TEST22CX)
MA10-9, 8-16 MB (CALLS TEST22CX)
MA8-7, 8-16 MB (CALLS TEST22CX)
MA6-5, 8-16 MB (CALLS TEST22CX)
MA4-3, 8-16 MB (CALLS TEST22CX)
MA2-1, 8-16 MB (CALLS TEST22CX)
MAD-99, 8-16 MB (CALLS TEST22CX)
MA98-97, 8-16 MB (CALLS TEST22CX)
MA14-13, 16-24 MB (CALLS TEST22CX)
MA12-11, 16-24 MB (CALLS TEST22CX)
MA10-9, 16-24 MB (CALLS TEST22CX)
MA8-7, 16-24 MB (CALLS TEST22CX)
MA6-5, 16-24 MB (CALLS TEST22CX)
MA4-3, 16-24 MB (CALLS TEST22CX)
MA2-1, 16-24 MB (CALLS TEST22CX)
MAG—99, 16-24 MB (CALLS TEST22CX)
MA98-97, 16-24 MB (CALLS TEST22CX)
MA14-13, 24-32 MB (CALLS TEST22CX)
MA12-11, 24-32 MB (CALLS TEST22CX)
MA1@-9, 24-32 MB (CALLS TEST22CX)
MAB-7, 24-32 MB (CALLS TEST22CX)

MA6-5, 24-32 MB (CALLS TEST22CX)
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TEST2329 — TEST_TNUM

TEST232A — WALKING 1°'S MEMORY ADDRESS TEST, MA4-3, 24-32 MB (CALLS TEST22CX)
TEST232B — TEST_TNUM

TEST232C — WALKING 1°'S MEMORY ADDRESS TEST, MA2-1, 24-32 MB (CALLS TEST22CX)
TEST232D — TEST_TNUM

TEST232E — WALKING 1'S MEMORY ADDRESS TEST, MA@-99, 24-32 MB (CALLS TEST22CX)
TEST232F — TEST_TNUM

TEST2330 — WALKING 1'S MEMORY ADDRESS TEST, MA98-97, 24-32 MB (CALLS TEST22CX)
TEST2331 — TEST_TNUM

TEST2340 — WALKING 1°'S MEMORY ADDRESS TEST, MA14-13, 32-40 MB (CALLS TEST22CX)
TEST2341 — TEST_TNUM

TEST2342 — WALKING 1°S MEMORY ADDRESS TEST, MA12-11, 32-40 MB (CALLS TEST22CX)
TEST2343 — TEST_TNUM

TEST2344 — WALKING 1'S MEMORY ADDRESS TEST, MA10-9, 32-40 MB (CALLS TEST22CX)
TEST2345 — TEST_TNUM

TEST2346 — WALKING 1°'S MEMORY ADDRESS TEST, MA8-7, 32-40 MB (CALLS TEST22CX)
TEST2347 — TEST_TNUM

TEST2348 — WALKING 1'S MEMORY ADDRESS TEST, MA6-5, 32-4@ MB (CALLS TEST22CX)
TEST2349 — TEST_TNUM

TEST234A — WALKING 1°'S MEMORY ADDRESS TEST, MA4-3, 32-48 MB (CALLS TEST22CX)
TEST234B — TEST_TNUM :

TEST234C — WALKING 1°S MEMORY ADDRESS TEST, MA2-1, 32-4@ MB (CALLS TEST22CX)
TEST234D — TEST_TNUM

TEST234E — WALKING 1'S MEMORY ADDRESS TEST, MA@-99, 32-40 MB (CALLS TEST22CX)
TEST234F — TEST_TNUM

TEST2350 — WALKING 1°'S MEMORY ADDRESS TEST, MA98-97, 32-40 MB (CALLS TEST22CX)
TEST2351 — TEST_TNUM -

TEST2360 — WALKING 1'S MEMORY ADDRESS TEST, MA14-13, 40-48 MB (CALLS TEST22CX)
TEST2361 — TEST_TNUM

TEST2362 — WALKING 1'S MEMORY ADDRESS TEST, MA12-11, 40-48 MB (CALLS TEST22CX)
TEST2363 — TEST_TNUM

TEST2364 — WALKING 1'S MEMORY ADDRESS TEST, MA10-9, 4@-48 MB (CALLS TEST22CX)
TEST2365 — TEST_TNUM

TEST2366 — WALKING 1'S MEMORY ADDRESS TEST, MA8-7, 40-48 MB (CALLS TEST22CX)
TEST2367 — TEST_TNUM

TEST2368 — WALKING 1°'S MEMORY ADDRESS TEST, MA6-5, 40-48 MB (CALLS TEST22CX)
TEST2369 — TEST_TNUM

TEST236A — WALKING 1’S MEMORY ADDRESS TEST, MA4-3, 40-48 MB (CALLS TEST22CX)
TEST236B — TEST_TNUM

TEST236C — WALKING 1'S MEMORY ADDRESS TEST, MA2-1, 40-48 MB (CALLS TEST22CX)
TEST236D — TEST_TNUM

TEST236E — WALKING 1'S MEMORY ADDRESS TEST, MA@-99, 40-48 MB (CALLS TEST22CX)
TEST236F — TEST_TNUM

TEST2370 — WALKING 1°'S MEMORY ADDRESS TEST, MA98-97, 40-48 MB (CALLS TEST22CX)
TEST2371 — TEST_TNUM

TEST2380 — WALKING 1°S MEMORY ADDRESS TEST, MA14-13, 48-56 MB (CALLS TEST22CX)
TEST2381 — TEST_TNUM

TEST2382 — WALKING 1°S MEMORY ADDRESS TEST, MA12-11, 48-56 MB (CALLS TEST22CX)
TEST2383 — TEST_TNUM

TEST2384 — WALKING 1°S MEMORY ADDRESS TEST, MA10-9, 48-56 MB (CALLS TEST22CX)
TEST2385 — TEST_TNUM

TEST2386 — WALKING 1°'S MEMORY ADDRESS TEST, MA8-7, 48-56 MB (CALLS TEST22CX)
TEST2387 — TEST_TNUM

TEST2388 — WALKING 1°'S MEMORY ADDRESS TEST, MA6-5, 48-56 MB (CALLS TEST22CX)
TEST2389 — TEST_TNUM

TEST238A — WALKING 1°'S MEMORY ADDRESS TEST, MA4-3, 48-56 MB (CALLS TEST22CX)
TEST238B — TEST_TNUM '

TEST238C — WALKING 1°'S MEMORY ADDRESS TEST, MA2-1, 48-56 MB (CALLS TEST22CX)
TEST238D — TEST_TNUM

TEST238E — WALKING 1°'S MEMORY ADDRESS TEST, MA@-99, 48-56 MB (CALLS TEST22CX)
TEST238F — TEST_TNUM
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TEST2390 — WALKING 1°'S MEMORY ADDRESS TEST, MAS8-97, 48-56 MB (CALLS TEST22CX)
TEST2381 — TEST_TNUM

TEST23A@ — WALKING 1°S MEMORY ADDRESS TEST, MA14-13, 56-64 MB (CALLS TEST22CX)
TEST23A1 — TEST_TNUM

TEST23A2 — WALKING 1°S MEMORY ADDRESS TEST, MA12-11, 56-64 MB (CALLS TEST22CX)
TEST23A3 — TEST_TNUM

TEST23A4 — WALKING 1°'S MEMORY ADDRESS TEST, MA1@-9, 56-64 MB (CALLS TEST22CX)
TEST23A5 — TEST_TNUM .
TEST23A6 — WALKING 1'S MEMORY ADDRESS TEST, MA8-7, 56-64 MB (CALLS TEST22CX)
TEST23A7 — TEST_TNUM

TEST23A8 —~ WALKING 1°S MEMORY ADDRESS TEST, MA6-5, 56-64 MB (CALLS TEST22CX)
TEST23A9 — TEST_TNUM

TEST23AA — WALKING 1°S MEMORY ADDRESS TEST, MA4-3, 56-64 MB (CALLS TEST22CX)
TEST23AB — TEST_TNUM

TEST23AC — WALKING 1'S MEMORY ADDRESS TEST, MA2-1, 56-64 MB (CALLS TEST22CX)
TEST23AD — TEST_TNUM

TEST23AE — WALKING 1°'S MEMORY ADDRESS TEST, MA@-99, 56-64 MB (CALLS TEST22CX)
TEST23AF — TEST_TNUM

TEST23B@ — WALKING 1°'S MEMORY ADDRESS TEST, MA98-97, 56-64 MB (CALLS TEST22CX)
TEST23B1 — TEST_TNUM

TEST23C0 — WRITE ABORT ON MA PARITY ERROR TEST

TEST23C1 — BACK TO BACK 32 BIT WRITE TEST

TEST23C2 — BACK TO BACK 16 BIT WRITE TEST

TEST23C3 — RANDOM 16 BIT WRITE TEST

TEST23C4 — TEST_TNUM
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Note that the section on system initialization detatils the tests covered in each SYSV overlay.
Refer to this section for the index of tests for the remaining UDIAGS. The SYSVs are
organized as follows: Two overlays are dedicated primarily to the E unit and 2 overlays are
mainly IS unit tests. A fifth overlay tests the MC unit and memory. The sixth overlay tests
all the leftovers, including I/O. Each overlay is self contained, and executes the Kernel
routines before starting the tests. All tests are capable of running by themselves (no previous
tests need be run to set up conditions). Optimal Replaceable Units (ORUs) are defined to the
board level. A wvariety of tests are included to validate the operations of individual VLSI
chips.

The 6 SYSV overlays in the 4150 are an improvement over the 9755s 2 SYSV overlays.
Areas of the machine which have significantly better coverage include the E unit, the MC,
and overall error reporting.
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15. VLSI Requirements

15.1 Introduction

The following VLSI parts are used in the 4150:

1. Microsequencer

2. Cache Addresé

3. STLB Set Select

4. Cache Set Select

S. Execution ALU

6. Barrel Shifter

7. Writé Buffer Address |

8. Register File Address

The mnemonic for each part has a ”"P” prepended to distinguish it from its cousin on the
6350. Each is briefly described in turn in the sections below. For more detailed information,

refer to the individual part specifications.

15.2 Microsequencer

The microsé_quencer (PUSEQ) is used to control the sequencing of the control store (CS). The
PUSEQ’s BCY (Bus Control Address) outputs are used to address the CS RAMs.

The PUSEQ is partitioned into two identical slices. Each slice produces 7 of the 14 bits
necessary to address the CS. Each slice also produces decode net address bits. Both slices
reside on the CMI board.

The PUSEQ was designed by Ed Karaian.

15.3 Cache Address

The Cache Address Chip (PCADR) contains logic to maintain and source the I, branch cache,
cache, and S units’ internal memory address bus. This bus is used to produce the address for
all memory related accesses on the IS board. These include cache address, STLB address,-
branch cache address, and backup copies of the effective address (ERMA) and program counter
(PRMA) registers. The PCADR also supports Effective Address Formation.
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PCADR is partitioned into two identical slices. One slice produces the low order bytes of
both BVMAH and BVMAL, while the other slice produces the high order bytes of those same
busses. Both PCADR slices reside on the IS board.

The PCADR was designed by Tony Dorohov.

15.4 STLB Set Select

The Segment Translation Lookaside Buffer (STLB) contains previously translated physical
memory addresses. The 4150 uses a two set STLB. The STLB Set Select (PSSS) chip is
responsible for determining which set, if either, has a valid address translation for the current
memory reference. If neither set has such a valid translation a memory trap is raised, and
the processor’s microcode has to determine what to do about the memory access.

The PSSS is partitioned into two identical slices. Each. slice watches one set of the STLB for
valid translations and signals its findings on its outputs. The IS board on which the PSSS
chips sit is responsible for monitoring these outputs and taking the translation from the valid
set. Both slices reside on the IS board.

The PSSS was designed by Mark Mason.

15.5 Cache Set Select

The 4150 uses a two set data cache similar in principle to the two set STLB. The Cache Set
Select (PCSS) chip watches the cache to determine which set, if either, has valid data, and to
signal a cache miss if neither set is valid. The PCSS also drives BB with the required source

as specified by the microcode, aligning data properly on the fly.

The PCSS is partitioned into two identical slices. Each slice watches one set of the cache and
signals its findings on its outputs. The IS board on which the PCSS chips sit is responsible
for making the final hit/miss decision, and starting a cache miss routine on the MC if
necessary. Both slices reside on the IS board. "

15.6 PEALU

The 4150 E unit contains a 48-bit data path which can be extended to 56-bits for multiply
and divide operations. The E unit ALU (PEALU) chip provides the full function 2-input
ALU which performs the number crunching functions of the data path. Look ahead carry
logic and carry-save adder logic is also provided by these chips.

The 56-bit data path is made up of 7 identical PEALU slices, each 8-bits wide. All 7 slices
reside on the E board.

The PEALU was designed by Stu Rae.
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15.7 Barrel Shifter

The Bus D Internal (PBDI) chip provides full shifting (arithmetic, logical, and barrel), rotating,
normalizing of floating point numbers, floating point adjusting, and decimal packing and
unpacking, all over a full 48-bits. It also provides guard bit support for multiplication.

The PBDI is implemented in three identical slices. Each slice produces 16 outputs which are
driven to the rest of the machine. All three slices reside on the E board.

15.8 Write Buffer Address

The write buffer attempts to make better use of the memory bandwidth by saving 16-bit and
32-bit writes from the CPU and trying to concatenate them into 64-bit writes before actually
doing the write to memory. The ADdress BUFfer (PADBUF) chip provides the address and
valid bit memories necessary for such a buffer.

The PADBUF is implemented in two identical slices, each of which drives half of the
memory address bus. Status of the write buffer as a whole can be determined from either
slice. Both slices reside on the CMI board.

The PADBUF was designed by Steve Small.

15.9 Register File Address

The Register File Address (PRFADR) chip provides an 8-bit address to the E unit’s register
file. The addresses are determined from RCM bits, BPA bits, DTAR bits, BBH bits, base
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