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suggested earlier, mention should be 
made of a method for "normalizing" 
word counts by using the ratio of their 
relative frequency in the document to 
their relative frequency in the file. This 
notion would attempt to characterize a 
document by determining how it differs 
from the remainder of the file. Thus, 
words which were equally common (or 
rare) in the file and in the document 
would be ignored. Words which occurred 
more in one document than would be ex­
pected (as predicted by the file sta­
tistics) would be selected as significant. 

Correlation 

Correlation techniques are pertinent to 
text processing in three ways: 

The retrieval of data which is only 
implicitly stored in the file. 

The amplification of requests for data. 

The characterization of the file lls a 
whole. 

In each of these we are getting farther 
away from the text itself and working, 
in most cases, with document descriptor 
lists. 

Basically, we are interested in deter­
mining numeric values for word (or de­
scriptor) relationships. For example, 
starting with a group of selected words 
and their occurrences in file documents 
we can generate a word-document mat­
rix, with each cell containing Nii> the 
number of occurrences of word i in docu­
ment j. Using conventional correlation 
techniques we can develop correlation 
coefficients for each word-pair. Similarly 
we could obtain a measure of correlation 
between two index terms using the num­
ber of documents indexed by both terms, 
and the number of documents indexed 
by each term (without regard for the 
other) . Other parameters have been used 
as well. 

The value of correlating terms can be 
seen if reference is again made to the 
semantic problem and context. That is, 
we can legitimately ask questions about 
the relationships of terms within the con­
text of the file or group of data we are 
working with (and not the entire uni­
verse of concepts). For example, the ef­
fectiveness of a document-retrieval sys­
tem can be enhanced considerably if in 
addition to retrieving documents, the 
system retrieves information about the 
file to help the requestor formulate his 
query. Specifically, the original terms in 
a request can be correlated with all other 
terms used in the file to determine which 
new ones (the requestor neglected to 
use) ought to be appended to the re­
quest. These new terms might be 
checked against the file for additional 
correlations. 

Secondly, correlation techniques are 

important in measuring the dynamic ele­
ments of the data to be processed. New 
trends and aspects of a particular sub­
ject area can be detected. One method of 
extending correlation techniques in the 
area of file characterization is discussed 
below. 

Factor Analysis 

It is often quite difficult to analyze a 
matrix of correlation coefficients because 
of the complex relationships which one 
must examine in order to determine, say, 
the overlap of two pairs of elements. The 
problem of interpreting correlation mat­
rices has been tackled by psychologists 
who have developed a technique called 
"factor analysis" to assist in the task of 
finding common elements in the vari­
ables of a testing situation. The tech­
nique has been carried over to the docu­
ment-retrieval field. In this application, 
factor analysis has been used to extract 
"factors" from a descriptor correlation 
matrix. A factor consists of a list of re­
lated descriptors each with a numeric 
weight (or loading) , which are extracted 
by a matrix reduction process. 

The various factors extracted from the 
matrix (lists of terms) can be inter­
preted and assigned names. They should 
(and do) show the gross classes of data 
in a document file and relationships of 
the terms used in document descriptions. 
Dynamic document classification might 
be possible using this technique. 

SUMMARY 

It is hoped that techniques borrowed 
from psychology, graph theory, linguis­
tics and so on will develop into useable 
tools in text analysis. Some progress has 
been made already. Because of the tre­
mendous increase in technical and ad­
mm1strative documentation and the 
anticipated availability of reading ma­
chines more progress must be made. 

There are two basic reasons why re­
search in automatic text processing has 
produced disappointing results thus far: 

1) The potential customer wants to 
see operational results in a rela­
tively short time. This has directed 
the researcher's attention to ad hoc 
and obvious techniques which 
seem to promise some payoff 
quickly. 

2) The researcher himself is either 
impatient to see useable results, 
or the other extreme, is pursuing 
relevant tasks but at a leisurely 
academic pace, far removed from 
the realities of the problem at 
hand. 

As a result of these two factors, we have 
seen a number of simple techniques 
worked and reworked by different people 
at considerable cost with little success. 

It seems that an approach closer to that 
which we might call "goal-oriented lin­
guistic-theoretic" is needed. This re­
quires considerable discipline and 
patience from both the investigator and 
his sponsor, but could be more success­
ful in the long run. 

One could point to numerous examples 
of research in text processing supported 
on this basis. Three projects being car­
ried on at the DEP Data Systems Center 
might be mentioned: 

1) Fact Correlation Study, performed 
for the Rome Air Development 
Center, which supplied to the Air 
Force an applied research plan in 
text processing. 

2) Advanced Recognition Techniques 
Study, performed for the U. S. 
Army Electronics Materiel Agen­
cy, which is concerned with the use 
of contextual clues in improving 
the performance of character read­
ers. 

3) Fact Correlation, Phase Ila, for 
Rome Air Development Center, 
which is concerned with a bench­
mark program in concept correla­
tion; specifically, the problem of 
automatic reassembly of para­
graphs into the documents from 
which they were extracted. 
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