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CHAPTER 1
INTRODUCTION

Most present day plcture processing programs are
unsultable for the analysis of naturally ocourling Yisual
scenes: When presented with obJects such as trees, cars,
and people, these programs would become hopelessiy confused,
What |s more, after looking at the struoture of these
programs, |t becomes obvious that there are no simple
generalizations of these techniques which wll| succeed,
This thesls déscribes an attempt to develop a computer
program which performs a complex picture processing task,
The task |s to choose, from a colleotion of plctures of
people, those plctures that depict the same person,

In brief, the program works by finding the |ocatlon of
features such as eyes, nose, of shoulders In the plctures,
Individuals are classifled by measurements between such
features, The Interesting and difficult part of the work
reported In this thesis Is the detection of these features
in dlgltal plctures,

The methods of the program as wel|l as the goals of the
research are summarized In the next chapter. In general,
the primary purpose of this research has been directed
toward the devejopment of new techniques for plcture
processing, The ldentifloation of people Is only an

Tnteresting problem that can be used for this purpose, 1t
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is an Interesting problem because plctures of people are so
complex, and there |s great varlation between plctures,
This Is In sharp contrast to the simp|e geometrical sollds
used so often In research In plcture processing,

No one has previously dealt successfully wlth complex
oblects such as people In computer plcture processing, The
success of the proagram |s due to and 1I||ustrates the
heurlstic use of context and structure, A new, Widely
useful, technique called planning has been applied to
plcture processing, Planning |s a term which |s drawn from
artificlal Intelligence research In problem solving,
| The bulk of the work of this thesis has been devoted to
methods of finding low leve| features such as eves or
shoulders In digltal plctures, Many of the methods
developed by previous researchers have been applled to
different parts of the problem, The large number of methods
that are used can be Indlcated by summarlzing the technlques
used In recognizing each part of the plcture. Each method
s discussed more ful|y In the remainder of the thesis, The
position of the body 1Iis |located by subtraction of the
background, The top of the head and the feet are Identiflied
by template matching, The edges of the head, neck,

shoulders, and hips are found by edge detection operators,

The out|ine of the head |Is obtained using planning to guide

goa| dlrected search after using edge detectors, The ayes

are found by dynamlc thresho|d setting fo|lowed by smoothing
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and template matchlng} The nose Is Jocated by dynamle

thresho|d setting, The mouth Is found with a |Ine detectlon

operator, All of these methods are app|led heurlstlcally
in a goal dlrected manner which |Is based on an Imp|lclt
model| of the structure of the human body,

. A large part of the success of this research Is due to
the avajilabllity of powerful Interactive computer facilities
for eXperlmentétion with the picture processing algorithms,
Most often In devising algorithms for ldentifying particular
features, It was found that Intultion was faulty. The
experimental procedure used to develop the flnal methods
went somewhat as fol|lows, For a partlicular feature a method
for Identiflcation would be postulated, This method would
be programmed and tried, Usually the method would fali,
Using the display terminals available on the time~sharing
system It was possible to watch the progress of the
algorithm while It was running, Parameters could be varied
interactively, This led to Insight as to why the method
failed and would suggest new methods or modifications, Thls
"postulate-try~fail" loop usually had to be repeated many
times before a satlsfactory method was found, Once the
method was found, "fine~tuning" was made feasible by the

interactive facilities,



Digitized by GQ.OSIQ



HISTORY,

My first Interest In this problem began In a class
proJect In the winter of 1967, A small amount of effort was
devoted to this problem wuntll the spring  of 968 when
serlous work began, The past two years have been devoted to
this thesls research and to a study of basic plcture
processing procedures,

At first one of the goals was to recognize peopie
on-1ine as they were standing In front of the TV camera,
Eventually It turned out that the characteristios of the TV
Inpyt system ayallable prevented this, The chlef problem Is
the Inability of the system to provide detal| over a wide
range of |lght Intenslty values, If the entire video signal
is dlaltized, very Ilttle detall Is present, In order to
get facia] detalls, the video signa| must be c|ipped top and
bottom and the resulting narrow window digltized, Thls
leads, however, to the necessity of adjusting external
lighting, TV sensitivity, and clip leveis for each person.
This Is time oonsuming and so error~prone as to be
Iimpratical, It demands too much of the patlience of a
volunteer subject, The work of J, M, Tenenbaum (1970913,
on automatic accommodation of visual parameters, promlses
Improvement In this area,

AsS a oonsequence of the |Imitations on the auallity of
TV input, the followlng scheme was adopted for obtalning

acoeptable pictures, A number of pletures of people wouid
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be taken In a plcture taking session, Later these pictures
would be examined visually by printing them on a
Ilne=printer using an approximate grey=scale (about 5
minutes per ploture) or displaying them on a storage tube
(about 20 minutes per ploture), Those plctures which
contained sufflclent detall would be retained for
processing, Mlinor faults did not cause a plcture to be
excluded) this was not a selection to fit the pecullarities

of the recognitlcn program,

ORGANIZATION,

This thesls is structured to discuss first the problem,
next the sojutlons, and then the resujts, The next chapter
will outliine the goals of this research and relevant past
work., Chapters 3 to 5 dlsocuss the sojutions In broad terms
and In compalrison with alternative approaches, Chapter 3
surveys plcture analysis and description, Chapter 4
discusses goal=directed plcture processing and the use of
models, Chapter 5 oovers the new technligque, planning,
Chapters 6, 7, and 8 examine the recognlition algorithms Tn
detall, Chapter 9 outiines the use of the nearest nelghbor
classiflcation ajgor]thm, The final chapter summarlzes

results and offers suggestions for further work,
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CHAPTER 2
THE PROBLEM = RECOGNITION OF PEOPLE

This chapter wlil| describe the overall goals and
methods of the research described In this thesls, "The
method used for recoanition wiil be outiined brlefly to

provide an overview of the structure of the program, In
additlion, past work on the recognition of peopie by oomputer

will be summmar|zed,

GOALS,

There |s great potential for enhancing the usefuiness
of computers by the addition of visua| Input capabilitles,
The primary goal| of the research reported here has been the
development and Improvement of technlques for computer
ploture processing,

The term "plcture processing" |s used In this thesis to
mean the processing of a plcture obtajned from the outsldo'
world, It Includes areas often called "pictorial pattern
recognition” and "picture analysis and description", It
excludes generation of nplctures by computer, so-called
"camputer graphles", This corresponds to Rosenfeld’s usage
“of "ploture nprocessing™ ([1969al, (Mjliler and Shaw [1968]
ascribe a wider meaning to the term,)

An effort has been made to apply heuristic methods,

drawn from artificial Intejllgence research in problem
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solving, to computer plcture processing, "A heuristic Is a
rule of thumb, strategy, trick, simplification, or any other
kind of device which drastlcally Ilmits search for solutlons
in large problem spaces" (Felgenbaum and Feldman [19633], p.,
6), The term artificlal Intejligence has been used With a
wide varlety of meanings by speclalists In various flelds,
In thls thesls artificlal Intelllgence research s
consldered to be complex problem solving by computer (of
problems which may require Intelllgence for thelr solution)
using heurlstic technliques, Examples of such research
include the General Problem Solver of Newel|» Shaws and
Simon [1959); programs that play checkers and chess (Samuel
£19671, Greenblatt et al, [19671); and the Dendral program
of Lederberg and Felgenbaum [1968] for Inference In organlc
chemistry,

Effect|ive computer plcture processing wli| oprobably
come about via the Incorporation of heuristic methods, The
problems to be sojved are large, complex, and not well
understood, Adaptation to plcture processing of generaliy
effective heurlstics used by artificlal intel|lgence workers
appears to be the best way to attack these problems,
Surprisingly, In the past there has been relatively Ilttie
Interactlon between these two research areas.

"Advancement of computer plcture processing can ocome
from work on a speciflic problem, Past experience Is meager

and generally usefu| concepts are few, The primitive state
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of knowledge makes It appropriate to attempt a particular
problem with hopes of generalizing the results, This s
what has been done In the work reported here.

The problem which has been chosen |s the followlng:
devejop a program which wi|| Identl|fy peopie from pictures

taken by a TV camera attached to a computer,

OUTLINE OF THE METHOD,

The general scheme of operation of the program can be
summarlzed as fol|ows, Two plotures of the Individual to be
recognlzed are read [nto the computer, One Is a plcture of
the entire body, head to feet, The other Is a close~up of
the head, The program processes the plotures to locate
feature polints such as the Irises of the eyes, nostriis, the
top of the head, Once these pojnts are found, measurements
are derived from them such as helight, distance between eyes,
width of head, etc, These measurements are then used In a
pattern classification algorithm to extract the |dentity of
the person from a dictionary contalning known |[ndividuals:
and thelr measurements,

The method outilned above appears quite strajght-
forward: Jocate features, obtain measurements, classify
pattern, Obviously: obtalning measurements once feature
points are located is a trivial operation, The final stage
of the method, pattern olassifioation, has been well

studled, Glven a good set of features, there are standard
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classiflcation algorlthms which may be used, However, the
flrst step, locating the features In a diglital pictures, Is a
process about which very |lttle |s known,

This then Is the malin effort of this thesls research:
accurately locating desired specific points on pictures of

peoples Such low level plcture processing, called varlousijy

feature extractlon, pre-processing, or characterlzatlion of

the plcture, Is generally recognized as the most difficult
part and the princlpal problem in pattern recognition, (See,
for example, Ho and Agrawala [1968]), p, 2182,) It Ts
worthwhile emphaslzlng, In view of the fact that so much
previous work In pattern recognition has been concerned with
mathematical technlaques for classification, that
in this work classification has recelved only mlnor
attention,

Measurements from the face and body should provide a
good means of ldentifylng people. The reason for thls
expectation Is that physlical measurements were the basls of
the Bertl|lon system for Identification of peoples which had
wide use In pollce work prlor to the discovery of the
usefulness of fingerprints (Thorwald [19651), Thls
expectatlion Is confirmed by the results obtalned by Bledsoe
which are descrlbed later In this chapter,

The measurements whlch have been selected for use In
this thesls are glven In Flgures 2=1 and 2~2, Each

measurement |s normalized by dlividing It by the measured
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A

Floure 2-1, Measurements from the body,

Heignht,

Width of head,
Wldth of neck,
Wldth of shoulders,
Wldth of hilps,

MsUunN e
- ® w® ® ©

10
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Flgure 2=2,

M HWN -

® ®© ®© » o

Width of
Dilstance
Dlstance
Dlstance
Dlstance

Measurements from the head,

the head,

between eyes,

from top Of head to eyes,
from eyes to nose,

from eyes to mouth,
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helght,

PREVIOUS WORK,

A number of papers have appeared In which 'plctures of
faces have been partlally processed by computer and the
results displayed, Examples are the papers by Narasimhan
and Forango [|964] and Hueckel [19691, Both of these papers
present computer produced |lne drawings of faces which were
derived from grey scale Input plotures., Such operations are
fine for presenting faces to the human eye but represent
only a very smal| step toward computer desoription and
recognltlion,

The princlpal prlor work on recognition of people by
computer has been done by W,W, Bledsoe.. This work was begun
at Panoramlc Research, Ino., and continued with P,E, Hart at
Stanford Research Inst|tute, (See Bjledsoe [1964] and
€19661),

There are differences and simllarities between the work
of Bledsoe and the work reported here, The chlef differenge
Is that Bledsoe created a man-machlne system In which a
human operator, working with a face projJected on a Grafacon
or "Rand tablet", located the feature points on the face and
manually pointed out thelr position for <the gcomputer to
record, In contrast, my work consists oprimarily of an
attempt to automate thls feature locatlon step, Bledsoe was

concerned wlth regognitien of photographs of faces} I

12
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consider both body and face, Bledsoe permitted a wide
variation In head rotation, tilt, |ean, photograph aua|lty,
and |lght ocontrasts ! reaulre much more standardization of
pose and can obtain Tt since I centro| the plcture taking
environment, In splte of these differences, the work
reported here fojlows the basic .ldea for Vvisual
Tdentifioation of people first lald cut by Bledsoe: find
the measurements and use them for Identiflcation, Another
"way of summarizing this Ist automate the Identification
technlaues of Bertl|lion,

Bledsoe’s results verifled that faclal measurements
made on photographs could be used effectively for faclal
recognlition, In his work, measurements were obtained from
2008 photographs, 2 photographs for each persen In the
sample, Given a set of measurements for an unknown person,
the classification system attempted to supply a name or a
small |lst of names which incjuded the unknown Individuai.
Using wvarlous classification methods Bledsoe found that an
average reduotion In uncertalnty of about 1/188 ocould be
obtained,

Bledsoe’s group was also concerned to a |imited extent
with finding features automatically (Bisson (1965a),
£1965bJ), The results of this were Inconclusive; many
problems were encountered trylng to determine the |ocation
of feature polints, Bledsoe’s success with facial

classifloation using measurements whlile leaving open the

13






problem of automatic feature |ocatlon has been a stimujus
for the work reported In thls thesls,

Saka|, Nagao, and FuJibayashl (1969] have reported
their work on finding faces In photographs, Their goal] Is
to detect If a face or faces are present in a plcture, . They
first produce a picture which contalns the edges of the
inout plcture, A large oval template corresponding to the
head outline |s then matched with the edge plcture, Ajl
teasonable positions and slzes of the template are trled,
In those positions where the oval template recelves a high
response, the heid hypothes|s Is checked by further template
matching that expects many edges In the eyes, nose, and
mouth and few edges on the forehead, This method appears
to be time consuming, and the result s only an approximate
location for the head In the plcture,

Three Russlans, E|’bur C(1967), VYurans (19671, and
Rastrlgan (19671, have opresented methods for ldentifying
taces from photographs, The methods assume that a
representation of a face as a set of points |s avallable,
The papers are most|y on projective geometry’ there is very
little mention of appllication, Hart £}969J has prepared a

summary of the content of these papers,

14
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CHAPTER 3
PICTURE ANALYSIS AND DESCRIPTION BY COMPUTER

This c¢hapter wll| discuss past work |n automatlo

pleture anajysls and description, Applloations wil| be

summarized brlief|y, Useful technliaues which have peen
developed wi|| then be described In some detal|,
APPLICATIONS,

Applications of computer plcture processing oan be
summarized as an area of much past work with |lttie sc|Td
success, Many experIments have been performed which have
used computers to process and |dent|fy visua| images., [n
only one area has thls work passed from the experimenta| to
the 'praotloall This area Is optical character recognition
(OCR), The methods used for OCR wl|| be discussed,
Following this some of the other appllcation areas wi|l be
surveyed,

Character readlng machines are a practlcal success,
To quote a long time |eader In the devejopment of the fie|d,
"It Is now possible to read with any desired acouracy any
reasonably good printing whether done by typewrlter,
highespeed printer, or typesetter" (Rablnow [(19683, p,.24),
In many ways, the problems encountered In reading characters
are dlfferent from and simpler than the problems found In

more general ploture processing,. Neverthel|ess, because of:
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the great success which has been achleved by OCR, It Is
approprlate to examine the methods which have been used to
achleve thls success so that thelr potential for other types
of plcture processing may be considered,

One method whlch has been used for. successful OCR Ts
speclal Input, designed for recognition, The many character
sets Intended for machine reading are examples of this.,
Rabinow reports bul|ding a high resolution machine to read
alohanumeric characters specliflically designed for machine
reading, "It read wlthout error, that 1Is, |t has read
several blllion characters without a single error and the
relect rate Is something of the order of one character in 2
milllon"  ([19681, p,7), Control of the I|nput with
regognition In mind must be conslidered In any general
plcture processing task,

Speclal character sets are not the onl|y characters
which can be read by reading machines, In general however
it Is the fact that printed characters are black agalnst a
contrasting background, with more or less sharp edges, that
permits the use of stralghtforward recoagnition methods with
success, A good dlscusslon of the recognition methods used,
the subJect of the next severa| paragraphs, may be found In

Character Recognition 1967 (Britlsh Computer Soclety

(19671),
Character readers generajly recognjze characters by

template matching, The character "A" for Instance Ts

16



Digitized by GOOSIQ



compared wWlth ldea|lzed specimens of "A", "B", ,,, , "2" to
determine the best match, The matching Is not however a
stralghtforward cross-correlation, which lgnores the fact
that many characters have common areas and that some areas
are nearl|ly unlaue, Rather, a welghted mask |s correlated
with the unknown character, In particular, the unknowﬁ
character |s usua|ly represented as grey values on a
rectangular matrix A;S} For each character, C , to be
recoonized there Js a welght matrix wij. The score for
character C Is then S° =,§£w§ Aj (lgnoring character
positioning), The welghts for particular characters are
most often obtalned heurlistically and Intultively, This
sort of welghted template matching can be useful In plcture
processing when the obJect to be found can be rellably
characterized as to shape and relative grey va|ues.

Another recognition method used |n OCR {is stroke
analysls, In this method a character Is classified by a
group of characteristic oproperties and features, For
Instance a "T" mjght be required to oconsist of a |ong
vertical stroke with a horlzontal| stroke at the top, The
individual strokes may be found using we|ghted templates as
before. Thls method Is current|y used on highly sty|lzed
characters, However, It 1Is an example of the sort of
two-stage method that Is necessary when the Input has wWide
variabl|ity.

In contrast to the success of optical character
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recognition, app|loations In other areas are on|y partialijy
successful or are experimental,

Recognition of blocks and simp|e geometrical sollds has
been the goal of much Interesting recent research, The
first work of thls nature was done by Roberts In his  work
"Machlne percepticn of three~dimensional so|lids" C19631,
This was a computer program which processed and recodnlzad
plotures of blocks and wedges, From a photograph, a |ine
drawing of the scene was extracted, The I|Ilne drawing was
processed and a |ist of the three=dimensional obJects In the
scene was produced, Once the obJect |ist was obtalned,
various two~dimensional proJections of the obJects could be
dispalyed, Thls work was ’oartloularly noteworthy In téb
respects, Flrst, solutions were devejoped for the diffjoult
oroblems encountered In golng from the reo;esentatlon of a
ploture as a matrix of |lght I[ntensities to the
representation of a ploture as a |lne drawing, Roberts’:
edge detection operator wi|| be discussed In detal| later Tn
this chapter, Secondly, Roberts Introduced the use of a
four-dimensional, homogeneous coordinate system to handle
perspective transformations,

The Stanford University Artificlial Intelilgence Project
s attempting to devejop visual and motor capabllities for
computers, Bullding on the work of Roberts, several
programs have been written whlch can recognize blocks on a

tabletop, Work 1s ourrent|y in progress directed toward

18



Digitized by GOOSIQ



recognlzing more complilicated geometrjcal sollds, processing
pletures of roads for a computer ocontrolled car,
accommodation of vislon system parameters for enhanced
visual perception, using texture to distingulsh areas of
Interest In plctures, and devejoplng models and data
structures for the representation of scenes,. (See McCarthy
et aly, (19681, Feldman et al, [1969], Falk [1969], and Paul
et al, (1969))

At Stanford Research Institute a oomput;r contro||ed
robot Is belng deve|oped (Raphae| C19681, Nijsson [19693),
Vision programs are belng supplled which can cope with the
roboct's environment, a room with |arge blocks, wedges, and
platforms,

Guzman [19683, working at the M,I.T. Artificlal
Intelllgence ProJect, has developed a program which
decomposes a |lst of |Tnes Into a |Ist of obJects, Guzman's
orogram can handle scenes of far greater complexity than the
programs mentloned above, However, the Input to thls
program Is a symbolTo and error=free |ist of the edges In
the scene,

From the preceding paragraphs It may be seen that there
Ts‘much work dlrected toward computer recognition of blocks
and sollds, In examining thls works, however, the fact
stands out that even for simple scenes the computer
orocessing of visua| images Is dlffloult and not clearly

understood,
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Other applicatlon areas where computer plcture
b;bcosslno technliques have been used wlth some success
Tnolude the followlng of particle tracks In bubble, cloud,
and spark chgmber photographs; the processing of
photomlcrographs, particularly those of chromosomes; the
processing of aerja| photographs to obta|ln Information on
‘cloud types and terrailn; and the visual prooessing of

fingerorints,

EDGE DETECTION,

In plcture processing one of the most Important

problems |s edge detection,
Much work on edge detegtlon In digltal plctures has
been reported, An "edge" |s the boundary between two
obJects or between an obJeoct and the background, It Is
contrasted with "|Ine™ whioch denotes a thin stroke agalnst a
uniform background, (The 1|ines |In Figure 3-2 represents
edges In Flgyre 3-1,)

Finding the edges in a plcture |8 ([mportant, If the
picture Is to be analyzed and described by a computer, Much
of the Important information In a plcture |s contained In
the edges, This may be seen In Flgure 7~4 which shows the
edges present In Flgure 7=3, It Is evident that most of the
Tnformation of Filgure 7=3 |s retalned,

Edge detectlon has recelved considerable attention as a

part of computer plcture processing, Roberts [1963), In
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Figure 3-1. Grey scale picture of blocks.

Figure 3-2. Edges from Figure 3-1.
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his ploneering work in machine perception, detected edges In
the plcture as the flrst step of processing, Naraslimhan and
Fornango [1964] emphasized the |Importance of edges In
experiments with plctures of human faces, Guzman [1968], Tn
his work on the analysis and descriptlon of scenes, assumed
that all edges In the plcture had been. found accurately,
Other research which Illustrates the Importance of edges In
plctures Includes the Stanford Unjversity Artificlal
Intelllgence Project (Feldman et al, [19693), the S,R,I,
Robot project (Forsen C1968)), and Rosenfeld et aj, [1969b]

Edge detection in plctures may be consldered a high
pass flltering operation, If the hlgh spatlal frequencies
in a plcture are emphasized,» and the |ow spatial frequencies
are suppressed, the result approximates a |ine drawing of
the scene, This technique has been used to enhance contrast
in lunar photographs (Billlngsley C19671),

Edges In diglital plctures are wusually detected,
however, by the use of |ocal operators, Such operators
examine and compare Intensity values within a small region
of the plcture, Most often this operator is some variant of
the gradlent, the der{vative In the direction of the maximum
change of Intensity, Flgure 7-4 |s an example of the
results of the application of a gradient operator to the
plcture of Flgure 7=-3, Mathematically the gradlent of a
functlon f(x,y) of two varlables |s the vector given by

Grad(xs = T + 0T
ox oy
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where | and J are unlt vectors along the x and y axes, Many

different approximations to the gradient have been used,

Some of these are discussed below,

ZL,S z(*‘)l ZL*J‘S A B Cc
2l Bt Blany ot 0 E F
z"-)ld. Zld.s.)_zlol,jfl G H 1

Flgure 3-3, Notatlon for points used

In describing gradlent approximations,.

Roberts £1963] used the following dliscrete
approximation to the gradient, Let Z be the picture matrlx
and denote the Intenslty value at elements Z; ¢, Z;, . e
+ Zia,ja With the jetters A, B, veo + 1 as In Flgure 3=3,
Then the magnitude of the gradlent at point Z{,; Is given by

IS1 = J(E = A + (B = D),

Robert’s gradlent operator Is quite sensitive to nolse,
To reduce this problem Sobe| and Fe|dman developed a
gradient operator which Is described by Pingle [19693,
Thelr approach was to conslder the nine polnts in a 3x3
square, The dtfference between the Intensity at each outer
point and the center is welighted by an appropriate vector,

Using the notatlon of Figure 3~3, the gradlent at polint
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‘el .ty IS glven by
¢ \J:-:
G = (A-E»(-1,1) + (B-E)(@,2] + (C-E)(1,1]
+ (D~E)C-2,0] + (F-E)C[2,0]
+ (G~E)(~-1,-1] + (H=E)[O,=-2] + (I-E)C1,=~-11],
This can pe reduged to

T = UC1,0] + VEB.13

where
of C+2F +] = A= 2D =G
— U=
ax 8

and
af _ A+ 2B +C « (G =2H - 1,
dy 8

It |s Interesting to note that the Jack of sens|tivity to
noise of this operator is due to the fact that It Is
equivalent to smoothing and then differencing, Let the
plcture be smoothed by replacing the intensity at each point
with the average intensity In a 2x2 square containing the

point, e.g:

A* = (A +B+D+E)/ 4
Bf = (B +C+E+F)/ 4
D! = (D +E + G + H) / 4
E? = (E+F +H+ 1)/ 4 etc,

Now let %f be approximated simply by
X

af , B! + E/ = At =D,
-Q’,U =

ax 2

If the deflinitions of the primed variaples are supstlituted
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In thls formula, the result
af , C+2F + 1 = A =20 =G
— x U =

X 8

is exactly the same as Sobel| and Feldman’s approx|matjon,

Sakal et al, [1969] also use the nine points of a 3x3
square for thelr approximation to the gradlent, Referring
agaln to Flgure 3-3, the magnitude of the gradient at point
Zlnjn I8 glven by
. IE] = E = min(AsB,CyD,E,F,G,H,I)y,

Rosenfeld and his assoclates (Rosenfeld et al|, [1969b1,
Abbamonte et al.'£197ﬁ3) notliced that an edge detector which
conslders only a few points Is sensitive to nolse, on the
other hand, If an edoe detector considers many polnts over a
wider area, |t wl|l smooth out noise but |t detects major
edges In a wlde range of positlons around the actual
position, They suggest that the product of the output of
several small and large operators will combine the
advantages of both,

The output of the product operator will only be high Tf
all of the constituent operators have high output, Thus at
an edge there wl||l be a sharp peak along wWith noise
suppression, To Implement this Idea, théy suggest the use
of the following approximation to the gradlent, "Let H,
denote the absolute difference between averages taken over
two vertlcally adjacent. non=over |apping K-by=k squares on

opposite sides of a glven polnt" (1978, p, 17], Then at
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that point

of T—T
_ H k- = 1,2,4,8,16
dt& k:- (s
and
2 d  f
Gl &~ max(s; ,%7').
Huecke|l [1969]) has devel|oped an elaborate edge
detection operator which considers all points In small

circles of the picture, These clrcles contaln from 32 to
177 plcture points, WIthin these clircles a set of functlons
F(x,y) representing ldeal edges are defined, The
intensitles found 1In an actual| clrcle represent a function
E(x,¥)y, Flinding the edge In a clrcle then becomes the
6rbb|9m of finding the particular function F(x,y) which
minimizes the distance

L = Etx,y) = F(x,yy 1%,
The size of L Is a measure of how edge=|lke the edge [s, By
constraining the problem sultably, Huecke|l has found a
stralght=forward algorithm for implementing this
minimization, Hueckelss operator glves good results on
circles which contain one edge or at most two edges, HIls
algorlithm |s» of course, much slower than the operators
mentloned earller that use fewer points,.

In additlon to the gradlent, It has been suggested that
higher derivatives (Wllllams [1965]) or the Laplacian
(Rosenfeld [1969al, Bel| [19681) should be used for finding
edges, These methods seem unsatisfactory because of thelr

tendency to ampllify nolse,
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Edge followers are used to comblne the edge |nformation
prodyced by a local operator into a |ine that represents the
edge. An edge fo|lower |s an ajgorithm that searches for
and follows an edge, It uses the direction and curvature of
edges to connect adjacent short segments, Edge followlng Ts
discussed by Rosenfeld C[1969as, p. 1361, Desorlptions of
working edge followers are glven by Pingle ti9663. by Pingle
et al, [1968), and by Greenblatt et a|, [1966]

Besldes edge detection one of the most common
technlaqueg encounteped In plcture processing s template
matching, This method was mentioned brief|ly In the
discussion of optical character recognitfon, In OCR thls
technique has "been very useful, However, In more general
ploture processing problems the teechniaue usually loses |ts
effectiveness, The reason for this |s that, except for
very simple obJects in constralned situations, |t becomes
almost Impossible to develop an ldeal|zed prototype,

Another plcture processing technlque that is generajiy
useful |Is smoothing, Smoothing Is the modification of the
grey leve| at a polnt In such a way as to make Its vajue
more similar to the values of Its nelghbors, Typlcally thls

" 1s an averaging operation, The greatest value of smoothing
~ 1s that It reduces the noise that is present In almost al|
i plotorial Input, It 1Is also helpful In reducling mlnor

surface varlations caused by texture and'shadow.
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CHAPTER 4
GOAL~DIRECTED PICTURE PROCESSING

TOp=-DOWN ANALYSIS,

The program desoribed |In this thesls uses top~-down
plcture analysis, It Is bejleved that the expllcit use of
this approach Is one of the maljor reasons for the success of
this program,

The use of the terms "top~down" and "bottom=up" to
describe plecture analysis methods was originated by Shaw
L1968, The names are derived from a |oose analogy whigh
can be drawn to methods wlth similar names which are used
for syntax~directed analysis of programming languages, Such
analysls or "parsing”" |Is based on the structure of the
urbdrammlng language, The structure of the program Is
expressed by a set of "productlions" or rewrlting rules, The
orincipal methods used are dlscussed in a paper by Feldman
and Grles (19681, A bottom~up parse of a program starts
with the characters and symbols of the program and attempts
to comblne them together using the productions In reverse
order untl| the whole assemblage represents a correct
orogram, In contrast, a top=down parse works In the
opposite direction, Starting from the highest |eve| goal (a
program) a search |s made among the a|ternative constituents
of each level of production unti| eventually a serles s

found whlch Includes the characters of the Input,
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In discussing analysis of plctures, "topedown" and
"bottom=up" are not used to desorlbe forma| mechanisms such
as are used In programming language transliators, Rather,
bottom=up analysis wlil be used to describe schemes which
filrst proceass the plicture exhaustively at |ow levels,
Top=-down analysis wli| refer to goa| oriented processing
which searches for the constituent parts of the obJects
searched for |n the program,

Bottom=up analysls has been used widely [n plecture
analysis, It conslists of a series of more or |ess
independent processing steps whioh are appllied sequentialjy
In an attempt to transform an |nput plcture [nto a
description of the ploture, Each stage of processing
reduces the amount of Information that will be passed on to
the following stage, The ldea Is to flrst concentrate on
the lowest |eve| of detall and then to consider hlgher
levels one at a time unti| finally the entire plcture has
been analyzed and dascribed,

The schematic diagram given In figure 4~1 Is an example
of the typlcal organization of a bottom=up processor, The
first stage Is called reglon analysis, This wusually
consists of |ow |evel operations such as detecting edges or
homogeneous areas, The output of this first stage would be
a Iist of all of the edges or all of the reglons, The
second stage Is called reglon description, This part of the

program ocolleets subsets of Its input Into recognlizabie
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Figure L-=1. Logical flow of a bottom-up
picture analyzer.
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small pleces of the ploture, For Instance, the output of
this stage mlight be a |ist of rectangies or ellipses or
blobs of a certaln shape along with thelr coordinates, The
third stage 1s called scene analysis, In this stage
relationships between reglons are conslidered. Examples of
such relatlonships are "next to", "above", "close to", or
"within®, Thus the output of thls stage contains the
relationships between the reglons In the plcture, The [ast:
staga |s called scene description, Here the flnal
description |s obtalned, For Instance, a square adjacent to
two parallejograms may represent a cube, or an oval which
contalns two oclrcles, two dots, and a |ine may represent a
face.,

Most pleture processing programs are organized along
the Iines of the bottom=up mode| described above (see
Feldman et al, [1969)), ‘However. for complex pletures the
bottom=up method fails, The reason for this fallure Is that
in cluttered pictures the program muét know what It Ts
looking for In order to find It., The bottom~up strategy
would work If plotures were perfect and nolseless, However,
real plctures ocontain muoh noise and Irregularity,
Accordingly, at each stage of processing the Input contains
false informatlon as wall as missing Information.

To avold the oproblems |nherent In bottom~up
brqanlzatlon:t a top=down, goa| directed approach shouid be

taken, In such an approach the program knows of certaln
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classes of obJects which may be present In a picture, The
goal of the program s to try and f|nd these obJects If they
;ro present, The constituent parts of each top level goal
are known, as wel| as the parts of the parts down to the
lowest level, fhe program searches for some of these baslc
parts, name|y those that can be most re|iably detected, If
a partjcular |low level part |[|s found, then, because the
structure of the obJect |s known, some other known part
should be present at an adjacent |ocation, A specliflc
routine can examine the area In gquestion In detal| to
detearmine If such a part Is present, In this way, for
instance, the edge of a block might be detected once a
cornar |s found, even though the edge might be too weak to
be passed through the threshold of a gradient operation., As
more and more adjacent const|tuent oqrts of a goal obJect
are found, the confidence that an obJect has been found
Increases, Prediction of the location of the remaining
parts of the obJect becomes easler and easler, Falrly
stralghtforward methods can be used to yerlfy whether these
parts are Indeed present, Thus, as recognition proceeds the
amount of work to be done diminishes,

Top=down analysis I|s needed because |t consliders global
Information about the structures and Interrelationships of
the obJects In the plcture, It would be desirable for that
part of the program whlich dlirects the search for the

constituents of a goa| obJect to be general purpose, To
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such & genera| purpose program one could specify In some
_nigher level notation or "language" the structure of

oblJects, For Instance, a "head" could be described asi

roynd on top,

somewhat flat on the slides,

ocurving Inward for the neck below the s|des,

- etc,
The same program could then be used to identify cows br‘
battieships (for Instance) wusing a different structural
descrintion, Such hlgh level| descriptions are the goa| of
ploture desoription languages,

Plcture descriptlion languages have much promise as a
tool ~for ploture analysis, A number of descriptive
notatlions and processing algorlthms have been suggested for
this opurpose (Narasimhan (196633 Lipkin, Watt, and Kirsch
196633 Ledjey (196513 M|ijjer and Shaw C[19671; Cjlowes
£196913 Pfa|tz and Rosenfeld [1969]), Excellent discusslons
of these |Ingulstic pleture processing techniques can be
found In the paper by Miller and Shaw ([1968) and In
Rosenfel|d's book [1969a, Chapter 183,

In general, picture analysis using picture description
languages proceeds as follows, A set P of *"pleces" or
"primitives” |s deflned; these are the baslic elements from
which a picture description can be bul|t up, A set C of
compesition operations Is defined, A set R of rules or

"productlons” speglflies allowable combinations of elements
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of P and C, Then F becomes a set of plctures that can be
"bullit up using Ry P, and C, If x Is an unknown plcture
belonging to F, then F can be recognlzed If we oan recognize
the elements of P In It and the way these primitives are
combined,

This sort of analysis works for simple plctures but as
the plctures become complex the method breaks down., For
complex plotures a oholce must be made, Very Simpije
primitives may be chosen which are easy to recognize, In
this case R, the allowable rules of combination, becomes so
complex and unwlieldy that recognition of these combinatlons
becomes Impossible. If Instead, complex primitives are
chosen, these become as difficult to recognize as the
picture Itself,

A possible solution to this problem Is %o oprovide
hierarchles of structural desecriptions, Straight=forward
appllcation of hlerarchical decomposition |eads back,
however, to a bottom-up approach to ﬁrbcesslng where one
loses slght at the |ower l|evels of the top~level structure,

Analysls of complex pictures using ploture description
languages wlll not be opossible unjess powerful and
systematic algorithms for oprocessing elaborate and
comp|lcated pleture descriptions can be developed,

The problems dlscussed above can be summarized as
follows, Plocture description languages are not sufficlentiy

well developed to permit the specification of the numerous
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heuristic tests and considerations of Interrelated structure
necessary to find obJeots In cluttered, grey=leve| plctures,
Because of this a general purpose ana|ysls program based on
a picture description was not used,

\ The methods that are used to Implement goal-orlented
processing are "planning” and "models", Planning wl|| be
discussed In the next chapter, The use of modeis s

discussed brlef|y below,

MODELS,

A mode| Is a description which contalns some of the
structure of the thlng which Is represented., The |dea of
using models of obJects to be recognized by computer seems
to be |[mplicltly present In most plcture recognition:
programs, The ldeallzed "A" represented by a resistor
matp !X In a character reader ceptalnly is a model of an MA™,
It Is only In recent years, however, that [t has become
evident that the mode| shoul|d be used to direct all leveis
of processing, not Just a top level| decision, Reddy [19691]
dlscusses the exp|liclt use of such models In his recent
. paper, Feldman and hls associates at the Stanford Hand=-Eye
. proJect are working on developing data structures and
representations for models of geometrical obJects, Bledsoe
£1964) suggested using models of the face as a method of
attacking the problem of jocating faclal features, If an

oblect has been described in a plcture description |anduage,
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the description Is, of course, a mode| of the obJect,

Mode|s of the structure of human bodles and faces are
used throughout the processing programs discussed In |ater
chapters and gulde these programs, The form of these mode|s
varies widely, The matrix of average |lght intensitles
models the background of plctures of people. A table of
average ratios between facial features modeis a face, A
flow chart of the subroutine which distinguishes nostriis
from nolse models a "reasonable" nose, . Because of the wide
varlety of uses of and needs for these mode|s, no lstandaFd
mode|ing formallsm was used, Nevertheless, at every stage a
consclous attempt has been made to incorporate goal=-orlented

orocessing directed by a model of the obJect desired,.
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CHAPTER 5
PICTURE PROCESSING USING "PLANNING®

This chapter discusses a method forr performing
goal=dlrected oplcture analysls, The method Is an
improvement on the most commonly used procedures because It
considers global Information more efficlentiy than
traditlonal local technlques, The method s called
"planning® In thls paper, a term drawn from artificial
Intelllgence research, for the method precisely flts the
description of planning glven by Minsky (19613, It Ts
believed that planning can be wuseful In many proJects
involving comouter vislion, In addition, It Is helpful to
relate the search for obJects or features In piotures to the
work on reductlion of a glven search space In the fleid of
artificlal Intelllgence,

Much of plcture processing can be viewed as search,
The space to be searched Is the matrix of |ight |ntensities
which represents the plcture, The goal of scene analysls
and desorliption 1Is Jocating the Important obJects In the
pleture, The Intensity matrix must be searched to find an
eye, & chromosome, or the corner of a cube, Many of the
diffliculties encountered In plcture analysls are due to the
large size of the search space, Truly, one cannot see the
forest for the trees, If a processing algorithm attempts to

detect features by oonsldering |ocal areas, as most
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alaorlithms do, the great detall which |is opresent In the
plcture obsoures the larger features, A global strategy Is
needed,

In the fleld of artificial Intelllgence, global search
s one of the central probiems, Much research has been done
on developing heuristlcs for reducing search In such fle|ds
as problem solving and game playing, A generally wuseful
concept which has emerged Is planning, first used by Newel|,
Shaws and Simon In thelr Genera| Problem Solver (19591,

Planning Is discussed by Minsky |n hls paper "Steps
toward Artificial Intelllgence” [19611, Artiflclial
intelllgence 1Is considered to be mechanization of the
problem solving process, Baslc techniques for oproblem
solving Include search, pattern recognlition, learnlng,
planning, and Induction, The followlng auotations from
Minsky’s paper deflne planning.,

Planning 1s the analyslis of problem structure In the
large, "For really dIfficult problems, .,. step~by~step
heurlstics .., will fall, and the machine must have
resources for analyzing the problem structure in the large =
In short, for ‘planning’ " [p, 2113,

"Parhaps the most stralghtforward concept of

planning is that of using a simp|ifled model of the

problem situation, Suppose that there |s avallable,
for a given problem, some other problem of

essentla)ly the same character with |less detall and
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complexlty, Then we could proceed flirst to solve
the simpler oroblem. Suppose, also, that this Is
done using a second set of methods, which are also
simpler, but 1In some correspondence with those for

the orlglnaj, The solutlon of the simpler problem

can then bpe wused as a ‘plan’ for the harder one,"
(o, 251]

The steps outlined In the preceding paragraph can be
applled almost direct|y to the problem of finding deslred
obJects In a picture, This represents an entirely new
appllication for planning, It has not been used previous|y
in picture processing,

In brlef then, plecture search using planning conslsts
of three simple steps, A new digltal plcture Is prepared
from the orlginal; the new plcture |s smaller and has |ess
detal | ObJects are tentatively identified in the reduced
picture, The tentatlive analysls of the reduced plcture, a
list of the obJects found and thelr locatlions, is used as a
plan to verify the presence of edges In the origlinal
picture,

In a sense, the Idea of wusing planning |In plcture
analysls |Is not new. Kirsch et al, [1957] gave suggestions
for possible use in processing plctorial Information with a
digital computer, One of the suggestions |s that -a
defocused preliminary scan of a plcture should be made, The

averaglrng and slze reduction In my Implementation of
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planning I8 very similar to defocusing and sampling, In
splte cf thils early recommendation for a defoocused scan, In
the years since then ¢the |dea has ‘been forgotton and

Tfgnored,

AN EXAMPLE: EDGE DETECTION USING PLANNING,

It was polnted out In Chapter 3 that edge detection Is
necessary for piocture analysis and description, Many
methads for detecting edges by computer were presented, In
spite of much effort, the acourate selection by computer of
"Important"” edges In falrly cluttered scenes has not been
particularly sucgessful, The methods glven for edge
detectlion are fine for presenting Information to the human
eye (as Flgure 3-4 shows), but what |s desired Is scene
analysis and description within the computer, In reaching
for this latter goal problems of nolse, disappearing edges,
and false edges J[ntrude, Brief domments about the
Iimitations of these metheds encountered at the Stanford
Artiflclal Intelligence Project have appeared (Pingle et al,
£19681, McCarthy et al, C[19681, Paul et al,[19691),
Njisson [1969] states the problems wjth local methods of
edge detection from experlence at the S,R,I, Robot proJecti

"The line drawing often contains flaws that
serious|y complicate Its analysis, Some of these
flawﬁ could be corrected by more e|aborate |ocal

processing, However, there Is a |Imit to how well
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local processing ocan perform, and when slgniflcant
edges cannot be told from Insignificant edges on the
basls of |ocal orlterla, the goal of produclng a
perfect |ine drawing In this way must be abandoned,"
(ps 5131

Global Information about the edges in the picture and
the structure of the obJects they represent is needed, Thls
Is the ldea behind the applicatlon of |inguistic techniqgues
which was mentioned earllier, Another approach to
incorporating global structure Into edge detection |s the
decislon tree In use at S,R,I, (NlIsscn C1969)),

The global methods for edge detection a|so encounter
problems, Here the program |ooks for speciflo edges In
speciflc relationships, The search space Is very large,
tens of thousands of points In a plcture, and the
combinatorics of the problem force unacceptably |ong Search
times, In the picture there are Just too many |ines and
there Is too much looking to do, '

The difflicult problem of locating Important edges Tn
pietures may be approached by using the three steps of
planning,

1, Extract a simpliflied problem from the glven
problem, To simplify the problem, a much smaller plicture Is
prepared wlth the [ntensity at each point equal to the
average Intensity over an area of the origlna| pictures The

new problems find the Important edges In the new smajl
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ploture,

The new problem |s much easler than the origlinal
problem, Many of the smal| features In the original plcture
are no |onger present, The plcture has been greatl|y reduced
in slze, Only the Important features of the picture remain,
Less detal| means fewer edges, a smal|er search space, and
much faster processing, Because of the smoothing done whije
averaging Intensities, the smal| plcture will contain |Itt]e
noise, Falnt and bjurred edges of |arge obJects will be
enhanced, |

2, Solve the slimpler problem, The techniques for
finding edges dlscussed In Chapter 3 can be applled to ¢flind
the desired edges Iin the small plcture, 'Since only the
principal obJeots from the original plcture now remaln, oniy
malor edges wl|| be detected, As short edges are collected
to form shapes they may be tested as to thelr acceptabl|lty,
This testing should Incorporate knowledge of acceptabie
shapes for the obJects to be recognlzed, Since there are
few edges to conslider, false paths are found relativejy
aulckly, Backtracking is far less of a problem since the
data stpuctupes Which must be e,ased are much gmallep,

3, Use the sojutlon to the simpler problem as a gulde
ta plan) for solving the actual problem, Withln the smal'l
pleture, certaln edges have been found. Now It is a falrjy
simple matter to return to the |arger picture and find the

desired edges acourately. For examples a stralght |ine may
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connect polnts P/ and Q/ In the small picture, P and Q are
the corresponding points In the large ploture, Therefore we
know that In the |arge plcture there |s an approximate|y
stralght edge which runs from the viclinity of point P to the
vicinity of polnt Q, Since the approximate location and
direction of this edge Is known, It Is possible to detect Tt
auite easlly and accurately, The search for th|s edge can
be confined to a narrow band between P and Q. It wil| be
easy to detect a false path for it wili soon diverge from
this narrow band,

The remainder of this section wl|| discuss briefly some
observatlons about edge detectlon using planning,

Is "planning” merely the application of a |arge edge
detectlon operator? Certain|y the search for edges made In
the gmall plegure could be a gearch of the |arge plcture
using an operator Which examines a 24 x 24 polnt square, In
fact, the two steps, |arge picture to small plcture and
small plcture to small edge matrix, could be one step, the
apollcation of a 24 x 24 point operator, Alternatively, the
entire large plcture could be heavily smoothed and the
search for edges could be done In this smoothed nplcture,
Planning, however, has two advantages over elther of the
approaches |Isted abova} First, It Is much easler to design
and debug the program which searches for slgniflicant edges
when using planning, This is because the reduced ploture Is

so much smaller, The use of planning alds Inslght, Whije
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designing a program to find the edges In a plcture of 625
points (for Instance), the designer can comprehend easl|y
both the overall structure and the detajled structure of the
plecture, It 1Is very difficult to obtain the same |eve| of
understanding when the plcture contains 48,800 points. The
second advantage of planning |s speed, Planning Is 42 to 89
times faster than tpe same search wjthout planning, (Thls
factor was obtalned during tests described in detai| Tn
Chapter 7,) This increase of speed 18 particularly Important
when designing search programs on an Interactive computer
system,

If a program Jncorporated more elaborate struétural
knowledge of the opJect to be recognized, could planning In
a pioture of reduced size be eliminated? No, such a program
must be less effectlve for the folléwlng reasons, The
combinatorics of the large search space wlil require
excesslive time, The effect of noise and irregularities In
the ploture will be even worse, This Is emphasized by the
elaborate provisions for search that had to be built Tnto
the plan follower, Even when the direction and approximate
location of an edge |s known, Its detection can be hard,
For such edges, planning |s essential,

An |mprovement on the planning technique presented Tn
this paper would be recursive application of pjlanning at
varying size reductions, Fo) Instance, the original plcture

could be reduced In slze twice, four times, and elght times,.
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The plan found In the 1/8 sjize plcture could be used to find
edaes In the 1/4 slize picture, This could then be used as a
plan to fling eq9es In the 1/2 size plcture, Finally the
accurate true edge would be found In the original plcture,
A hint of such a method was mentioned [n the description of
the plan follcwer, The local edge finding operator examlned
only alternate points, It could be considered to be using a
1/2 size plcture, The program could decide Itself how much
size reduction and averaging to do, At each level|, If there

Is too much detal|, a smaller pleture coujd be called for,
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CHAPTER 6
LOCATING AND MEASURING THE BODY

This chapter describes the experimental environment In
which this work was done, and explalns the methods used to
locate measurement points in a full length pleture of the

person to be |dentifled,

EQUIPMENT, PROGRAMS, AND INPUT SPECIFICAT]ONS,

This work was performed using the facliities of the
Stanford Artifliclal Intelligence ProJect, The system
consists of two computers, a PDP=18 and a PDP~6, connected
as dua|=processors sharlng 130,008 words of core memory; a
very fast, head-pﬁr;track Librascope disk for swapping’ and
an IBM 2314 dlsk storage unlt for program and data storage,
Several types cf display consoles as we|| as teletypes are
available for use as terminals, A. more detaljed
descriptlion of the computer system can be found In McCarthy
et al, [1968] Al| of the programs are written to run under
the Stanford time=sharing monitor (Moorer [19691),

Plocture Input 1s obtained from a standard vidicon TV
camera, The vldeo signal s digltized by a
analoge=toe-digital converter and sent to memory via a high
speed data ohannel, During one TV reading operation up to
333 samples can be taken from each video scan |Ine and up to

256 of the alternating soan |ines can be read, Thus the
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maximum slze plcture which can be read Is 256 x 333 polnts,
Such a plcture covers the entire fileld of view of the TV
camera, Each polnt consists of a four bit |Tght Intensity
value so that sixteen levels of grey are avallable, 2Zero
Indicates the darkest polnts; flfteen, the brightest,

The program is wrltten almost entirely In Fortran, A
few subroutines are coded In assembly language, such as
those that handle Input-output, |ist processing functlons,
dynamic storage aljocation for plcture buffers, and partjal
word operations, The programs occupy about 38,008 words of
storage, Data storage, assigned dynamlcally, typlcally
reguires another 20,000 words, primarlly for buffers for

processed and unprocessed plotures,

CHARACTERISTICS OF THE PICTURE,

The person to be recognized stands In a standardlzed
position agalnst a normal room background. The person Is
told, "Stand In a relaxed position of ‘attentjon’, feet
together, arms at your sldes, Look directiy at the TV
camera," Flgure 6-1, an Input photograph of a person to be
recognized, glves an example, Minor varlations In posltion
are permitted, It would, of course, be jmpossible to
prevent such varlations,

The background may vary, It normally consists of the
obJects |[n the computer room where these experiments were

paerformed, There are several reasons for not requlring a
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Figure 6-1.

Input photograph.
Subject in standard
recognition position.

Figure 6-2.

S'. Binary valued,
smoothed, reduced size
picture used for
locating the body.
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standard baokground, When this work was begun a doore=sjze .
standard baockground was bullt, However, It was stij|
difflcult to find the outiline of the person, Shadows from
the Individual belng recognized and non~uniform |Ilghting on
the background presented new problems, The solution
developed for these problems permits a wider varlety of
backgrounds, Since the more general| case |s easy to handle,
it appeared worthwhile to do so, Another factor which helps
in permitting various backgrounds Is the small
depth=of=fleld which 1s characteristioc of the TV lenses
which were used, ObJects that are very far behind the

person are out of foous, hence blurred and washed out.

APPROXIMATE LOCATION OF THE BODY,

The first step In processing Is to determine the
aporoximate |ocation of the body, A flow chart of thls
process Is glven In Flgure 6=3, Each of the steps s
described In more detal| below.,

Before beginning identification, a plcture M (model) Ts
taken of the background with no person In the pleture,
This pleture Is saved until the plcture B (body) of the
person |s taken, Thus when process|ng of the plcture of
the body begins there are two plctures avallable to the
program; both have been taken from ldentical camera angles
and are the same size, One Is a picture of the background,

the other contalns a man In front of the background,
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| read M I
¢
¢
| read B |
¢
¢ )
| S « | B=M | |
$
¢
| S’ « S reduced In slze by averagling |
$
¢
| Convert S’ to binaryfvalued plcture |
¢
4
| FIIl In Isolated holes |
¢
¢
| Find all connacted reglons, |
| Count points In each, |

.
¢
I Delete "small" reglons, |
¢
¢

| Delete regjons that Intersect the border, |

¢
¢

| Draw rectangle around remaining reglons, |

Figure 6-3,
FLOW CHART « APPROXIMATE LOCATION OF THE BODY,
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In a very simple, yet very real sense, the plcture M Is
a mode| of the background of plcture B, It M and B are
compared, those a,eas of B that ape simi|ar to M should be
background, Those areas of B that do not match the mode| M
are areas where a disturbance has entered the plctureL
These are the areas where the man Is |ocated. |

The two plctures are subtracted, That 1Is, a new
pioture S Is formed wlith the Intensity at each polnt of S
equal to the absolute value of the difference of the
Intenslitles at corresponding points In M and B,

5&3’ 'B.‘S-Mii |

In a simple world, S would be non=zero only at polnts
on the man and at a|| of these polnts, In rea|lty there are
shadows  and nolse which produce fal|se readings, In
addltlion, some areas of the Individual’s clothes may be
similar In Intensity to the background and glve no
difference after subtractlion, Thls may cause the non=zero
areas of S to be subdlvided Into severa| parts or to contaln
holes, Therefore the flirst thing that must be done Is to
distinguish the bjobs that make wup the man from stray
background blobs., This can be done using considerations of
size and central |ocatlon,

The subtracted picture S Is reduced In size n times by
averagling, The new plcture |s deslignated S’'/, The
intenslity at each polint S4' Is the average Intens|ty over an

nxn saquare of S, The averaging reduces nolse’ the sjze
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reductlon speeds up subsequent processing, Various values
of n were trled, A large n speeds up processing but |eads
to considerable uncertalnty In the location of the blobs
that are ldentifled, An n of 6 or 8 seems to be the most
satlsfactory compromise,

S’’ |s now converted to a binary valued picture S’ by
thresholiding,

S% s 1 | f Sé' Is greater than 1,
= 0 otherwlise,
The threshold value which Is wused, 1, |Insures that most
points set to zero are truly background. An exampie of S/
as It appears at this stage Is glven in Flgure 6=2,

Isolated holes In S’ are filleds An isojated hole Is a
point wlth value @ that Is surrounded on 4 sides with 1is,
The value of such a polnt Is set to 1,

In the picture S/, connected regions (subsets of the
plcture) are ldentified and labeled, Two points, S/ and S/
are connected If there ex|sts a sequence S;a S;o S;o vee

S; such that SQ is a nelghbor of S’ Two points are

PRl
neighbors If they are Immediate|y adJacent horlzontally or

verticallys l.e., the neighbors of SE‘. are 55,,'-:' S’ P Sf”i’
5)7 [ )

and S!,.., A subset of the polnts of S’ |Is a connected
™

realon | f all polnts In that subset are connected,

Connectivity, as deflned above, Is often called
4mconnectivity (Rosenfeld [19701),

The program that determines the connectivlity of the
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reductlon speeds up subsequent processing, Various values
of n were tried, A large n speeds up processing but |eads
to conslderable uncertainty In the location of the blobs
that are Identifled, An n of 6 or 8 seems to be the most
satisfactory compromlise,

S’ |s now converted to a binary valued picture S’ by
thresho|ding,

S& = 1 (R4 S&' Is greater than 1,
= 0 otherwlse,
The threshold value which Is used, 1, Insures that most
points set to zero are truly background. An example of S/
as It appears at this stage Is glven in Flgure 6=2,

Isolated holes In S/ are filleds An isolated hole Is a
point wlth value @ that Is surrounded on 4 sides with 1's,
The value of such a polnt Is set to 1,

In the picture S/, connected reglons (subsets of the
plcture) are ldentifled and labeled, Two points, S/ and S/
are connected If there exIsts a sequence S/, Sz, Sir wee
S, such that S/ 1is a nelghbor of S/, Two polints are
neighbors If they are Immediate|y adJacent horlzontally or
verticallys l.e., the neighbors of S; are S!. , S’ s!

CEECN | o L ]
)il I."l,J

and quj. A subset of the polnts of S’ Is a connected
£

realon If all polnts In that subset are connected,

Connectivity, as defined above, is often called
4mconnectivity (Rosenfeld [19701]),

The program that determines the connectivity of the
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oleture Is a progedure that |s used several times [n the
processing described Iin subsequent ochapters, It Is an
efflclent procedure that determines the connectlivity during
one pass over the picture array, The labeling Is given by a
matrix of region numbers for each point and a table of
equivalences, The algorithm 1Is gjven In the form of an
Algol procedure In Figure 6=4,

This algorithm was developed by the author,
Subsequently, |t was dlscovered that the underiying ldea was
first publlished In 1957 and has been re~Invented severa|
times since, (See the references In Rosenfeld [1969, p,138)
as well as Lourle [19691), However, none of these
references gjve a detajled algor tpm,

Now that oconnected reglons |[n the plcture are
Tdentlifled, It Is easy to delete small reglons and reglons
which Intersect the border, A parameter, SM, determlnes
what constitutes a small reglon, Four was found to be a
satisfactory value for SM for the plctures In thls thesis,
This value of course depends on the resolution of the vldeo
Tnout device, |

At this polnt all that should remain in S’  are those
connected reglons which make up the body of the man, The
extremes of these reglons, horizontally and vertically,
define a rectangle in which the man Is located, All further
processing |s done only Wlthin this rectangle, The

rectangle glves a flrst approximation to the slze of the
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procedure CONNECTED (A, REGNR, REGTBL, NREG, M, N, P);

value M, N, P3i

foolean array AC@:M,B:NJ:

Inteaer array REGNR[@:M,@:NJ];

Inteaer array REGTBLLZ:PJ;

lnteger NREG) M, Na P;

comment
Thls procedure |abe|s connected reglons In a
binary valued plcture, Four-connectedness |s
used. A Is the plcture matrix, To each "true"
element of A a positive Integer will be assigned
such that all elements |n a glven connected reglon
recelve the same value, while elements In different
connected reglons recelve different values, Thls
positive Integer Is called the "reglon number", On
exlt from thiswprocedure the reglon number
for polnt ALI,J] Is In REGTBLLREGNRCI,J11, The
region number for any "false" point wil| be zero.,

Also on exlt, NREG wlll contaln the number of
distinet connected reglons In the plcture,

P, the length of REGTBL, must be at least as great
as NREG,

For clarlty, some of the administration requlired
Is omitted from this routine. There is no
checking to see If REGTBL overflows and the
"garbage collectlion" necessary to handle this
overflow |Is omlitted, Speclal case treatment of
the picture borders Is not Included, Instead, It
Is assumed that for ajfl I, ’

ACB,I] = ACI,0] = false
and REGNRL®,1] = REGNRCI!,2] = 2;

Filgure 6-4,
PROCEDURE CONNECTED,
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begin

end;

Tateger I, J, K, L, N1, N2, SMALL, LARGE}
comment
1, J, K, are running Indices, .
L Is the Index of the |ast element of REGTSBL
In use,
N1 and N2 are used to contaln the current’
realon numbers of the plcture elements
Immediately above and to the |eft of ACLI,JJ.
SMALL and LARGE are temporaries;

for J := 1 step 1 until N do
for I 3= 1 step 1 untl]l M da
LL.A[I.JJ then
b n
N1 := REGTBLLREGNRCI,J-111;
N2 := REGTBLLREGNRCI=1,J11;
li.Ni = P A N2 = 3 than
comment Both neighbors are zero CY)
asslan a new reglon number:
L := L+15
REGTBLLLI := L;
REGNR[I,J] 3= L3
end,
else [f N1 = 2 then REGNRCI,J] = N2
else If N2 = @ v N1 = N2 then REGNRCI,J] := N1
el|se
Lealn
comment Both nelghbors areé non-zero.
Set up an equivalence between their
region numbers:
SMALL := |f N1 < N2 then N1 else N2
LARGE := 1f N1 < N2 then N2 glse NL/
for K t= LARGE step 1 until L do
If REGTBLLCK] = LARGE then
REGTBLELK] = SMALL:
REGNRCI,J] = SMALL;
and;
end;
comment Count the reglonSi
NREG := @;

for K := 1 step 1 until L do
1f REGTBLLK] = K then NREG i= NREG + 1;

Figure 6=4, (continued from previous page)
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man, This slze Information Indloates such things as the

slze of the head to be searched for,

MEASURING HEIGHT,

The helight of the person In the origlinal ploture Is Béw
measured, This s done by locating the top of the head and
the feet and measuring the distance between thenm,

The top of the head Is found flrst, The approximate
locatlon of the head |s known from the oprevious processing
of the reduced plcture, It Is sti|| necessary to examine
closely an area of the original ploture to plnpolnt the
location of the top of the head,

The top of the head Is found by a template matching
operation, The reason that template matching works at thls
point |s because the search reglon has been narrowed down to
a small area, If an attempt was made to pass a head
template over the entire plcture many fa|se responses would
be encountered. This problem Is minimlzed when searching a
Iimited area,

A curved template has been made By considering a number

of plctures of heads, Flgure 6=5 Is an example of such an
"I&eal” top=of-the-head, The slze of the template Is
varied according to the approximate helght of the individual
which was obtalned during the approximate |ocation step,

The templiate Is represented In the computer as a matelx

of B’s, +1's, and =1's, A typlcal tempjate |s shown In
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Figure 6~5, ldea| top of head.
( "," stands for "@" |n the figures on thls page., )
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Figure 6-6, Template for
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Figure 6=7, Actual top of head,
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Flogure 6«6, This template |s cross=correliated, In the area
where the head Is located, with the plcture S (mentioned
ear|ler) which contains the absolute value of the dlfferencg
in intensity between the plcture of the man and the plcture
of the background, In S It |s expected that the top of the
head wl|| be somewhat |ike Flgure 6=5, Above the head the
values should be zepo op close to It, Within the head the
vajues should be poslitive,

As In all plcture processing, nolse and Imperfections
make the simple become difflcult, It the picture were
nolseless one ocouid look for the step from zero background
to non=zero head, However, the background Is noisy and the
interior of the head has steps of intensity within It that
may be greater than the steps from background to head,
Flgqure 6=7 glves a styllzed example of these problems, The
background has an average Intensity of about 1, Most of the
head has an average Intensity of about 5, Within the head
ther; Is a curved arga with average Intensity near 11, In a
stralghteforward cross=-correlation the step from 5 to 11
would glve a higher response than the step from 1 to 5,
This would be undesireable,

What |Is deslred |s to find the step from "|ow"
background values to higher head values, In practice, It Is"
not effective to define "|ow" background with a threshoid
for there Is no natural way to set this threshold,

Instead, the cross~correlation s computed using logarlthms
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to emphasize |ow steps of Intensity,

The template T Is matched with a rectangular subset of

S as follows,

Ve, "'%TP-%'”‘ Stpieg® 1)
This Is easlly Implemented efficlently because S Is |Imited
to sixteen grey |evels, @ to 15, The logarithms can be
computed once and stored in a table for easy access during
cross=correjation,

Vi Is the value of the cross=correlation at a
partlcular polnt,  The maxImum V: . found gives the location
of the top of the head and the coordinates of the polnt are
recorded,

Finding the feet Is quite simlijar to finding the top of
the head, An examination of Figure 6=1 shows that In the
"standard" poslitlon the subject stands with heels together
and toes apart, 16 this position, the outer sides of the
toes form a characteristic pattern on the floor, Thus the
feet can be found by template matching In the area where
they are known to be approximately located, The |ogarithm]c
cross-correlation Is used as with the head, The coordinates
of the feet are recorded,

The helght of the person Is now known In picture units
(raster units), This value Is stored as the flrst

measurement whlch characterlzes the person,
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MEASURING WIDTHS,

The width of the head, the neck, the shoulders, and the
hips are now measured, Flgure 6-=8 shows where each of these
measurements |s taken,

The determination of the best place to take these
measurements (e,g., the widest part of the head, the
narrowest part of the neck) can be difficult. This
difflculty |Is avoided by measuring at standard poslitions,

. Let the measuremants for wldth of head, neck,
shoulders, and hips be designated by mi, m2, m3, and m4,
Assume that the helaht of the subject Is h raster unlts,
Assume further that the feet are |ocated at (@.,8) and the
head at (@,h) as In Figure 69, Then on a "typical" person

the "best" place for measuring m would be at (-x:,y.?) and

(x,s¥;) where x; = w: h and y: = r, h, The values used for
w; and r, are glven In Table 6-1, These values were
obtalned by hand measurements on a number of plictures.

Unfortunately, often the position of the body Is not
vertlical, The TV camera or the vidicon tube may be
displaced In such a way that the body appears at an angls,
Accordingly, the search positlons (=x:,y:) and (x:»¥;) must
be mapped Into correct positions (xL.YL).and (XRsYR), The
stralght=forward calculations needed for this mapping are
given In Flgure 6-12,

Now, at each end of the four widths to be measured an

edge detectlon operator |s used to find the vertical edge,
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Figure 6-8.
Measurements
of width.

Figure 6-90
Schematic diagram
of placement of
width measurements.
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"TABLE 6-1, o
Standapd positions for width measurements,

i W = x/h r = y/h operator helght

1 11 V93 028
2 867 ,87 817
.3 ,28 76 028
4 ,21 38 ,028
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2 = argtan ( (Y3=YT)/(XB=XT) )

€« = 5 - B

6 = arctan ( L2/L1

L3 = /L2t + L1t

p, = @ - 8 #.
A.xo = -L3cos .¢o 4 ' BXa
Ay, = L3sin }, ' Ay,

XL = XT + &%, X8

YL = YT + Ay, YR

Figure 6=10

Aljowanca for the varlianca from vertical,
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The helght of the operator |s glven In Table 6«1 as a
fraction of the helght of the subJect, When these edges are
found they provide the wldth In raster wunits of each
feature,

The measurements are now recorded for wuse |[n the
classificatlon step, Thls concludes the processing of the

pleture of the entire body,
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CHAPTER 7
FINDING THE OUTLINE OF THE HEAD

This chapter describes the program which has been
developed for extracting an acourate outiine of a man’s head
f}bm a dlgital plctures A typlcal Input plcture Is shown Tn
Flaure 7=1, When the methods desorlbed In this chapter are
apolled to the lﬁbut represented by Flgure 7-1, the resuit
Is the outliine of the man’s head as shown In Flgure 7-2,

In the preceding chapter the methods used %o extract
measurements from the plcture of the body were descrlibed,
The resolution of that plcture Is not adequate for measuring
the position of faclal| features, Therefore a second plcture
is taken, a close~up of the head of the subJect, Thls
ploture, |lke that taken of the body, contalns the head of
the subjJect In front view, looking at the TV camera, agalnst
a background of normal room obJects,

It |s necessary to find an acourate outline of the head
so that dependable reference polnts caﬁ be found from which
the width of the head can be measured, The location of the
too of the head Is also obtained from the outiine, The
position of the out|ine of the head Is wused In subsequent
processing to determine where to search for smaller features
such as eyes,

The detalls of this processing are described In the

remalnder of thls chapter, The ploture presented Iin Flgure
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Figure 7-1.
Unprocessed input picture

of a man's head.

Figure 7-2.
The outline of a head,
the result of processing

Figure 7-1
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7-3 wl|l| be used as an example throughout the chapter, The
s}ze of this plcture Is 226 x 325 polints, In general the
size of the plctures of the head Is varlable, Since the
programs which search for and find heads Is complex and onjy
described In genera| terms |[n this chapter, a complete

Iisting of these programs |s Included as Appendix 3,

REDUCE IN SIZE,

A new small plcture Is produced from the orlginal,
Each polint In the smal| plcture Is the average value of the
64 points In an 8 x 8 saquare In the orlginal oplcture,
Flgure 7=5 |s an example of a small plcture, Only the shape
of the head Is clearly visible, Other detalls have been
smoothed out, The slze of Flgure 7=5 Is 28 x 48 points,
The ceclsion to reduce in slze by the factor elght was
somewhat arbitrary, In smaller plctures the head tended to
disappear; In larger plctures some unwanted detalls were

stil| present,

FIND ALL EDGES,

The small plcture obtained In the preceding step Is
processed to produce a new matrix which contains Information
on the edges [n the small plcture, This matrix wlll be

called the smal| edge matrix, Flgure 7=6 Is an example of

the smal| edge matrix derlved from Flgure 7=5, Each element

in the matrix contalns four blits, representing the four
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Figure 7-3.
Unprocessed input
picture used to
obtain Figures 7-4
through 7-8

Figure 7-4.
The results of
applying a
gradient operator
to Figure 7-3

Figure 7-5.
The results of reducing

Figure 7-3 in size by averaging.
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Figure 7-6
The results of applying
and edge-finding operator
to Figure 7-5.

Figure 7-7.
The "plan'" extracted from
Figure 7-6 which will be used
to follow the head outline.

Figure 7-8.
The outline of the head
in Figure 7-3, obtained
using the plan of
Figure 7-7.
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directlons (horizontal, vertical, diagonal right, dliagonal
feft) In which edges may be detected., Al| bits are zero I¢
no edge was found at a point, A one In any blt Indlcates
that an edge In that dlrection was found.

The |ocal operataor which Is used to detect edges s
described below, Many operators were candlidates for thls
purpose, Including those mentlonpd earller In the sectlion bn.
edge detection, The cholce of the particular operator used
was made because of hlgh confidence In Its abl|ity to reject
false edges, Some edges may be missed but this s
preferable to reporting false edges, A more
stralght=forward gradient operator was not used because they
sometimes produce an edge Indlication In an uneven transition
area of grey shades, In addition there |s no natural
cut-off threshold for the gradient operator, Huecke| ‘s
operator (19691, whleh ocan glve very good results, was
rejected because jt was too |arge to be effectjve|y used {[n
the small pleture, Most of the smoothing wutillized by

Huecke|’s operator has already been done during averaglng,
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The edge operator used |s applied to 3 x 3 squares of
the plecture, Let the polnts In thls square be Jabeled as

followss

ABC
DEF
G HI,

The algorithm for detecting a horlzonta| edge Isi

It B>H then
It tmIn(A,B,C)=max(GsH,1)] > 1 then EDGE
e|lse NO=EDGE
else if BKH then
It Cmax(AsB,C)=min(G,H,])] > 1 then EDGE
e|lse NO~EDGE
e|se NO=EDGE,

The EDGE or NO-edge results apply to polnt t. This
algorithm Iis also applled in the vertical direction (using
soints A,DsG and CsF,1) and along both dliagonals (polnts
A,8,0 and F,H,1 for one dlagonal; polnts B,C,F and D,GsH for
the other), Although this algorlithm may appear to be time
sonsuming, It may be programmed efficientiy,

The smal|| edge matrix I|s searched as described In the

next step to .find the small head outlline, Beoause of
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repeated search and backup durlng the search for the head,
ft Is best to perform the J|ocal eodge Identificatian
operation only once for each point, Since the plcture s

small, this does not consume excess|{ve time,

FIND HEAD IN REDUCED PICTURE,

The search for the outline of the head Is done In the
small edge matrix, Varlous heuristics are Included In the
search program which define an acceptable head shape, The
final result of the search Is a |lst structure contalning
the coordinates of the points which constitute the outl|lne
of the head, Each entry In the |Ist structure designates a
point where an edge |is present In a direction whiech s
reasonable for that part of the head, An example of an
unreasonable edge direction would be a vertical edge among a
row of horlzontal edges which have been labeled the top of
the head, Flgure 7-7 shows the edges of the head found In
this step, The representation of acceptable head shapes Is
Incorporated into program statements, There are searches,
branches, and possible back~up as the out|ine of the head Is
builit up, This process is similar In some ways to the
S\R.1, declsion tree search (NIisson [(19691)., 1f no head Is
present in the original ploture, It Is detected at thls
stage,

The detalls of the search for the head are as follows,

Three short |Ine segments are found which are candldates for
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being part of the top and sldes of the head, The spatial
relatlonshlp between these |lnes must be reasonable (e,g,,
the top of the head must be above the s|des), An attempt [s
made to connect these |lne seaments to form a "head" shape,
The program searches the reglon between them for edges which
are part of the somewhat semiclrcular top of the head, [f
this cannot be done, other possible short |lne segments are
tried as sides or tops, If the top half of the head Is
found, a search |s made below It for the inward curves of
the neck and then the curves outward toward the shoulders,
When al| of these requirements have been met, the head has
been found, The sides of the head are then examlined for
indentatlions where the ears should be since the ears
somet|imes merge with the background, If [ndentations ex|st,

these are fllled in,

USE PLAN TO FIND OUTLINE IN ORIGINAL,

This part of the program Is a plan follower, Its |nput

is the full slize intensity plcture and the |ist structure
contalning the smal| head outlline, The output of the plan
follower Wwlll be a new |Ist structure containing the
coordinates of an accurate outline of the head, Between
success|ve points In the plan, the plan follower searches a
narrow band for an edge which connects the polnts, Thls
band Is sixteen points wide,» since the plan was reduced In

silze by a factor of elght, Although this band Is narrow
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compared to the s|ze of the pleture, [t is sti|| wide enough
to contaln severa| edges, The oproper edge [s chosen
orimarily by dlirection, 1If there are two parallel edges
running In the deslred dlrection within the search band,
that edge farthest from the center of the head |s chosen,
The reason for thls choice Is the assumption that edges
within the head (in halr, ears, etc,) are more Ilkely to
follow the dlrections of the head outllne than edges found
on background obJeocts,

The operator used to detect edges In the full slzed
plcture |s almost the same as that wused In the small
pleture, In the small plcture the operator was appllied to
the nine polnts of a 3 x 3 square, In the Iarcg pleture the
same operator |s app|led to the nine points at the oorners,
the center of the sides, and the center of a 5 x 5 saquare,

The reason for thls change was to allow detectlon of faint

edges In the large plcture,
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outside of head
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inside of head

Flgure 79, Operatlion of plan follower,

The detalls of the plan follower are given below,
Reference |s made to Flgure 7«9 which Is a schematic dlagram
of the operation of the plan follower In a small reglon,
Two non=paralle| stralght |ines are ldentifled In the plan,
llnes PQ and QS, Point X Is the last p}evlbus point that
has been found on the edge, The dlrection of search s
generally from P to Q to S, The |lne BC is found which
blsects the angle PQS, Corresponding to the |Tne P@ In the
olan, the plan follower will search from point X untl| the
edge crosses |Ine BC, Within thls reglqn'the edge will be
accepted If 1Its direction Is roughly parallel to PQ or to
0S, The edge search |s done by moving one unit in the

directlon of PQ from the jast polnt found and applyling the
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edge detectlon operator along a |ine perpendicular to PO,
Normally the edge detectlon operator Is only applled to f|ve
points Immediately In front of the last polnt found, Under
certaln conditions however the edge detection operator Is
apolled over all 16 polnts across the search band, These
condltlions are: |

a, The edge has Jjust taken a sharp turn,

b, The edge Is lost,

6+ The Intenslity outside the head outiine has

changed abruptly,

dy The edge zlg-zags,
These measures are necessary to correctly track the edge
when It I|s sharply curving, The three polnts most recently
found are filtered to remove a single point which is far off
the edge, For examp|e, If U were the only edge point found

between polnts T and V. polnt U would be rejected.,

SPEED COMPARISON,

The search for the outlline of the head could have been
done Wwlthout wusing planning, as pointed out In Chapter 5}’
Tests were made to determine the speed improvement obtalned
by using planning, The results of these tests are given In
Table 7-1,

These results indicate that using planning Is about 4@
times faster than the same search wlthout planning, The

tests were performed as follows, Fjrst the program Just

76



Digitized by GOOSIQ



STEP

LUK

TABLE 7-1,

Plannlng speed comparison,

PLANNING

Reduce in slze,

Find all edges,

Find plan (smal| outllne),.
Use plan (large out|line),

Total

WITHOUT PLANNING

Smooth plcture,
Find all edges,
Find head out|inse,

Total

TIME
2..5 secC.
08 s€C»
+3 S8C,
2.6 5930
6,2 sec,

TIME
168, sec,
34. SaC|
40, S6C.
234, sec,
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described which finds the head outline using planning was
timed, The time to process a head plcture from input to
completion of the large out|lne was about 6,1 seconds., Thls
time» as well as al| others mentioned, was measured on the
PDP-12 computer and Is accurate to *2@%, Then the program
was mod|fled to perform without pjanning,

The first step was to eliminate the fine detal| of the
ploture by smoothing in a fashlon similar to the averaging
used In planning, The entlre plcture was smoothed using
averages over 8 x 8 squares, Thls took 420 seconds, By
optimlzing the programs, this time could be brought down to
64 tlimes the speed wlthout planning, namely 1608 seconds,
This latter time is used In Table 7=~1,

All edges were found In the smoothed plcture, Thls
took 34 seconds,

Next the search program was used on the full slzed
smoothed plcture to search for the outline of the head,
Here |s where planning really showed |t speed, Thls search,
in a reduced slze picture, takes about 2.3 seconds, In the
large plgture, the search took about 42 segonds, The reason
for this Is that quite a sizeable Incorrect data structure
is bullt up when followlng false paths and many points must
be processed before the error |s detected,

“In summary, the program wlthout planning took 494
seconds, 80 times s|ower than the time using planning, By

optimizing the program, this could be improved to about 234
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seconds, This would sti|| be 48 times sjower than planning,
This comparison cannot be complete without again stating the
orimary advantage that planning glves to the designer of a
program which searches for edges or obJectsi a small

plcture that he can comprehend both |oca||y and g|obally,

LOCATE MEASUREMENT POINTS,

Now that the outllne of the head has been found it TIs
necessary to locate the top of the head and the points on
the sldes from wWhich the wldth of the head Is measured.
This Is done using a sliding average to avold single polnt
errors whlch may be present In the outline,

The outline of the head Is represented In the computer
by a Ilst structure, Each element of the |lst contalns the
two coordinates of a polnt In the outiine as wel| as
pointers to the |ist elements representing the adJacent
points on both sides, Thus It 1s possible to traverse thls
Ilst In elther directlion, There are also a number of
pointers externa|l to the |lst which mark approximate
locatlions of key elements,

These key element polnters have been obtalned In the
followlng way., Originally a plan for the head was formed,
as already described. This plan was created using the known
structure of the head, So In creating the plan certaln
areas were (dentifled as top of head, extremes of

aporoximately vertical side of head, etc, Thls |nformatijion
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is carrled forward to the plan following stage, When the
plan. follower passes one of these areas whille creating the
Ilst structure for the true head outline It sets an
appropriate polnter into the |lIst structure,

Knowlng the approximate |ocatlon for the top of the
head, It Is stralght=forward to search for the highest point
in the outline In this area, A s|lding average of five
points Is used, The highest value gives the coordinates b?'
the top of the head,

In a simllar way the wlidest part of the head s
identifled on both sldes of the head, The difference
between these values |s recorded as the width of the head,
The coordinates of the polints which have been |dentified on
the outline of the head are now used to gulde the search for

the features interlor to the head,
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CHAPTER 8
FINDING THE FEATURES OF THE FACE,

The previous chapter described how the out|ine of the
head was |ocated, Once thls outline is found, approximate
locations for the eyes, the nose, and the mouth can be
predlcted, In spite of the fact that the approximate
locatlon of these features |[s known, there 1is sti]l
conslderable processing that must be done to |ocate them
orecisely so that measurements of position may be made,
This ochapter discusses the methods used for flinding each
feature,

It 1Is appropriate here to describe the coordinate
system used In processing plctures In this program, slince
much of the discussion which follows makes use of thls
coordinate system, A |eft-handed coordinate system Is used
with the origln at the upper left of the plctures.: (See
Flgure 8=1,) There are two reasons for this, First, thls
is the method used by the system when setting the I|Imits on
a window to be read by the TV camera, Secondly, It provides
a convenlent notation for Interchanging coordinates (x,y) of

a point with matrix Tndices (l,J) for that polint,

EYES,
The measurement that Is deslired from each eye |Is the

. ‘ B
location of the center of the irls, the dark clircle In the
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origin increasing x->

Figure 8-1.

Left-hand coordinate system used.
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center of the eye., The |ris Is |ocated by finding
horizontal oross-sectlions which exhibit the characteristlc
shape shown In Flgure 8-=2, In essence, this Is a template
matching operation, The shape of Figure 8-2, when plotted
as |lght Intensity vs, x coordinate, possesses the following
features, Outs|de the eye the skin has an Irregular
intensity of medlum value, The white of the eye on both
sldes of the Irls forms high peaks of |ight Intensity, The
Tris itself |s a dark valley between these two peaks,

The characteristic cross=section of the eye Is elusive
and difflicult to find, The peaks and valley that are sought
can be nothing more than anthll|s and a depression, To find
them, one must know where to |ook, Pinning down Just where
to look for the fris and the whites of the eyes constltutes
the bulk of the processing used on the eyes, The method
used |s called dynamic threshold setting,

Approximately |ocatlng the eye is also difficult, The
detail In this area, as well| as shadows around the eyes and
nearby halr, can confuse the program, The one thing that
can be found is a characteristic dark blob formed by the
dark lrils, eyebrow, and shadows under the overhanging brow,
However, there Is no natural threshold which defines the
dark reglon, What Is meant by dynamic threshold setting Is
the process of seafchling for a threshold that clearly shows
this dark region,

The flrst thing that |s done Is to predict the location
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Figure 8-2. Horizontal cross-section
which characterizes the eye.
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of the eyes, This prediction Is based on the average
position of  the eyves wlithin the head, The predicted eye
locatlon wil| be used as 'the c¢enter of the area to be
searched for the eye.

Flgure 8«3 shows the model of the head and eyes on
which the prediction Is based, According to this mode|, If
the top of the head Is on the I|ine y=@ and the sides are on
the lines x=8 and x=W (for width), then the eyes are l|ocated
at ‘ |

(FX(1)#W, FY(L)#HWRAT#NW) and

(FX(2)#W, FY(1)#HWRAT#HW),
The experimentally obtained values of the parameters of thls
mode| are gliven In Figure 8-4,

Flgure 8«5 shows how thls model Is used to predict eve
locatlon In an actual picture, From the previous processing
it Is known that the |eft and right sides of the head are at
X=XL and X=XR, The wldth of the head Is therefore W = XR =~
XL + 1, Using the model, the x coordinates of the two eyes
should be

X = FX(1)#W + XL for left eye
and X = FX(2)#W + XL for rlght eye,
The top of the head is known to be at Y=YT, So from the
model,» the y coordinate of the eyes can be predlcted as
Y = FY(1)#HWRATaW + YT,
The predicted eye locatlion 1Is only a rough flrst

approximation to the actual |ocation of the eyes, Thls
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Figure 8-4. Constants used in predicting
the location of the eyes.
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aporoximation must be refined considerably before the search
for the Irls can be expected to work.,

The area around the eye Is found by looking for a dark
blobs The Iris, the lashes, the eyebrows: and especlally
the shadows under the overhanging eyebrow form an area that
Is darker than the surrounding skin., When this dark area Is
located, |t wlll be possible to look within It for the iris,
Locating this dark area Is the next step |n eye processing,

A search procedure that examlnes first a |arge area,
then a smal| area, |s used to home in on the dark blob that
is the eye, The reasons for this two part search are glven
in the discussion of step A4 which follows, The flow chart
of this seaprch procedure Is glven In Flgure 8-6, The steps
of this oprocedure are dlscussed-ln detaj| In the following
paragraphs,

Al, A square reglon to be searched for the eye Is
selected, This saquare 1Is centered on the predicted eye
location, It Is large enough so that It will quite sureiy
contaln the eye even though the eye may be falrl|ly far away
from the predicted eye location, A sulitable size for thls
square was determined experimentally, The s|ze used Is
based on the measured width of the head W and is ,383 W,

A2, Within this saquare, points which are dark and
within J|arge, ocentrally located, connected reglions are
Identified by dynamic threshold settlng, The procedure

that ldentifies these points Is falrly complex, It Is used
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A1, | Center large square on predicted eye |ocation |

d

¢
A2, | ldentify centrally located dark area |
| : within |arge square, |

a

¢

A3, | Flnd center of gravity of dark area, |

"

3
----------------------.-------------------é-
A4, | Center small square on center of mass |
I of previously found dark area, 1

3

d
L LR XX EE LD LA LA L L DL Rl L E LD LAl LYK
A5, | Identify centrally located dark area |
| within smal| square, A

, :
f

A6, | Characterize dark area by its center of gravity |

| and mean radlus, |

Figure 8=6, Procedure for finding
the dark area around the eye,
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at steps A2 and AS, It wli|ll be described In detal]
following the completion of the discussion of the flow chart
alven In Flgure 8-6, In general, however, the procedure
looks for a dark area that surrounds the eye. What |s meant
by "dark"? It is not an absolute measure, Rather, when
examlning the sqguare wunder conslderation, some points are
darker; some are |lghter, Some fraction of the points must
be heurlstically defined as "dark", Thls fractlion Is a
parameter that was determined experimentally, The value
used Is ,107, The procedure omits dark points which are
isolateds It assumes these represent nolse, It also omits
all dark polnts which are part of connected reglions which
Intersect the border of the square, These are assumed to be
halr,» the other eye, or shadows on the nose, Because the
search square Is |arge, these other features are sometlmes
opresent,

A3, The dark polnts found In the preceding step should
be the polnts that make up the dark area around the eye,
The center of this area |s defined to be the centroid of
these polnts, Let S be the set of "dark" polnts found, Let
ng be the number of points In s, For @ ¢ s let the
coordinates of a be x,,¥,. Then the centrold (x ,¥ ) Ts

computed from

x|
"

M

Iy
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A4, It might be expected that the dark area found
above |s an acceptable approximation to the dark area around
the eye, This Is not the case. The extent of the area
found |Is strona|y dependent on the fractlon used to define
"dark" polnts, Since the square used must be quite large so
that the eye will not be missed, the uncertainty In the
value of thls fraction is large, Another iteration of the
dynamic threshold setting procedure |s used, This time a
smaller square wil|l be searched so that the confidence Tn
the value of the fraction Is higher, The square will| be
centered on the centrold of the dark area which was found
previously, The slze of the square used |s agaln based on a
proportion of the width W of the head, The side of the
square |Is ,287 W,

AS, The centrally located dark area within the small
square |s Identified, The procedure |s the same as that
usea In step A2, The value of the fraction used to define
dark points Is .06,

A6, The dark polnts found in step A5 are characterized
by their centrold as was done in step A3, The new centrold
js denoted by X,,¥.. An additional parameter Is measured
which characterizes the dark region, Thils is the "mean
radius", 7, of the dark region, Let S, ng, @, X, , and y_ be
defined as In A3, Then the mean radlus is glven by

a

KES

Ns
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This completes the discussion of the general flow glven
In Flgure 8=6, The dark area around the eye has been found
and characterized by Its centroid and Its average radlus, A
plcture of this characterlization |s given In ngure 8-8,

Before golng on to discuss |ocating the liris, the
detalls of the dynamic threshold setting.procedure used In
steps A2 and A5 wi|| be glven, A generallzed flow chart of
this procedure Is given In Figure 8=7,

The procedure attempts to find a dark area that s
central to a square subset of the plicture, The dimenslons
of the saquare are Input parameters to the procedure,
Another Input parameter |s NDARK, the number of dark polnts
expected, The values of these parameters were specified In
the sectlon which described .the calls on these procedures,

An [nspection of Flgure 8~7 shows that there are
several loops within this procedure, The |ooping may not be
necessary |In plctures where the eye reglon 1Is clearly
distinoct from lts surroundings, Flrst, the fiow of the
procedure will| be discussed assuming a stralght, non=looping
flow through the program, Following this, the reasons for
allowing Iteration and the loops wlll| be discussed,

Let A ; represent the grey-vajued plcture matrix which
includes only the points In the square under conslderation,
The flrst step Is to form a histogram of the Intensities of
S, The histogram Is formed In the array h(@:15], The value

of the elements of h are
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Form hlstogram of [ntenglties.
. ¢
T « threshold whloh Includes NDARK polnts,

‘ .

L « fa|se

U« faj|se
¢

ﬁdnwdid“06*0“4*0‘*‘4#*4‘;hﬁﬁﬁﬁbbﬁﬁﬁﬁﬁﬁbﬁﬁﬁbﬁbﬁbﬁﬁhﬁO&

* ¢ 1/
* Make blnary using T, ’
) + ’
' Fi1l Isolated holes, '
* 'y '
* Label connected reglons, *
* ¢ L 4
. N1 « nr, of dark points, *
* N2 « nr, of points In L « true
¢ small reglions and T e T=g
* border regjons, . ’
* N3 « N1-N2 \
* ¢ true *
* EEREEERK) A
. / \ vyes / \
* ¢ N3 3 @ Dovaseswsasrsaazs=av{ U D
U« true \ / \N v/
T « T+1 EEREKEIEN] v
* ¢ no false ¢
* ¢ ¢
+ false R ¢
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/7 \ no / \ ¢
< L )btryh&hrutbrhubbﬁ( N3 2 NDARK > 'S
\ 7/ \ / ¢
v AKX ¢
¢ true ¢ yes ¢
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n ¢
Delete points In ¢
small and bgrder ¢
regions, ¢
; ¢
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¢
¢

Figure 8=7, Oynamic thresho|d setting,
(Procedure for finding central dark areas,)
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Figure 8-8. The dark
region around the eye
and characterizing
parameters.

Figure 8-9. The area
. searched for the iris.

!







hy = :Ei[lf A; = k then 1 else 21,
3

The varlable T is set to that threshold that includes
NDARK polnts, More preclsely, T Is the minimum value such
that

-

= h 2 NDARK,

k=0
It Is clear that T divides the plcture A Into two sets of
points: the dark points with A;; € T and the |lghter polnts
with Ay > T,

Now two Boolean variables, L and U, are set to "fa|se",
These are only used If looping Is necessary, This completes
the Inltlallzation of the procedure,

The malin body of the procedure begins with construction
of a blnary~valued plcture B from A, The threshold T TIs
used In this construction as follows:

B

1 0f Ay ST

£

g If A;3 > T,
Thus the 1's In B represent the dark pofnts of A,

The plcture B [s smoothed somewhat by fliling 1In
isolated holes, Polnts with value 2 are set to 1 if they
are surrounded with 1's,

Connected regions of 1's In B are Jidentified and
labeled, Thils is done using the procedure "CONNECTED"
which was dlscussed in detall In Chapter 6 (see Flgure 6=4),
Since each dark polnt of B Is labeled with the reglon number
of the connected region to which It belongs, It is easy to

count the number of points In each connected dark reglion and
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to ldentify those dark reglons which intersect the border,

N1 |s set equa| to the total number of dark points In
B, N2 |s set equal to the number of points In B that are |n
small regions (< 4 points) or In reglons that Intersect the
border, N3 1s set to N1=N2, N3, then, Is the number of
points In connected dark reglons that are reasonably large
and somewhat centraj,

N3 |s tested to ensure that It |s greater than NDARK,
1f It 1sy) all Is fine, Those polnts previousiy Identified
as being members of small reglons or border reglons are
deleted from the binary picture B, When a polint |s deleted,
its value Is set to zero.

The procedure has completed |ts work, The blnary
plcture B is avallaple with 1's only In points that are
central and dark, The centrold and mean radius can be
computed using B,

Now, we must return to consider the cases where
iteration Is necessary in the procedure, This Is necessary
if fewer than NDARK points would be |eft after deleting
small regions and border reglons, Recall that N3 Is the
variable that Is a measure of these points, There are four
cases to consider,

Case 1, @ < N3 < NDARK and L s false, In this case
the assumption Is made that the threshold T was not set high
enough, It was desired that NDARK polnts should be present

in the eye area, When much dark halr from the forehead or
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temples enters the square under conslideration, the threshold
T, which was obtained from ¢the histogram during the
inTtializatlon of the procedure, Is unrellable, The dark
points from the halr are present in the histogram but then
are deleted as border polnts, The solution Is to raise the
threshold T, Although more halr may be included It wil| be
ignored since It a|jways extends to the boundary of the area
under conslideration, T |s (ncreased by 1. The Boolean
vérlable U Is set to true to indicate that the threshold has
been moved up, A transfer I|s made to the beginning of the
body of the procedure)

Case 2, N3 = @ and U Is false, If U Is false, this Is
the flrst Iteratlon of this procedure, At the flrst
threshold setting, al| points appear to be border polnts or
in small reglons, When this condition |Is reached, Tt
Indicates that the eye region possesses a strange
connectivity In the picture under consideration, All dark
points are kept In the matrix B and the program Is allowed
to proceed onward to the next stage of processing,
Hopefully, the tolerance of the remalning routines wil| be
able to handie this strange picture, (This case Is included
In the program on|y for completeness, It has never been
encountered when processing normal plctures,)

Case 3, N3 = g and U Is true, In this oase we have
already encountered case 1 and have increased the thresholid,

In doing so the entlre set of dark points has become
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connected to the borders, Thils undesirable situatlion is
remedled by |owering the threshold one notch and using those
results as the best avallable, T Is decreased by one, L Is
set to true, The program transfers to the beginning of the
body of the oprocedure, Case 4 wlll occur on the next
iteratlon,

Case 4, @ < N3 < NDARK and L Is true, The previous
Tteratlon encountered Case 3, T was ralsed too hlgh,
Accept the value of N3, Delete the small regions and border
reglons, The resulting matrix B Is suitable for further
processing.,

This completes the description of the dynamic threshold
setting procedure, We wlll now consider the routines which
detect the lris,

Flgure 8~8 shows the dark reglon around the eye and the
parameters. X,s,¥,, and r» which characterize the reglon,
Now It Is necessary to find the Irls, In particular, we
wish to find the characteristic horlzontal cross-section
that was shown In Figure 8-2, An effective procedure for
doing thls Is the followlng,

Flrst the area where the Iris Is expected to be found
is heavlly smoothed, This area |s bounded above and below
by the l|lnes y =y, andy = §;+%F and on the ends by the
maximum extent of the dark reglon, Thls area is |llustrated
in Flgure 8+9, Within this area smoothing 1{s done by

replacing the Intensity at each point with the average
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intenslty over a pxq rectangle centered at the polint, The
height of the rectangle, p, |s equa| to the mean radius r,

The wldthy q. 1is =F. A typical vajue for ¥ Is 7, Thus a

w|—

tyolcal slze for the smoothing rectangle s 7x2,

Now, a horizontal cross-section |s taken along each
line In the rectangje in Flgure 8-=9, The characteristic
shape (two mountains of eye white wlith a valley between for
the Irls) can be identifled, The center of the Irls 1Is
located, and Its coordinates are recorded,

The positions of the eyes have been located,

Therefore, processing of the eyes |s complete.

NOSE,

The measurements that are obtalned from the nose are
the coordinates of the center of the two nostrils, In a
front view of the face the nostrl|s are the only part of the
nose that Is rellably and consistantly present.

The nostrlls appear In the diglital plictures as two
small dark areas of roughly elliptical shape, A typlcal
nose reglon may be seen In Flgure 8~18,

The processing needed to locate the nostrils |s siml|ar
in concept to that used in processing th# eyes, First, a
locatlion for the nostrils |Is predicted, based on a mode| of
the relationship of the eyes and nose, Then the area
surrounding the predicted location Is searched to determine

the actual| location,
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Figure 8-10.
Nose region in
unprocessed picture.

Figure 8-11.
Essentials of the
model of the eye=-nose
relationship.
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Flgure 8~11 shows the wessentlals of the model that
relates the poslitions of the eyes and- the nose, The
distance between the eyes I|s denoted by D1, The distance
between parallel horizontal |lnes Intersecting the eyes and
intersecting the nostrlls |Is denoted by D2, In the mode|
D2/D1 Is assumed to be a constant ratio, The experimental
value used |s ,75, The mode| Is used as follows., Let XL,YL
and XR,YR be the previous|y measured eye |ocations, Then
the predicted nostril locatlons XP,YP are gliven by

YP =-L(YL + YR) + (22)(XR - XL).
2 DI

These coordinates glve a flrst approximation to the
location of the nostrils, A square centered on XP,YP wij|
be searched for the nose, The sides of the square are ,287
times the measured width of the head W,

A key point In locating the nose» as In finding almost
every other feature, is prellminary smoothing, This tends
to make prominent things prominent and to make the minor
local varlatlons have a smaller effect, The smoothing s
done on the nose reglon by replacing the average Intensity
at each point In the square under consideration by the
average Intensity of the four polnts In a 2x2 square.

At the same time that this smoothing takes place, a
histogram of Intensity Is made, This histogram Is used for
subsequent threshold setting,

The nostrlls are Jocated by a procedure which does
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dynamic threshoid setting, The broad out|ines of the search
for the nostrils Is given by the flow chart In Flgure 8-12,
This flow chart Is discussed In detal| below, The general
idea Is as follows, A thresho|d T is gradually ralsed from
lower to hligher grey values, At the |owest value only the
foew darkest polnts are below the threshold, As  the
thresho|ld |s ralsed a |Ittle, several small dark areas wij'l
be below\the threshold, These areas should [noclude the
t@b nostrlis, There may also be dark areas for shadows
under the nose or from the sides of the nose. A heuristic
declislon proceddre Is used to [dentify those dark areas
which represent the nostrils,

The detalls of the procedure of Fligure 8~12 are as
follows,

Ci, The first value of the threshold T 1is chosen as
the minimum Intensity 1In the nose reglon. This value Is
obtalned from the previously prepared h|stogram,

C2, Dark reglons are Identifleds A dark point Is a
point with Intensity less than or equal to T, A binary
valued ploture s formed with dark points having value 1,
and |loht points having value 8, Thls 1is simllar to the
procedure used in locating the dark eye ﬁrea. The procedure
for ldentifylng connected reglons (CONNECTED, Flgure 6-4) Is
applled to the binary valued plcture; its methods were
discussed previously In eye and body processing, Each dark

point |s assoclated with the region number of the connected
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c1, Inltiallize T using histogram of Intensities,
‘ .
c2, ldentify dark reglons,
¢
¢
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cs. Finished, The coordinates
of the nostrl|s are X1,Y1

and X2.,Y2,

Flgure 8=12, Locating the poslition
of the nostrils,
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reglon to which It belongs, From this Information the
centrold of each dark, connected reglon is computed,

C3, XP,YP are the coordinates of the point predicted
to be between the nostrliis. The closest reglon to XP,YP |s
found, Here the distance from a polnt to a reglon s
defined as the Euc|idlan dlstance from the polnt to the
centrold of the region, X1 and YL are set equal to the
centrold of the closest reglon,

C4, A check Is made to see |f there (s a second reeiSn
in the plcture at approximately the same helght as Xi,Y1,

In particular, what Is scught Is a centroid X2,Y2 such that
YL = Y2] < A1 and IX1 =~ X2| > N2,

Sat|sfactory values for the parameters are Al1=4 and X\2=8,
If such a reglon is found, the search faor the nostrlis Is
successful; the program transfers to C8, If such a reglon
is not found, more reglons are searched for at C5,

C5. The threshold T Is Increased by one, This wili
Tnclude more dark polnts In the next Iteration of the
procedure,

C6, Dark reglons are ldentifled In the area of the
nose using the new value of T, This step Is ldentical with
step C2,

C?, Hopefully, new reglons have been found In the

preceding step, The coordinates X1,Yl of the o|d closest
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realon (found In step C3) are stll| known, A check Is made
to see If a new region |Is present at approximately the same
heifght as X1,Y1, The detalls of the test are the same as In
step C4, If there Is a new region which. meets ¢thls
criterla, the search for the nostrils Is successful, and the
program continues to step C8, If not, another Iteration of
the procedure Is needed and a transfer [s made to step C3,

cs, The procedure 1Is finlshed, X1,YL and X2,Y2
represent the coordinates of the two nostrlls,

This completes the processing of the nose. The
locations of the nostrlis are recorded for eventual use [n

the classiflcation step,

MOUTH,

The mouth was a diffjcult feature to locate
consistently, When work was first begun, It was anticipated
that polnts of the mouth and |lps could be found by edge
detectlon operators, This dld not work because of the
great varlablilty present In the mouth region, In a ITght
Tntenslty representation of the mouth and Its surroundings,
the things that stand out are the highllghts and shadaws
caused by llght falllng on the recesses and protruding
curves of the mouth, The |Ips and the mouth Itself are much
less prominent, These |lghts and shadows change greatiy
with varlous |ighting arrangements,

Another problem In recognlzing mouths is the
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variabl| Ity of posltion, There Is no "standard" position
that a subJect can be Instructed to assume with his mouth,
Therefore, plctures of the same mouth |ook different from
plcture to plcture,

The one characteristic of the mouth that |Is uniformly
detectable |s the dark thin horlzontal |ine which the mouth
forms, The program was written to detect the presence of
this |ine and Its location,

The principal component of this process s a
Iine=finding operator, A great deal of experimentation was
performed In an attempt to devise a good operator, The
following procedure s the result,

The operator vdetects horlzontal dark I Ines., It
examines points In a 7x7 square of the plcture. Lét'BT be
the average Intensity value In row | of the plcture,

If
B1 2 B2 2 B3 2 B4 £ B5 £ B6 £ B7
and |f
Bi1 > B4 < B?
then the polnt at the centep of the square |s on a dark
line, If the two relations above do not hold, the central
point Is not on a dark |ine,

Now the procedure for Jocating the mouth can be
described,

" Step 1, The area to be searched for the mouth Ts

delimited, Thls area extends vertically from pelow the nose
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to near the predlicted chin, Horizontally, It extends from
left. to rlght Just outside of the previously Jocated eye
centers,

Step 2, The mouth reglon |s smoothed using 2x2
smoothing, Here s elsewhere, smoothing improves
performance,

Step 3, MWithln the mouth reglon a|l points that are on
dark horlzontal |lnes are Identifled, The 7x7 |ine finding
operator descrlbed above |s used,

Step 4, A threshold |s determined such that hal|f of
the polnts which are on dark horlzontal |lnes are darker
than thls threshold, Points with values above thls
threshold are eliminated.

Step 5, The rows of the reglon under conslderation are
examined to find that row which contains the greatest number
of the polnts remajning, At thils point the mouth Is sasjjy
identifled as the string of remaining dark points on
adJacent rows,

This completes the processing of the mouth, the flnal
feature on the face to be determined, All measurements are
now avallabje, The classiflcatlon algorithm can be applied

to the measurements to identify the Individual,
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CHAPTER 9
PATTERN CLASSIFICATION

This chapter wil| describe the methods used to ldentify
a subJect once a set of measurements has been obtained from
the plcture, It Is worthwhile to re-emphasize that the
study of pattern classiflication methodé does not represent a
malor part of this thesis, The location and Tdentification
of features [n grey scale plctures Is the concern of thls
thesls, Once the features are l|ocated and measurements
obtalned, |t Is necessary to use a classi|flcatlion algorithm
for ldentification of the subject, For this purpose a
standard and easl|y used classification method Is used,

The pattern classiflication problem |[s an example of
decision=making when there |Is uncertalnty in the data on
which the declsion s based, It may be deflined as follows,
Glven a real valued vector X, Which has been selected from
one of the classes Ci, C2,,4s» Cm, We wish to find which of
the classes that X represents, That is, we wish to find a
declslion function of the feature vector X such that

fF(x) = | If x ¢ Ci,
In this thesls, the components of X are the measurements
obtalned from the plcture, normallzed by dividing each
measurement by the measured helght, The classes Ci each
represent one person whose measurements are In the

recognition dictlonary.
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This pattern classification problem may be separated
from experimental pattern recognlition and treated as a
oroblem |n mathematical statistlcs, There exists an
extenslve |lterature concerning thils problem, Many
classification algorithms have been described, varlous
algorithms are appropriate depending on the knowledge which
is avallable about the probabl|ltles of the classes and the
probabl|lty distributions of the features for members of
each c¢lass, The many methods whlich have been proposed and
used are broadly surveyed and described In the recent papers
by Nagy £[1968] and Ho and Agrawala [19681, Both papers
contain lengthy bibjiographies of the (important |lterature
deallng with pattern classiflcation,

ldentIflcation of peoples as Bledsoe and Hart have
observed, Is characterized by a smal|| number of samples from
each of a large numper of classes, Th|s contrasts with
tradltional pattern recognition problems where one has many
samoies from a few classes, Thus |t |Is difflcult to
estimate probabllility distributions,

Accordingly, from the many classification schemes that

are avallable, the nearest nelghbor method (Cover and Hart

£19671) was chosen for this work In ldentification of
people, The reason for this cholce |s that the nearest
neighbor method 1Is simple, easy to use, intultively
appealling, and requlires no prlor know|edge of underlying

probabl|lty distributjons,
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The nearest nelghbor method may be described as
follows, For each person whose measurements are In the
recognlitlion dictlionary, one or several n~component
measurement vectors have been obtained, Each measurement
vector may be conslidered as speclfylng a polnt In an
n-direnslonal space, A distance function D(?{?S Is deflned
between any two polnts x and ¥ in the space. When It s
necessary to classlify a new measurement vector ?ﬁ the
distances between X and each point In the dictlionary are
computed, The closest point to x Is that y: for which
D(X,¥:) Is minlmum, and X Is ldentifled as representing the
s8Mme Person ag Y,

With relatively few vectors for each person In the
dictionary, this sort of classification will work wel|| ¢
the feature vectors for each person are nicely clustered Tn
n-space, The success of the Berti||ion system and Bledsoe's
work wlith Identification from measurements Indicates that
this Is Indeed the case for accurate measurements, In the
recognltlion system studied here, the measurements contaln
measurement errors, but the nature of these errors Is
difficult to estimate, Nevertheless, the nearest neighbor
classification method oprovides a simple way to test the
feature detection that forms the princlpal effort In this
thesls,

As stated before, the nearest neighbor procedure Js

simple and |Intuftively appealing, 1Its chlef disadvantage,
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the large memory reaulired to store every opreviousjy
encountered measurement, Is not bothersome with the
relatively small| data sets used here, There |s another
feature of the nearest nelghbor procedure which Js

worth mentloning, It 1Is well known that when all| the
underlying probability structure of a classification problem
is known and used, the optimum declslon rule may be obtalned
using Bayes analysis and choosing the class Ci which

maximlzes

Peci|¥y = _PeXlcny pecty
| %P(?lcu P(CJ)
Cover and Hart [1967] have shown that for |arge samples, the
probabl|lty of error of the nearest nelghbor rule Is bounded
above by twice the Bayes probabllity of error, (Minsky and
Papert (1969, p, 197] give a clear example of a special case
of this result,)

In choosing the distance functlon for wuse In the
nearest nelghbor algorithm) the metric which was used
successfully by Bledsoe [1966] was selected. The dlistance
from X to ¥ Is defined as

D(X)Y) = % ;-‘_4 X; Vi) |
where a;" Is the Intra-person difference varlance for
measurement J; In other words: ff is the varlance of
differences In measurement J between plotures of the same
-

‘ > ,
person. More preclse|ly,» let a and b be two measurement

vectors for person i} Form the difference vector 37
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for person | as

3 - - . - .
il a) b) '
Do the same for each person untl| a complete set of

difference vectors 31, 351 see 2 ELM has been obtalned,
Deflne Gf as the varlance of the Jth component of these
difference vectors:
ey .Tn 2 l? * :
- — .\ - — al.
0: mé(als) ™ & "‘] '
Clearly this distance measure is a Euclidean distance
on a space In which each component has been welighted by a

i ] . .
confldence |evel il This welght wl|| be large on a

. L}
measurement that s rellably repeatable, It wi|l be smajl

on an unrellable measurement,

It was mentioned above that this |Is the distance
measure used by Bledsoe, To be precise, It should be
mentloned that Bledsoe had many more measurements In hls
manually obtalined data, These measurements were grouped
according to the features, For Instance, one group might be
all the measurements on polnts of the mouth, The distance
measure presented above |s the measure used by Bledsce for

the dlstance between centroids of groups,
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CHAPTER 10
RESULTS AND CONCLUSIONS

The principal positive result of this research I8 the
use of goal-directed techniques to successfully locate
features in cluttered digital pictures, Thils success has
been verlfled by dlsplaying the results of the feature
finalng algorlithms and comparing these |ocatlons with the
locations obtained by hand from digital printouts of the
plctures., Successful performance In the task of
fdentification of people provides further verification for
the feature flnqlng algorithms, The test of the performance
of the program on Jldentification of people Is descrlped
below,

A collectlon of 72 digital plctures was used In thls
test. This collection comprised 24 sets of pictures. Each
set consisted of 3 pictures for one Individual: a plcture of
the body, a plcture of the background which corresponded to
the body plcture, and a close~up of the head. Ten
Individuals were represented in the collection, For most,
there were 2 sets of plctures, Three individuals had 3 or
4 plctures each In the collection, The plotures of the same
individual were taken at various times over a two year
period,

A large amount of information wl|l be included in thls

chapter about the collection of plctures which was used In
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the performance test, This Is done In order to provide a
clear Indicatlon of the aquallity of the TJnput and the
character|stics of the results, In addition this Inforation
could be wused In compalrison of ajternate methods with the
methods of thls thesls, A full set of the data used to test
this program Is available from the author,

Detalled Informatlon on the plctures of the entire body
will be provided for 4 plctures, 2 plctures each of 2
individuals,

The complete Input data for 2 of these pletures Is
included as Appendix 1, For each plcture several pages of
computer oprintout are glven, Taken together these pages
complete|y specify the Input plcture, In the printouts In
Appendix 1 <(and a|so In Appendix 2, to be described later)
the sixteen levels of |ight Intenslty are represented as
follows, Each polnt contains a |ight Intensity <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>