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This procedure (ZORBA) is studied in detail for a resolution theorem
proving system. A set of algorithms (ZORBA-I) which automstically generates
an analogy between a new unproved theorem, T

A
T, is described in detail. ZORBA-I is implemented in LISP on a PDP-10.

, and a previously proved theorem,

A large set of axioms, D, that is sufficient to prove a variety of
non-trival theorems is provided. The user supplies (1) Tps (2) T3 and (3)
a proof of T, proof [T]. ZORBA-I outputs a set of axioms D' (D' € D) which
it proposes for proving T,. The axioms in D-D' are deleted and a proof of

A
T, is attempted.

: ZORBA-I creates an analogy, ¢, Which consists of two submaps:

(1) a one-one map between the predicates that appear in

proof[T] and D';
(2) a one-many map between the axioms that are used in
proof [T], called AXSET, and those in D'.

A complete analogy & includes all the predicates and axioms that
appear in proof[T]. A partial analogy contains only some of these. One
partial analogycxk is an extension of another partial analogy aj, if one
of the submaps of os is a restriction of the corresponding submap of oy
ZORBA-T operates by developing a sequence of partial-analogies that
terminate in a complete «.

A program called INITAL-MAP creates the first partial analogy, 5

by associating the predicates that appear in the statements of T and TA. A

second program (EXTENDER) uses a small set of operators which transform a

partial-analogy into an extended partial-analogy. It uses syntactic de-
scription of the clauses in AXSET to instigate searches through D to find

analogs for each clause. Each new clause association may create a new

partial-analogy. The sequence of partial analogies finally terminates in a
complete analogy which includes D' as a submap.

ZORBA-T is examined in terms of its empirical performance on paris

of analogous theorems drawn from abstact algebra. A D is chosen with 250 clauses
and D' is found for each of several theorems that requre only 5-2C axioms to
prove them. Analytical studies are included which show that ZORBA-I can be
useful to aid automatic theorem proving in many pragmatic cases while it may
be a detriment in certain specially contrived cases.

The limitation of ZORBA-I's representation of an analogy are discussed

along with proposals for future research.
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solve. A data base twice this size is sufficient to
render any but the simplest problem unsolvable. In genersal,
there is no decision procedure which can be used to restrict

a date base to a set of necessary axioms. Here, an snalogy
with some previously solved problem and a new unsolved problem
is used to restrict the data base to a small set of appropriaté
axioms.

This procedure (ZORBA) is studied in detail for s resolution
theorem proving system. A set of algorithms (ZORBA-I) which
automatically generates an analogy between a new unproved
theorem, TA, and a previously proved theorem, T, is described
in detail. ZORBA-I is implemented in LISP on a PDP-10.

A large set of axioms, D, that is sufficient to prove a
variety of non-trivial theorems is provided. The user supplies
(1) T,5 (2) T; and (3) a proof of T, proof [T]. ZORFA-I outputs
a set of axioms D' (D' ¢ D) which it proposes for proving T, .

A

The axioms in D-D' are deleted and a proof of T, is attempted.

A
ZORBA-I creates an analogy, ¢, which consists of two submaps:
(1) a one-one map between the predicates that appear in
proof[T] and D';
(2) a one-many map between the axioms that are used in
proof [T], called AXSET, and those in D'.
A complete analogy @ includes all the predicates and
axioms that appear in proof[T]. A partial analogy contains only
some of thege. One partial analogy ak is an extension of

another partial analogy aj’ if one of the submaps of aj is

a restriction of the corresponding submap of ak' ZORBRA-T

ii



Operates by developing a sequence of partial-analogies that
terminate in a complete (.
A program called INITIAL-MAP creates the first partial

analogy, 0., by associating the predicates that appear in the

l)
statements of T and TA. A second program (EXTENDER) uses
a small set of operators which transform a partial-analogy
into an extended partial-analogy. It uses syntactic de-
scription of the clauses in AXSET to instigate searches
through D to find analogs for each clause. Each new
clause assoclation may create a new partial-analogy. The
sequence of partial analogies finally terminates in a
complete analogy which includes D' as a submap.

ZORBA-TI is examined in texrmg of its empirical performance
on paris of analogous theorems drawn from abstract algebra.
A D is chosen with 250 clauses and D' is found for each of
several theorems that require only 5-20 axioms to prove them.
Analytical studies are included which show that ZORBA-I can be
useful to aid automatic theorem proving in many pragmatic
cases while it may be a detriment in certain specially
contrived cases.

The limitation of ZORBA-I's representation of an analogy

are discussed along with proposals for future research.
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FOREWORD

This thesis is the first comprehensive report of a five-year
project that studied the use of analogies to aid deductive problem
solving. Some of the ideas presented here will appear in the pro-
fessional literature. Portions of Chapter III are to be presentedl
at the 1971 IFIP Conference held at Ljubljana, Yugoslavia. Chapters
111, IV, and V are to be presented2 at the International Joint Confer-
ence on Artificial Intelligence, to be held in London, September 1971.

This research has been supported by the Advanced Research
Projects Agency and the Natlonal Aeronautics and Space Administration
under Contract NAS 12 -2221, and Rome Air Development Center under
Contract AF 30(602)-L147.
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is quite new, for I have developed an operationally specific model

for a kind of reasoning by analogy that has barely been studied in
the past.

Some writers have demonstrated the usefulness of analogies to
aid concept acquisition as a helpful adjunct to problem solving.

. 3%
Wertheimer's

4,5

studies with school children (concept-acguisition) and
Polya's extensive examples of heuristic aids to problem solving
(concept—formation) are two cases in point. In addition, a few
experimental studies6 verify the usefulness of relevant experience.
However, none of these workers specify in any detail the cognitive
processes that are invoked to create, appreciate, and exploit analog~
ical information. Some artificial intelligence (AI) researchers have

7

created problem-solving and theorem-proving and game-playing pro-
grams9 that generate fewer irrelevant inferences or play a better
game (of bridge) based on the experiences they have had in the past.
However, each of the programs is designed to slowly improve from
problem to problem and "learns" to perform well only after exposure
to a large number of problems or games. While they develop a kind of
sophistication that is general for a particular domain of digcourse —
e.g., geometry, logic, bridge — they are unable to extrapolate the
quite powerful problem-dependent information that we associafie with

learning by analogy.

Thus we face a difficult situation: We want to study an impor-
tant cognitive process at an operational level of detail which (a)
has no adequate model in the problem-solving literature, and (b) is

unprecedented in existing computer-based problem-golving systems.T

*
References are listed at the end of this thesis.

*The one AI program that exhibits a variety of analogical reasoning
in solving problems that appear on the Miller Analogies Test cannot
use the analogies it generates to assist some deductive problem=-
solving system and contributes little to our discussion. It is
described in more detail in the next section of this chapter.



The approach that I will explicate in the following chapters is
devoted to desipgning and implementing a new artificial system that is
sufficiently complete to generate and exploit analogies between pairs
of fairly complex problems. It is able to substantially improve the
performance of a deductive problem-solving program that is associated
with it. In addition, its qualitative behavior resembles many fea-

tures of human problen solvinglo’ll

including set, productive con-
Tusion, developing relevant abstractions, evalustion of promising
leads, and the creation of partial solutions. The mechanisms that it
includes may well be imcorporated in some later simulation of human
analogical reasoning. This approach parallels a previous important
linkage between AT research and the simulation of cognitive proc-
esses. In 1964 Danield Bobrow12 reported his development of a pro-
gram that solved algebra word problems of the sort studied by high
school sgtudents. He had created a program that was sufficiently com-
plex to solve many problems of this class. After he reported his

15

work, Simon and Paige analyzed the problem~solving protocols of
high school and college students asked to solve similar problems.
They found many of the mechanisms that were used by people to be
represented in Bobrow's program. When we are researching a new area,
a research strategy that precedes a validated simulation model with a
model that is merely sufficient to perform the appropriate behavior
seems necessary. In order to create a sufficiency model, we first
need to find the set of operations necessary to produce our desired
behavior. While referring to computer simulation of perceptual
processes, Gy‘rllL emphasizes this order and writes:
"It should also be pointed out that the above problems

require, first of all, research with the computer itself in

order to establish, for example, what internal organization

is required for the generation of a precept or capacity by

the computer. Following this, the computer behavior must

be compared with the behavior of living organisms."



The paradigm I will describe for reasoning by analogy can be
appreciated both as a novel advancement of contemporary AI technology
and as a fertile addition to the sparse psychological literature con-
cerned with reasoning by analogy as a cognitive process. For the
latter, it suggests a set of necessary operations that can be

ineluded in a simulation model.

In the next chapter, I will begin to limit the kinds of problem
solving and analogies that we will study. Several varieties of
analogy will be distinguished from the point of view of the kind of
information processing that is necessary to recognize and exploit
them. One class of analogies is selected for further study. A
paradigm (ZORBA*) for utilizing this class of analogies is developed.
In addition, a particular instance of this paradigm (ZORBA-I) is
studied in detail for a particular kind of problem-solving system, a
resolution~-logic theorem prover, which in turn is applied to a par-
ticular domain of discourse — abstract algebra. Thus, at each
stage our study will become increasingly specific. Consequently,
many recurrent terms will need to be redefined periodically. For
example, here I am content to allow the reader to use my preliminary
definition of an analogy as a sort of similarity. In the next chap~
ter, several varieties of analogy will be distinguished. Later
still, within the context of ZORBA~I, an anslogy will be represented

as a particular set of one-one, one-many, and many-many mappings.

The next two sections place ZORBA in the context of contemporary
AT and problem-solving research. This chapter concludes with a

brief outline of the dissertation.

B. ZORBA in the Context of AT Research

Although ZORBA is an unprecedented extension of AI into the

mechanical generagtion and exploitgtion of analogies to gid heuristic

*ZORBA is an acronym for (Z0) Reasoning By Analogy. Zorba was a
passionate, intuitive Greek, and many of our contemporaries consider
analogy an intuitive process outside the realm of reason.



problem solving, it draws many ideas from a long research tradition.

These include:

(1) ZORBA-I is associated with a particular heuristic problem
solver (resolution theorem prover) and necessarily relates
to many of its particular features — e.g., axiomatic data

base, single rule of inference, etc.

(2) ZORBA can easily be described by using many concepts that
are recurrent and basic in the heuristic problem-solving
literature. These include ideas such as a search space,
legal-move generator, candidate-move ordering function,
and matching routines. ZORBA operates with a search
space in which each node is a special kind of mapping
("partial analogy") and has routines for generating suc-
cessor nodes ("descendant analogies") that contain more
information than their ancestry. When a node has several
descendants, an ordering function is invoked to select the
descendant most likely to be a valid extension of it.
Matching routines are invoked to create the set of possi-
ble extensions, in selecting the most plausible member of
this set, and in generating the actual extension. These
procegses will be described in substantial detail in Chap-~

ter IV.

(3) Specific AI programs have dealt with elementary forms of
reasoning by analogy and learning applied to heuristic
problem solvers. For completeness I want to describe

this work here.

One program in the AI tradition stands out for its potential
relevance. In 1964, Tom Evan315 reported developing a system that
successfully solved problems from the Miller Analogies Test, a widely
used intelligence test. A testee is asked to
select one of five given figures that satisfy a given analogical

relationship. For example, which of (a)...(e) is to Diagram C as



Diggram A is Lo Diagram B in Figure 1 below? Kvans' program was
highly successful in solving many problems in this class and was one
of the most complex programs of its day. However, much of its com~
plexity was devoted to the pattern-recognition aspects of its activ-
ity —~ e.g., separatlng (:59_{ into <::> ——-1 rather
than (:E}- . The algorithms he developed for actually
generating and testlng his analogies are not described. In fact, he
admits attempting "all possible combinations" of associations until he
finds an appropriate analogy. Fortunately, he is dealing with only
two or three (geometric) objects and the relations between them, and
he has to consider, at most, 10 to 20 possible mappings. In contrast,
gsome of the analogies we will treat in this thesis allow over ldubos—
sible mappings (Chapter VII) from which we must select one analogy!
When Evans finally generates his analogy by his unspecified process,
he stops. He doesn't exploit his analogy to aid some other problem-
solving process. (Later in this introduction, we will discuss some
experiments by Dreistatdt who showed that people can use some simple
visual analogies to aid deductive problem solving.) Despite these
limitations, Evans does contribute two key ideas which are exploited
in ZORBA: (1) An analogy is viewed as a special kind of mapping, and
(2) an analogy between a picture Pl and g picture Pé can be derived
by matching a description Pl with a description of Pé and assoclating

the corresponding objects and relations.

ZORBA is concerned with the axioms and rules of inference used to
solving a deductive problem rather than the relations that describe a
two-dimensional diagram. Thus, the description (of axioms) it uses™
are quite different from Evans' picture description language. In
addition, the number of possible mappings it could generate if it
tried "all possible combinations"” of the relation it wants to associ-
ate are prohibitively large (Chapter VII). Thus, we need explicit
heuristics for restricting the set of mappings to those that are most
plausible, and for selecting the best among these. Unfortunately, he

leaves us in the dark, and we must invent our processes anew.

*3ee Chapter ITI.



FIGURE 1.

A

SAMPLE ITEM

as

FROM MILLER ANALOGIES TEST.

(c)

(a)



Tivans' analogy is the only implemented AI program that treats
treats some of the problems explored here. In 1969, Joseph Beckerl6
sketched a model of induction and analogy for a semantic memory sys-
tem that added two ideas to the literature:

(1) An analogy is defined as a specific kind of one-one mapping

between kernels of a semantic net.16

(2) A means of creating an analogy between two situations that
were "egsentlally analogous,! differing in unessential

ways, is developed in terms of a weighting scheme.

Becker is interested in the processes that underly understanding
natural language and concept formation. His universe of discourse

deals with simple situations such as:

Sl: Peter the monkey ate two bananas at 3:00 a.m. on Tuesday.

Peter is at the zoo.
S.: Harlow the monkey ate a banana for breakfast on Saturday

at home.

ST Susan fed Harlow a banana in the park.

3

He is concerned with generalizing over sets of situations such as
Sl - S5 to "induce": '"monkeys eat bananas." He gives analogy forma-

tion a crucial developmental role in the process by generating an

analogy between S and 82, and between S and S_, to induce his

’
generalization. He includes a means of scorlnz the relative impor-
tance of elementary facts that compose a situation. For example,
here, we want to neglect Susan's feeding Harlow (S ), and Harlow's
eating on Saturday (S ), to generate an analogy between Sl and 82

I am purposely vague about the details of Becker's treatment since he
uses special representations and terminology that would demand too
much description to develop adequately in this introduction. This
work was a valuable gedanken piece since Becker explicated his anal-
ogy generation process in some detail, in contrast to Evans who

neglected to explicate this process at all. Unfortunately, Becker



never implemented his model or reported extensionsg or variations of

his paradigm.

The AI literature dealing with analogical reasoning contains
only the two paradigms cited here. Any work relating analogy to

problem solving must start from scratch.

(In Chapter II, we survey the kinds of information processing
required by various kinds of analogies.) Fortunately, many of the
processes required for non-trivial analogical reasoning (Chapters ITI-
VI) can be carried out with the techniques that are well known to

Iy

artificial intelligence: tree-search, matching, etc. Since we are
using analogies to expedite the search for the solution of a new
problem, we need to relate our analogizing system to some existing
problem-golving system. The AT tradition provides several candidates
(Chapter III), and a resolution-logic system has been chosen as an
experimental vehicle for the approach that is developed here. This
particular problem-solving (theorem-proving) system has been
developed as part of a well defined resgearch tradition that goes back
to the very first deductive problem solving system that was imple-
mented: the Logic Theorist of Newell, Shaw, and Simonl8. From the
vantage point of heuristic theorem proving, the use of analogical
information that is developed here (Chapter III) is one kind of
heuristic for decreasing the search space that includes the desired
proof. In fact, ZORBA-I uses an analogy to select a small set of
axioms that are likely to be necessary for a problem solution from a
date base that includes considerably more (irrelevant) axioms.
Methods for selecting relevant axioms prior to solving a problem have
been an outstanding unresolved issue in the heuristic problem-solving
and theorem-proving fields. Here, we are able to provide a novel

approach to this important matter.

In summary, ZORBA-I provides a link between the heretofore sepa-
rate areas of reasoning by analogy, and heuristic problem solving.
Little work has been reported in the former-area, and the research

reported in this dissertation breaks new ground in our understanding




of the process of analogy generation. Heuristic problem solving is
one of the classical areas of AI research, with a relatlvely rich tra-
dition of paradigms end important research issues. Our work falls
directly within this tradition by tackling an important unsolved
issue in heuristic problem solving (data-base reduction) by applying
analogical information within the context of a currently popular

problem-solving paradigm (resolution logic).

C. ZORBA in the Context of Contemporary Problem Solving Research

in Psychology

The use of analogies to aid problem-solving ability falls into
two classical areas of cognitive psychology: concept~formation and
problem-solving (or directed thinking). Unfortunately, very little of
the research literature is even peripherally relevant to the work that
is reported here. In 1969, Driestadt19 reported a clever experiment
that studied the use of (visual) analogies to aid the problem (puzzle)
solving task. He asked his subjects to solve seversl problems that
required a particular geometric configuration as a solution. For
example, a "tree planting problem" in which ten trees must be arranged
in five rows of four trees per row was presented. The problem state~
ment and its solution are shown in Figure 2. Some of his subjects
were shown a set of pictures that embodied a five-pointed star pattern
required for the solution. Different pictures contained a playing
card joker, a rocket zooming to the stars (Figure 2), and an aquarium
with starfish. These pictures were withheld from control subjects who
required significantly more time to solve these problems than subjects
who were presented with the pictorisl aids. Dreistadt concluded that
visual analogies were a useful aid to this problem~solving task.
Dreistadt's work is progressive insofar as it is the only reported
research that directly relates the usefulness of analogies to problem~
solving speed. Unfortunately, he doesn't study the way his subjects

create the analogy and represent it to themselves.
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5 rows

Solution: L trees/row

Associated Pictures:
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- FIGURE 2. TREE PLANTING PROBLEM
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Two styles of problem~-solving research that potentially could aid

our understanding fail to be relevant for similar reasons:

(1) Some researchers pose problems to subjects that require
novel uses for familiar objectsgo. For example, a piece
of paper may have to be rolled into a tube to transfer
steel balls from one container to another. Various
studies have been conducted to learn how problem~solving
ability varies with a demonstration of the "appropriate

1

functions," irrelevant but superficially similar train-

ing problems, etc.

(2) Learning theorists= . have long been concerned with trans-
fer of the solution rules of one problem set (training
set) to other related problems. In a typical experiment
a subject will be given a set of problems to solve. In
the course of solving them he will learn some rule that
applies to each problem in the set. He is then pre-
sented with a second problem set which requires a solu-
tion rule which may be similar, more general, or quite
different from the rule learned in solving the first
set. The subject's ease in solving the second set of
problems is studied as a function of the relationship
between the solution rules used in the first and second

problem sets.

Both thege research styles openly develop their results at a
different level of generality than we need here. Most contemporary
psychologists are concerned with behaviors rather than consciousgness.
The latter was exorcised from academic psychology near the turn of
the century in lieu of the former, which is more amenable to experi-
mental observation. Most experimental results are stated in
behavioral terms — e.g., the use of visual analogies can aid some
kinds of problem solving. The description of underlying mechanisms
(other than S-R patterns) and representations necessary to develop an

information-processing model of the sort we want here require infer-

12



ences about the contents of a person's consciousness that are unset-
tling to most contemporary experimental psychologists. A protocol
analysis in the spirit of Newe1122 could conceivably be carried out
for many of the experiments reported in the literature, if the
researchers were more interested in the details of the ongoing inner
processes of their subjects. Unfortunately, we have no such reports
relating to the role of analogical reasoning in problem solving to

rely upon.

D. Preview of the Following Chapters

The remainder of this dissertation follows a simple pattern.
Chapter II is devoted to exploring the kinds of information that can
be transferred between analogous problems. It was originally writ-
ten as a solitary document in 1969, after ZORBA-I was conceived, and
before it was implemented. Its conceptual framework is a little dif-
ferent from that which appears in other chapters. All except Chap-
ter I were written after the bulk of experimental work was complete,
and provide a post-ZORBA view of reasoning by analogy. Chapter II is
included in its original version, since it provides an important
study that serves as a pre-ZORBA introduction. ZORBA is introduced
in Chapter III, and expounded in Chapters IV and V. The experimental
results appear in a table at the end of Chapter V and are inter-
spersed throughout Chapter VI. In contrast to the experimental
results, a set of interesting formal properties of the algorithms is
developed in Chapter VII. In particular, conditions under which the
use of analogies alds problem-solving efficiency are discussed. Chap-~
ter VIII includes comments on extensions to ZORBA-I to include a
wider variety of analogiles. We conclude with a retrospective glance
and suggestions for future research in Chapter IX. A brief note which
describes ZORBA-I as an implemented operating system gppears as

Appendix C.
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II AN INFORMATION-PROCESSING APPROACH
TO REASONING BY ANALOGY

A. Introduction

Reasoning by analogy (RBA) has been discussed in artificial
intelligence circles because of its extraordinary value in human
problem solving and its elusiveness to mechanization. Without an
ability to analogize, we would be unable to generalize, induce, or
theorize. Moreover, thinking would be rather tedious, as we would
have to solve each distinct problem afregh, without referring to pre-
vious experience. Fortunately the spectrum of similarities we are
able to exploit is rather wide, encompassing many types, each with
its own subvarieties. Unfortunately, we call much of this diverse
behavior "reasoning by analogy."  Hopefully, in the near future, we
can develop some useful refinements for RBA. For the present, I'll

gsimply describe some of the activities that are considered RBA,

With respect to any particular kind of analogy, RRBA includes

the following activities:

(1) @Given a particular problem, theorem, or situation (PTS)

find a previously known PTS that is analogous.

(2) Given a PIS, produce a special kind of analogous PTS.
This would include producing the mechanical analog of an
electrical circuit, the n-dimensional analog of a
2-dimensional geometric theorem, the continuous analog
of a discrete function, the infterpersonal analog of an
international conflict, the French analog of a Greek

idiom, etc.

(3) Given an explanation of the functioning of some PTS, pro-
vide an explanation for the functioning of some analogous
TS,

14
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(4) Given two PTS's that are allegedly analogous, find at

least one coherent analogy between them.

(5) Given two analogous PIS's and a set of consequences of

observations drawn from one, infer an analogous set of

P N N R e YT A Al AnrratdAana et FhAa Adkhhan

-

manageable proportions this discussion covers problems that can be
solved by deduction from some initial set of axioms, or derived by
the application of a set of operations to a set of initial states, or
that can easily be transformed into this form. Although it is possi=-
ble to fit a wide variety of problemsgh, including geometric construc-
tions, puzzles, and robot manipulation tasks, into this framework,

the majority of problems considered here are theorems in the usual
sense*. More structured than "real-world problems," this class
offers a decent starting point for any mechanized analogical problem

solving that hopes to be successful.

1. Change of Parameters

Two PIS's are recognizable as identical up to a change of

parameters — e.g.,

Il=j‘ 1+) 2 ax , n>0
-0

[e o]
12=j (n+x2)-5dx , n>0.

-0

Computing Il and 12 are 'parameter~variant" problems.

2. Generalization

In each pair of PTS, one is a generalization (or simplifi-

cation of the other:

(1) Let the pair of PTS be the 3-ring and 5-ring Tower
of Hanoi puzzles. The 5-ring puzzle is more

genergl than the 3-ring puzzle.



(2) Tl: Given a triangle ABC, prove that the three

vertex-angle bisectors meet in g unique point.

T1’: The premises of Tl imply that this point is

the center of the inscribed circle.

2 Given a tetrahedron WXYZ, prove that the bigsec-
tors of any three dihedral angles that do not
meet in a common vertex intersect in a unigque

point.

T2’: The premises of T2 imply that this point is

the center of the inscribed sﬁhere.

3. Similar Relational Structures

The pairs of theorems T3/T4 and T5/T6 are "relationally
isomorphic" when represented as graphs with nodes and links of
different types to represent relations and objects of different
classes. (The partitions of nodes and branches is, in effect,
a categorical semantics for the graph language.) In viewing
the proofs of these theorem pairs, one finds that they are
identical up to a set of substitutions (e.g., abelian group/
commutative ring, angle bisector/perpendicular bisector, etc.)

that results from the mapping associated with the analogy.

T3: The bisectors of the three vertex angles of a
triangle intersect in a unique point that is

the center of the inscribed circle.

T4 : The perpendicular bisectors of the three sides
of a triangle intersect in a unique point that

is the center of the circumscribed circle.

™ The intersection of two abelian groups is an

abelian group.

T6: The intersection of two commutative rings is a

commutative ring.

18



This class is an extension of the parameter-variant class,

and with some provision for mapping sets (clusters of nodes) into

sets of different cardinality, they may also include many gener-

alization-type analogies. Note that the relational isomorphism

is "local.™

The preceding analogies were selected for their trans-

parency, but even isomorphismg can be complex. For example, con-

sider:

T( ¢

T8

Let ABC and abe be two triangles in the same
plane defined within a k-dimensional finite
geometry over the Galois field GF[pn]. Let
these triangles be perspective for a point O,
such that 0, A, and g are collinear, O, B, b
are collinear, and O, C, ¢ are collinear. Let
« be the point of intersection of AB and ab, S
that of AC and ac, and & that of BC and bc.

Then the points &,8 , and Y are collinear.

Let X, Y, and Z be three subgroups of a geo-
metric set of subgroups of Gk such that no

one of them in the group is generated by the
other two. We select other subgroups of the
geometric set as follows: each of them is in
the group {X,Y,2}; O is any such subgroup not
contained in any one of the subgroups {X,Y},
1Y,2}, {z,X}; x,y,2 are such subgroups aif-
ferent from 0,x,y,z and contained respectively
in {0,X}, {0,Y}, and {0,2}. Let m, &, and v
be the subgroups of the geometric set of sub-
groups common to the respective pairs of groups
(X,Y},{x,y8, (Y,2},{y,2}, and {Z,X},{z,x].
Then each of the two subgroups (4, €, and V,

is in the subgroup generated by the other two.

19
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Every k~dimensiocnal projective geometry over a Galois
field GF[pn] is capable of a concrete representation by an

+
(k+1)n and type (1,1,1,...,1) if we con~

abelian group of order p
consider each subgroup of order pn as a point in the geometric
space.,25 This association renders T7 logically equivalent and
relationally isomorphic to T8, although this correspondence is

hardly obvious.

L, Plans are Identical

Plans for the solution of each PTS are identical (at some

level of abstraction) — e.g.,

(1) T19: If a given affine transformation commutes with
every other affine transformation, then that

transformation is the identity.

T10: If a given affine transformation commutes with
all the translations, then that transformation
is also a translation (see Fig. 3 for proof
plan).

(2) T11l: 1If F(w) is the Fourier transformation of f£(t),
prove that e~JWtF(w) is the Fourier transforma-
tion of f(t-T).
T12: If F(w) is the Fourier transformation of f(b),
W

prove that (éj FGEQ is the Fourier transforma-
tion of f(at) (see Fig. 4 for proof plan).

20



Parameterize
each transformation

Set up expression
for commutivity

FIGURE 3.

l

Simplify expressions
(matrix and vector
manipulation)

Identify coefficients
of matrix
and vector variables

Solve the assoclated
coefficient equations

Describe the resultant
transformation

Affine

f: Eg - §3

Vo= AT+
Translation

- - -

M=£€+a
Identity

- -

M =18

PLAN FOR PROVING THEOREM 9 OR THEOREM 1O.
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Write the expression for the Fourier
transformation of the given function

Jf,

Select a change of variables
that will reduce the kernel

- é.
of the integral to f(x)e ™" *ax

Substitute the new variables
for the old

1

Simplify the kernel of the integral
« 1
to fx)e 9V *ax

o]

Substitute F(w') for f £{x)

-0

.
e IV de

FIGURE L. PLAN FOR PROVING THECREM 11 OR THEOREM 12
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(3) T13:

T14 :

Let an arbitrary line Ll intersect each of

three parallel lines s at points Py>

l’ S23 85
pg, and pB, respectively. Let another arbi-

trary line {2 intersect s and s, at

1 Sp2 3
points qy> oo and q5, regpectively. Then

P12 Q%

PoPs 93

Let an arbitrary line &l intersect each of

three parallel planes s X and s, at points

12 8 3
P1> Poo and p5, respectively. Let another

arbitrary line LE intersect s 02 and s, at

1° S 3
points Ay G and q5, respectively. Then

P1Ps 4%

(See Fig. 5 for proof plan.)

Although a coherent planning language for this diverse

set of problems has not yet been written, it is clear that they

are "identical" at some level of abstraction easily accessible

to people.

5. Change of Representation

The solutions of both PIS's involve a common change of

representation and style of argument.

(1) P1:

Consider the classical truncated checkerboard

domino-covering problem.

Consider a 3 X 3 cubical apple with a worm on
its surface. The worm travels from cube to

adjacent cube, boring a hole without ever

23



Construction: Drop a line dy from py | to Sz .
dy intersects s, at a, and $3 at ax .
Drop a line d, from g7 L to $3
do intersects s, at by and S3 at b;.
Prove: (a) AP Ppay ~ AP Pxas
(b) Agygby ~ Agyazbs
by: 3 equal vertex angles imply ~A's.
A
Deduce: (a) ‘272 _ PP
P2a5 P1P5
q,b a
() 2 . B
q1Ps dy9
Corresponding parts of ~A's are in equal ratio.
Prove: (a) P2, = 4y,
(b)  pa, = gbs
by : Opposite sides of a rectangle are equal.
A
Deduce: (a) Dypy + DoPs = P1Px
(b)) ajap * apas = a0
from: Adjacent segments on same straight line.
PPy 9 4
Deduce: =
P2P5 q2q5
from: Preceding equalities.

FIGURE 5. PLAN FOR PROVING THEOREM 13 OR THEOREM 1k
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returning to a previously drilled subcube.
Prove that it is impossible for the worm to

terminate his path in the centermost cube.
(2) If A is a matrix with transpose AT,
T15:  (a0)T = 4
T16: (4 B)T = BT AT
(3) If A is a matrix with inverse A—l,

T17 : (A"l)'l A

It

il

T18: (A B)‘l gt a7t

.

Fach of the preceding problem pairs entails similar repre-
sentations. The truncated checkerboard and the cubical apple
problems are both solved by coloring adjacent cells black and
white and then using a parity argument. If we restrict our-~
selves to a simple operator-free matrix algebra, T15 and T16
are most easily proved by representing each matrix by its ijth
element and manipulating the ijth terms according to the speci-
fied computations. On the other hand, T17 and T18 are both
easily proved by simple algebraic operations. What a person
extrapolates from T15 to T16 or from T17 to T18 is a specific
representation in which problem-solving ability is enhanced.

If a person were faced with the problem (AT)_l = (A-l)T, he
might be unsure of which representation to choose, and would
try either one. (It turns out that either representation

affords straightforward proofs.)

6. Common Subproblem

Both problems involve a common subproblem.

(1) Let A be a matrix with elements aij and an inverse

B. Then

25



1d det[A]
and
n 1+]
det{A]l = = (-1 ..
(4] = 2 ()™M e
Jj=1

where Cs s is the i—jth cofactor of A, Thus, the
computation of A—l and det[A] share the common sub-

problem of computing some cofactor of A.

(2) Consider a robot in a room full of scattered metal

furniture.

P1l: The robot is asked to paint the floor of the

room.

P2: The robot is asked to replace each piece of
furniture with a similar wooden piece from the

next room.

Fach of these problems can be solved by first clear-
ing all the metal furniture out of the given room,

and in that sense they are analogous.

Problems that involve only one common subproblem can be
really rather different and still allow useful problem-solving
extrapolations. Probably these extrapolations are best
regarded by treating the subproblems as substantial problems
unto themselves. For example, every time we encounter a trig-

onometric integral in solving some problem, we become better

' integrators and increase our facility for rapidly guessing

appropriate substitutions. Thus, the extrapolation of inte-
gration techniques from one problem to another is due to
recognizing the need for our developed skill as an integrator,

rather than noting some gross aspects of problem structure.
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D. Information Transfer Between Problem Solutions

A bold step toward RBA will be taken when an automatic algorithm
for creating an analogy between two problem statements is developed.
Presumably, such an algorithm need only know the two theorem state-
ments and have access to the data base of axioms. Even if one has a
detailed anslogy that is limited to the relations and objects explic~
itly mentioned in the theorem statements, one still must know how to
use this information to accelerate the search for a solution.

While some useful information may be gleaned from this

"restricted analogy,"

much of the information in a proof of the new
theorem often involves additional relations, facts, and patterns of
inference that are absent from the problem statement. Any interest-
ing analogy-generating algorithm will need to operate upon theorem
proofs as well as theorem statements. The search for

analogous "additional information"” helps pin down the viability and
level of abstraction that can be expected from a given analogy. If
we don't obtain much side information, we may believe that our
analogy is too specific., If we obtain too much, our analogy may be

too general.

In any but the most simple problems, the solution is derived in

terms of relations that do not appear in the problem statements.

Suppose we had a magical system that could offer information
helpful to proving an unknown theorem 1f it were given an analogous
proved theorem. What kind of interesting advice could we expect
from this program? At one extreme it might be clairvoyant and offer
a complete solution to the baffling problem. Short of such omnis-
cience, what kind of partial information would be helpful? Textbook
writers often append hints of two types to the problems they provide:

(1) Problem difficulty (easy, hard)
(2) "Hints" that include:
(a) Suggested representation

(b) Appropriate methods
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(¢c) Relevani principles or theorems
(a) Valuable s-tproblems.

In the second case, there seem to be three different levels of

"heuristic detail," each with possible attendant information.

. 1. Repregentations

— Representations are mentioned in Section C-5 of this

chapter.

A style of argument may be added — e.g., induction,
parity, etc. Additional details such as which parameter to

o induce on may be included.

2. Plan

Congider a problem solution as a sequence of states Sj

and state transition operators Pj’ as in Fig. 6 below:

P
1 2 3
B (HS—— -

- FIGURE 6. A PLAN DEPICTED AS A SEQUENCE OF STATES

Although the depicted operators have unary inputs, several
inputs may be possible, as in inference from several inter=-
mediate results (states)26. Likewise, there may be several
fy outputs —e.g., a problem may be split into seversl intermedi=
ate subproblems. A plan is any sequence of state descriptions
and/or operator descriptions that parallels an alleged problem
solution. These descriptions are usually abstracted versions

(patterns) that may have several candidates in the object

28



language. In this sense they are weakly specified. Several

varieties of information may be offered as a plan:

(1) A sequence of operations or methods may be specified
(Fig. 4).

(2) A sequence of patterns that describe the expected

state sequence (a state "monitor").

(3) A sequence of subgoals described in the object

language (Fig. 5).

A functional planning language needs at least four fea-

tures:
(1) TIts own logic

(2) A well-defined nexus between the planning states/
methods and the object-language states/methods

(3) An ability to reference future results

(4) Some facility to manipulate data representations so

that the flow between different processes is smooth.

These features are integral to an sutonomous planning sys-
tem. When we focus on the kinds of information that can be
extrapolated from problem to problem gt a planning level we
find:

(1) Plan, as described above
(2) Estimates on the difficulty of various subproblems

(3) Conditions describing when to terminate a process:

PO §
"simply the kernel of an integral to fx)e " *
(Fig. 4)
(4) Operator inputs: "deduce Sj from Theorem T, and
1"
851

This wealth of side information (nonsequential) associ-

ated with a plan can range in abstraction from being detailed
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in the object language (a particular theorem) to some more
abstract description {:.g., a theorem relating groups and homo-

morphisms, a sufficient condition for a set to be a group, etc.)

3. Object Language Level

(1) Explicit subproblems and lemmas (Fig. 5)

(2) Relevant theorems that will be used in the proof
(Fig. 5)

(3) The set of relations to be used in the problem solu-

tion
() Problem difficulty.

The set of relevant theorems need not be structured with
their relevant subgoals as in Fig. 5, but may be an unordered

get of which the PSS is conspicuously conscious,

It is now clear that the range of helpful advice is
rather broad, both in level of detail and degree of structure.
Although a restricted analogy could be generated first and the
"helpful information" later, it would be nice if some of 1t

were a byproduct of the analogy-~genersting programnm.

E. Automated Use of Analogical Information

In this section, I will combine several themes that have run
through this chapter and apply them to the automation of analogical
problem solving. First, I will summarize some of the key points

that I have mentioned in the preceding sections.

(1) The idea of analogy is ill defined. There are at least

several kinds of relafted analogies.

(2) FEach of these analogical varieties would best be recog-

nized by somewhat different means.
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(3) The kinds of information that are extrapolable between
analogous problems of each variety are quite different.
Thus, the algorithms and designs for using these diverse

types of information are likely to be quite different.

(4) One of the key issues in extending analogical information
is knowing in advance the level of generalization that
will hold for each anglogized parameter, method, operation,

theorem, or fact.

(5) A set of strategy/planning languages that would allow an
appropriate degree of generality would be quite complex.

These facts imply:

*
(a) No analogy-oriented PSS (APSS) should be expected to
process all varieties of analogy, since each involves

a somewhat different style of information processing.

(b) An APSS that attempts to extrapolate general sequen-
tial plan-like information or patterns of inference,
and attempts to actively direct a problem solver
that incrementally infers and tests inferences
against its supervisory schema would be quite com-

plex.

Many of the example problems presented in Section C of this
chapter push the limit of contemporary PSS and will probably be non-
trivial for any of the planning-oriented systems that will emerge in
the next few years. Thus, we end up wanting to use analogical infor-
mation without creating plans or other forms of skeletal solution

structures.

The means of doing this are actually very simple if we review
our situation again. A typical APSS will have a large data base and

be presented with a pair of problems: One is unsolved and the other

* A PSS is a "problem-solving system."
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has already been solved and its solution is available to the APSS.

I want to underscore a crivical way in which this situation differs
from the typical PSS. Most PSS's work on a "minimal" data base for
which the user has selected an adequately small set of axioms*, When
the data base of a typical PSS is expanded to include some irrelevant
axioms, they begin to generate a substantial set of irrelevant infer-
ences (due to the interaction of relevant and irrelevant axioms and
their descendent inferences). Consequently, they begin to flounder
in their search and may fail to solve problems that are easgily
solvable with a minimal axiom set. To be concrete, consider a PSS
that uses 8 axioms to prove some theorem T with a search that gener-
ates 100 inferences for, say, a 20-gstep proof. Adding 10 more axioms
to the data base may force it to generate 500 inferences before find-
ing its 20-step proof. In a sense, these figures are doctored, since
a set of 10 axioms can be chosen that will have no appreciable effect
on the search-space size, while another set of 10 may be added that

can explode the search space almost arbitraril:y.+

Since an APSS will be proving somewhat diverse theorems with a
(usually) common data base, it is in principle bound to seek proofs
in a context abundant in excessive and irrelevant data. One key
method for exploiting analogical information is to select a subset of
axioms appropriate for proving the new theorem. Then,
we are constricting the context in which theorem proving takes place
by narrowing the set of accessible axioms. The usual strategies of

the particular PSS can be used uhmodified; the analogical information

*A11 known resolution systemsl7 and GPSQ7 operate this way. Gelern-
ter's Geometry theorem—prover2 is the only system that accessed a
superset of the necessary axioms. He used a special model to cut his
search space to include only relevant inferences.

In the first case, add axioms that use many distinct predicate let-
ters and many distinct function symbols. In the latter case, use
axloms with only one or two predicate letters, and choose axioms that
will resolve with most of the others, preferably recursively.
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is merely used to narrow the context sufficiently to reduce the search
space to a more manageable size. Selecting an appropriate sxiom set
is one of several kinds of information that may be added independently

of PSS strategy. A more complete and suggestive listing includes:
(1) Restricting the set of admissible relations
(2) Restricting the set of admissible operator symbols
(3) Restricting the set of admissible axioms
(4) Restricting the order of operator nesting

(5) Generating analogous subproblems, solving them, and

adding them as axioms.

This list can be extended, depending on the kinds of information used
by a particular PSS. Thus, if a PSS has a look~ghead estimstor
(like REF-ARF)29, then that too may be analogized without modifying
the PSS structure. The key idea is that an effective means of
exploiting analogical information is to modify the context in which

a particular theorem prover operates, rather than subjecting it to g
planning-like scheme that supervises the sequence of its inference

making.

Now, the actual means for generating analogies and
extrapolating analogous axioms depends upon the representations and
PSS used. These details have been developed and implemented for a
resolution-based theorem prover and are described in the following

chapters.
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II1 AN INTRODUCTION TO ZORBA

A. Introduction

ZORBA, outlined in this chapter, is a paradigm for handling some
kinds of analogies. This is the first instance of a system that
derives the analogical relationship between two problems and outputs
the kind of information that can be usefully employed by a problem-
solving system to expedite its search. As such, ZORBA is valuable

in three ways:

(1) It shows how nontrivial analogical reasoning (AR) can be
performed with the technical devices familiar to heuristic

programmers — e.g., tree search, matching, and pruning.

(2) It provides a concrete information-processing framework
within which and against which one can pose and answer

gquestions germane to AR.

(3) Since it is implemented (in LISP), it is available as a

research tool as well as a gedanken tool.

The last two contributions are by far the most important, although
our attention will focus upon the first. In the 50's and 60's, many
researchers felt that analogical reasoning would be an important
addition to intelligent problem-solving programs. Ho<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>