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CGMPUTER CENERATION OF NATURAL LANCUAGE
FR(M A DEEP CONCEPTUAL BASE

Neil Murray Golidman, Ph.[D.
Stanford University, V7L

For ssny tasks favolving cammunication between humans and computers it
is necessary for the machine to produce as well as understand natural fanguage .
¥e describe an {eplemented system which generates Englizh sentences from
Conceptual Dependency networks, which are unambiguous, language-iree representa-
tions of meaning. The svstem ts designed to be task independent and thus capable
2f providing the language gencration mechanism for such diverse problem arcas
a4f question answering, machine tranglazion, and interviewing.

The meaning representation which is our starting point contsins neither
words nor English syntax. Thus selccting words and placing a syntactic siructure
an the seiected words is a oejor prot ‘em to be solved. Because sf the language=
free nature of the representation, this cannot generally be done by associastions
between mcaning elements and words. Nor can pleces of the meaning structure
simply be veplaced by words, since the meaning relations have ao direct correspond-
ence to any useful relations such as verb-object' between English words. '

T» encode mesnings inte English both language-independent and language-specific
knowirdge sre required. The former is provided by an already existing memory-
inference model, Knowledge of conceptuai categorics, time relatfons, idio-
syncratic beliefs, and contexts set up by previous language processing or inference
may all affect the words and syntactic structures sclected. 1t fs shown that &
wide variety of world knowledge t$ necded for language generation. Unlike enalysis,
where such information fs used for disambiguation, generation uses this knowledpe

for determining appropriatencss of words and linguistic relationships.

V F



7 %
There &rv several sources of English-specific knowledge. Discrimination

networks permit efficlent retrieval of words which express complex meaning rela-
tionahips and interaction with the memory model. Information azsociated with

word senses provides a method for mapping language-independent meaning relation-
ships inta h::gul:ot-deptndcnt syntactic relationships. This knowledge is used

to make predictions which guide the construction of an interoediste structure,
calied & syntax net. This net (s neither unambiguous nor language-free. To deal
with grammaticslity, & formal grammar s incorpordted. This grasmar describes
those &spects of surface English syntax vhich are required to complement the

model "s vocabulary and conceprual domain. The final sentence generated is a result
of & 'linearization’ of the syntaxz net by the grammar.

Many patraphrases ¢an be generasted from single meaning representations. The
orzbers of thege sets &re not syntactic paraphrases of one another, bur quits
different ways of expressing an underiving meandng. The basic processes and dats
structures of the system provide an slternative 1o gireviously proposed modeis for
language gencration. Such &n alternative model was necessitated by the use of &
language-{reec neaning representation. Some of the reasons for employing such &

representation in computer prograss are considered. Many features of language

are not dealt with by this swmtem, and some desired extensions are discussed.

i1



ACKNOWLEDGEMENTS

1 would like to acknowledge ey indebtedness ro
Proftessor Roger Schank, who served a¢ my adviser 1n this
tesvarch, It was Dr., Schank whao firs8t interested me 1
computaticnal linguistics, and 1% was his own work which
provided the foundation upon which my Own work has been
Buf ot

I would alsc like to thank Professcrs Jerooe
Feldman and Cordell Green for serving on =y reading
comEittec. Their time spent reading the Danuscriprt and
tThell suggenstichs are greatly appreciated.

The ideas which make up this thesis were not
developed in tsclation, and [ thank all those students who
have colisborated in the work on natural language processes
4t the Stanford Artificial intelligence Laboratary. In
particulaer, 1l would like to thank Charles Rieger and Chris
Fiesbock for =zany valuable discussions durtag the past
WG years.,

Ry further thanks go to the [stituto per gli Scudt
5e=antici ¢ Cognitiv:i I1n Lugano, Switzerland for providing
the tize and factlities which enabled me o comnplete the
writing of this thesis.

! would certainly be reniss were ! not to acknowledge

the debt [ owe =y parents, who instilled 1n me my very first

L1g



notton of "performance™ grammar. They have long since
given up debugging their creation, and should not be held

liable for those "competence™ flaws which remain.
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FREFATE

Te loock Tthrough & large text 1n search cf saome stall
portion of interest s not &n inviTing task for any resder.
To these who were not deterred fralE opening this thesis by
ite sheser bulx, I Jgive
1! my thanks, and
PR this pteface, 1n the bejief that a few paragraphs of

outline are worth more than the best Takles of Ceontents
and Lints of Jllustrations. It 1% hoped that a fTew
=inutes spent reading thes preface will mave much

time later, Goth in finding matertal which is of
interest and fiscardi~g that which (s not.

The INTFRODUCTION provides s briel history of artempts
at mechanized language processing, streusing those aspocts
of natural language which have Deen particularly troublescome,
1t roeguifes no knowledpge of linguistics or computer
schience to he understood, bLut will proevide no new Insights
ta those =moderately well-versed in the problems cf
computational linguistics,

Chapter | presents a basic approach to language
Frocessindg which has been adopted 1n this work. It delimits
that portion of the probles which we call GENERATION, and

provides exaiples of computer gencrated English produced

by ocur model.



Chapter 2 describes scoveral aspproaches to mechanical
language generation which hawe been previocusly izplemented,
O0f course not all work in the ares could be tncluded; we
have tried to present & fair cross-section of work, with
particular emphasis on those i1deas vwhich tnfluenced this
research, The discussion i3 limited to MACHIKE generation,
ne 4ttempt 1% made to cover the litevrature of generative
grammar, as developed by theoretical linguistics over the
past decade.

Chaptey 3 1s devoted tc the fundamentals cf Conceptual
Dependency representation., Those familiar with the
iitterature in this theory < 3i0, 3l, 32 may wish to skip this
chapter of mercly sKim the material 1n §t. For others, &
mofe “horough teading will be necessary in order to
understand the material which fclliows.

Chapter 4 discusse¢s the considerations which come
inte play when one 18 faced with the problem of generating
language from= =meaning., We doscribe very generally & process
which produces English sentences fros conceptual structures.
This chapter thus provides an overview of the materisl
presented in the following two chapters. It should be
sufficient to gitve & basic, if scomewhat crude, understanding
2f ‘roenceptual generation',

In order to produce English sentences from their

meanings, several distinct sorts of knowledge are reguired.

vi



Some of this 18 LiNngQulisStic tnh fhatufei v.7., how words and

Tranings are related, the notioen ¢f the 3 ntax .f a natural

language. OQther 1nformation 12 noat lihguisTtic 5 natuare,
but concotns world knowledge and beliefs, In Chapter

we detail this knewledage apd 1ts Gorganization 6 our =g del.

Chapter & describesd the process which utilizZers this
knowledge to produce natursl language scenhftornces from —eantsg
tepresentations., We show how a sizple re! g nenent of the
process enables the progran toc produce pataphrasen by
finding ditfferent natutal language encodings of a4 s1ngle
EeAaning.

In Chapter 7 an extension toe the ismplemented

program is described. The eXNIenRSIOnN CONCwInS the Senerat jon

of

nouns which descriibe events, and demonstrates the neod
for a new form of interacticn belween previcusly separate
parts cf the generative process.

Chapte? 5 contains & compat:son of conceptual with
non-concepiual representations, and presents some
thecretical arqguoents favoring ronceptual representations
for ceortain tasks, The thesis 1s concluded with & briet

suncary and a look &t sgme lEmportant problems which are

not handled adegquately far at all: by current Ttheories.
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IKTEODUTT [OR

"And the Lord rame down to seoe the city and fhe
tower, which the sons of men had bueilt. And
the Lord sald, "Behola, they ate one people,
arnd they have gl! ons language: and this |8
cnly the beginning of what they will 4oy and
ncthing that they propose to 4 will naow be
imposnible for them. fome, let un go dowr ,
arnd there confuse their language, Thar they may
not understand one snother'sn speesch, Sn rthe
Lord scattered thes abroad frep thete over the
face of all the varth, snd they left off butlding
the CLLY. Thoetefore 1t neame was called Hahel |
boecayse thers the Lord confused the Janguage of
ali the ecarth . . .7

Thus the bBible explains the ariging of the world's
manyY languages., It would appear that trte Lord's offorts
were ln ¥a&ain == the song of man have been little dinsuaded
from highriswe Luilding tand other evildecingt by lack of
camBunication. But the jaob of creating 4 confuning set
ocf lamguages was indeed manterfully done.

Through the yearr man has rematned fascinated by
language. He ha=z studied 4ts origing and development, He
nae shown that an individual can, with a8 moderate amount
cf effort, learn to commuficate i1n mofe than one language,
thus making language less of & hindrance o him,

¥hen the di1gi1tal computer came I1nto widespread use,
and its potenttal as a gvneral symbol processary was realized,
1t was only natural to try to teach 1t to deal with human

lanquages.



The first human, or 'natural' language problem to which
computers wore sericusly applied was translation. The
approach used was to read sentences (via & teletype or
punched cards) in language L, and produce a mentence by
sentence translation 1n language M, But despite much
Fersistence &nd many varied sttempts, the translation
problen rematned the domain of man and not the machine.

Since one of the prime difficulties i1n translatjon
geemed to be the lack of one tc one correspondence between
the words vf one language and those of another, it was
hoped that language tasks involving only a single language
might be more casily sclved, Could a computer, for
instance, take in information expressed in English and
later answer guesticons about that information? Or could
the computer's vast memory be used like an encyclopedia to
store informatten, and the machine then companded to
retrieve all (t 'knew' about & given subject from this
store?

The resulrts of work on ‘unti-iingual' problems, like
the work on translation, failed to justify ecarly hope=s.
But in this work it was seen that the d1fficulties which
proved to be the gltimate stumbling blocks were the same
cnes which had stymied the machine translaters. The
cenfusion in human tanguage lies not in the multitude of

human languages, but Ln the nature of language itself,



More particutarly, all the cafriy programe ran 1nto
troublie because they fatled to "uynderstand’ the language
they were dealing with <45, In some cases the ambiguity
cf language caused problems. A translation program could
not translate "Smith went to the dentist for a gum infect i an”®
lnte snother language without first understanding the English,
Here ‘understanding' Includes fecognizing "gum 1nfection”™
& & medical probles with a part of the couth. Withouat
this level of understanding *he phrase could be read an
analogous to "virus infecticn® (a medical problen cauysed
by a virus) and thus translated into something like “a
medical problem cauied by a4 stick of Jutecy Frutr™,

in Gther cases, the many~-to-cne relationship between
language fores and mcanings its the obstarle, A question
dntwerer, having been tald

“Brutus and his cohorts killed Cacesar by stabbing him"
might ecasily be expoected to answer the quest ion

“wWho killed Caesar?™
A human could answer this guestion cqually well having
bren told

"Brutus and his cohorts stabbed Cacsar to death=
because he 'understands’ the relationship botweon "killtng"
and "stabbing to death®™. But how can we mike the CoOmputer
see this relationship?

Our goal is to make the computer use natural language

in human-iike ways.



The problems machines have had to date with natursl language
emphasize that, while we know how to use language, we don':t
¥et understand how 1t works, At least two paths tc our

goal might be tried. Perhaps using language is Like driving
& car -- i1nferring the operations needed to drive from the
mwchanical design of the auytomobile 13, at best, an indirect
approach to ledrning how to drive. If this is the casge,

cur eofforts should be directed toward finding heuristics to
deal with immediate problems, setting sside questions of
underlying language theory.

On the other hand, pevrhaps the problem 18 more
analogous to building the car from a roomful of parts.
Unless the principles of operation are understocd, the
chances of stusbling across the right sequence of moves to
Fet it all together are rather din.

Bcth approaches have been, and are beting, investigated,
At one ecxtreme are approaches which focus on making the

cemputer acco=plish a particular taak, employing whatever

heuristics appear to help when obstacles arise. At the
oppostite end of the spectrum are approaches which ignore
bath specific tasks and computational methods, focussing
enly on the formal properties of lanquage itself.

The model of language processing incorperated in
cuf program, like many other models, lies gomewhere between

these oXLreles.



We have tried rto avoid twe major pitftalls of the vxtromes,
Task coriented approaches tur the risk aof finding sclutions
which fall to generalize tc new problems. The price cause
cf this seems tc be the tendency to continually redefine
the task domatin, narrowing 1t i1n order to eliminate
particularly sticky language problems,

Statistical ‘word crunching” -- making decistons
tased on freguency counts of words and word stems 1n text --
18 an approach to information retrieval which displays this
fault. Interesting, and even, usefufl, results can be
obtained as long as the data base 18 appropriately limited,
HEut problems arise tf the domain widens. Aand the techni Jjues
used do not appear even sinimally relevant to ather tas&sh
zuch as machine translaftion,

The second danger wo try to avolid 15 that inkerent s
a4 pure linguistic approach. In tgnoring the computer
and particular tasks, 1n trying toc separate language from
1“8 uge, attentlon too often hecomes focussed on the FUOCRL LON
"What strings of symbols constitute the language?™ This
question 19 a difficult one;: tn fact, 1t 1=z not even woll
defined. However, 1t is noct a guestion which arisvs in
any of the tasks we would likxe computetz to deal with, A

process which could answer this question might well contain

subprocesses useful in 4 performance program. Thers t8

noe guarantee of this, howover.



We do not believe that people have spectalized ways
of dealing with language for each of the prcecbiems they
face. We don't believe the computer should do this either.
dur goal is to find general language processing technigues
with & wide range of applicability, In the next chapter
we introduce & model based on such technigques, briefly
discuss cach of tts cozponents, and define language

genetration, the matn topic of this thesis,
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LAKGUAGE PROCESSING AND THE ROLE OF GENERATION

What sorts of natural language tasks would we like
fomputers to deal with? Several have been Froposed:
I Machine Translation iMT; -- It would be yseful to nave
Zachines which could read sacientific documentd, newspaper
darticles, novelsn, ectc., and transiate them into crher
ianguages.
21 Information Keftrieval -- The cemputer would have access
Lo a large body of information on sone Sublv ot and find that
portioen of 1t relevant toc & specific toptc, For example,
Lt =ight be dvsed i1ke a law library to help a lawyer find
Preced ents for & case.
3 Informaricn Summaries -« cimilar to (20, bBut the computer
would summarize the relevant infoermation which 1t was able
to find. Humans dewonstrate the ability te summarize in
Freparing abstracts for articlesn and in headline writing
‘at lesst 1n those cases in which headlines are used an an
indication of article content: .
4] Yuestion AnSwering (DAl -- The machine would answer
Specific guestions about Lts data base. A neowcoaer to a
Computsr center could sit down &t a terminal and fiud agr
how to Qet an 4ccount, how to lag on, how to edit firies,

etc. bY tyYping queries to the computer in English,



Medlcal Interviewing ~- A machine could take a patient's
Bedival history and conduct an tniviatl interview to compile
cimty 0f symptoms and cther standard informatian,

#' Computer Alded Instruction (CAJI -- Camputwers are
slready being used to apd clasnroonm fnstruction. But the
student who uses such a machine today must mold his answers
4nd Juestions te 1ts limited language handling capabilitien,
Natura! student-teacher interactions Are not yet possible,
Home Terminals -- McCarthy <2i> has fuggested That
seliciuis consideration be 3iven to Bupflyting the public with
BEme 3Tdess to computer stored information. No more
telephorne hooks, TV Gu.dew, Lus schedules, recipe books,
P, cluttering up the house, Many specialized guestion
snswering 4n0d information retrieval progracs could be a part
T osuch & system. A great many simple things could be done
with little use of raturatl language by the computer. But,
tn the lokg run, 1f tens of millions af peaple Lre to be
fRERuUnicating with computers this way, it would be preferable
" have comrand and response lanjuages which were much Jike

Englisn and thuys Foegquired litele tratning of the users.

1. Basic Componentes

Three basic mechatisms are itnvolved in these tazks,
firne 13 language atalysis, which Baps surface language gELrings
intd some other fors which we shall csil their ‘"underlying

&



fepresentaticn’. A second process is languaqge Feneration,
which maps ‘underlying representations' inte surface strings.
Finally, there are CognitiVve process®s, which operate an
the result of language analysis and produce nmaterial for
language generation.

THE DIFFICULTY OF LANGUAGE GENERATION AND ANMMALYSIS,
48 defined here, IS HEAVILY DEPENDENT ON THE MNATURE OF THE
UXDERLYING REPRESENTATION. The closer this representatiaon
if o natural language, the ecasier will Lo the Ttask of
generarting language from the ftepresentation, Within this
thestis we gshall di1scuss Several possible forms for this
fepresentation, and show how the reprfesentationy which make
analysis and generation gitaplier tond to make cognitive
Processing more difficult.

Xe shall present and work with & 2ode!l which employs

A4 conceptual underlying representaticon. The noction of

conceptuasl representation will be explained in detatl in
Chapter 3. For now we B4y Jjust think of tt 38 a
Tepresentation of Eeaning abstracted from natuyral language.
This conceptual representation t8 designed to factlitate
the processing of Zfanings rather their derivation from or
¢xpresnion in natuyral language.

Let us digress for a moment to discuss same terminclogy
which might make the notton of conceptual representations

clearer., We shall frequently have cccasion to refer to

G



the syntax of natural la :guage. For our purposes, the

TRt lmportant aspect of Syntax is surface syntaxjy in
Particular, constituent Bt rfucture =-- the Frouping of the
words of a sentence into Units which grammartans call nouyn
phrases, verb phrases, clauses, etc, Syntax also covers
fuch aspects of language as agrecxent and volce.

We shall also valx about the £3£5 in which =zeanting
‘% expressed. Form incluces both the ByYntax and the
tndividual words used in o sentence. Many forms =ay have
the same De&ning:

“"Burton tried the butterscaoth fondye™
"Burton tasted the butterscoth fondue™

In such cases we speak of the multiple realizations of &

meAnLng. On the other hand, when & single form has mare

than one Deaning, we have amhziultz:

Alec had thrown the Fame. l(and the gazblers were plessed:
Alec nhad thrown the F4=¢. fand the checkers lay scattered
about the roomt
Finally, we ahai} Speak of the content, or seaning of

& Sentence. Just as syntax is defined 1n terms of abstrace

toncepts, 50 we shall define content only in terms of abstract

rj

oncepts, These concepts are the untts of meaning provided
by a ronceprual Fepresentation, And Just as the syntactic
URIt® teem te have sole sorr of 'realttyt ro language users,
%C these meaning gnits should have a reality for language
dunderstanders, The moening of a s¥ntence is tn part
determined by the syntax uysed e construct the Eentence.

io



It 1s alsc affected by the context tn whi-h *he svntence
OCCUr%. ¥hen talking aboul Beaning, however, we shall not

be including the notion of the intent of the stterancae, we
shall be designing a generator which always "aays what 3t
Teans®; not one which says "Your hair was vory pretty when

it was long" when 1t means “Your shoft hairde .s cutrajecus,”
Ultimately the best definition of meaning we can Five will

be the representation used far b, It 18 content, without
any remnants of form, thar conhnceptual fepfosentation sttempts
to capture.

We 2nall try to avo.d using the ters semantics tn our
descriptions. It has been used in many waysE In the
iiteraturey in fact, almast anything which has to d0 with
the relation of natural lanjuage to Oraning has heen termed
SHZAntIcSs a4t RGme time. Fatz and Fodor <1l!*» defined it as
"linguiztic description minue grammar™ which is a4 satisfaciory
definition 1f we tnow what lirguistic description and
Frammar are,. This definition points ap one feature of mose

SeSANTIC represvntations: they are by nature linguistic.

That 1s, they ETTARPY to Topresent Beanings ecxpressed by a
pParticular nartural languane, Conceptuyal fepresentaticns
are not linguistic in nature. They ate mcant to describe
inforsation degfived from BOnSOTy cxperience and mental

praressing as well a8 linguistic sources.,

1



The rerm anaiysils will bLe used toa refer to the
discovery of the conceptual ropresoentation of the maeaning
¢f a sentence. Parsing, on the other hand, wil} refer to
the discovery of the syntactic strucltufe of a4 menterce.

Firnally, we shall call expressing & mean:ing
tepredentation in natural language foalizing that
tepresentation,. FRealization 1s thus a special case af
iangusje Jeneration, distinguished by i1ts use of a meaning
fepfesentation &8 & SOUYTCo .,

Figure l=| cutlines *he basic compcenents and
interactaions of a4 conceptually based lanquage processin
systen, The thfee mai1n components &8Fe those sentioned
waT L ier . Firat, there 1¢ & language analyzer, which =aps
Surface sStrings 1nto conceptusl representaticns:

A 5 &
There '8 a language generatsr, w=hich Eaps conceptual
#TFUdcTures 1nto surface sStripgs:

Gt LA ]

7]

Firnally, there 158 & 'memory =odel' which santipulates
fonceptudl structures:
M o C

futh analysis and generati:on are Beaning plreserving

profes.es. The memory model is probably the least
snderstooed of the three components. With analysis and

Feheration we have fairly concrete itdeas of what the



dentred tnput - output felat ,onahips shouid e, even thouh

we don®t know how to schieve all of fhems, Bt for

tanks, particularly those which 1nvalve scme sort of dialogue

#iteation, 1t 38 ot even clear what cunceptual resnponse

wculd be sppropriate for a conceptual i1npu? to the memary

wWORLD

¥NOWLEDGE

LANGUAGE

s] mMEMORY uoDEL L___ LANGUAGE
N -t - ==
i AMALYSIS ‘ INFERENCE cENERAT ION ¢
i l DEVICE II i
! ¢
1
1
1
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natuaral natural
language BLLIEF language
nput response
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Let us see how these processes cozbine to perfors
somae of the tasks mentioned carlier. For MT, a surface
string in language L 18 analyzed to produce a conceptual
representat ion. Since tramulation reguires preservation of
neaning, The RemOory cperaticon reduces to the 1dentity
function -- it merely passesn the analysis result along to the
jenerator. The criginal surface string cans be discarded.
The Jeneratcr must produce an appropriate sString tn language
M to express this Eeaning, Translation is the only one
aof the Tasks suggested that reguires the cutput language M
ty Safler from the input language L.

For jiestian answering the analysis would be
identical te that performed for MT. In "information
3atnering' mode, the memory would not be producing material
foer *he Feneratlor 1o eXpross. It would, however, be

i
lntograting the analysis result 1nto 1ts knowledge store |,

in "guestioning' mode, the analysis result will indicate the
tequest for some sort of information. The memory, depending
en its sophistication, will etther try to find the regquested
information, or, failing this, attempt to deduce i1t from

the stored information, Ir any case, 1f an answer 18 ocbtained,
it will be 1n conceptual form and wtll be passed to the

jenoerstor for linguistic expresstcn.
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In thesr two tasks the analynis and goeneration
proceeses depend only on the natural language being used,
not on the particulay task at hand. We 1ntend for thise ro
hold true across & hroad variety of tasks, A ditferent
analyzer wouid be needed for English than for Germarn etrings,
But the basic content of the analysils should not depend on
wWhethor the string s tae be translated orf used an new
information, & given generator will only express con.eptual
snformation in one language. The mapping, however, should
be independent of the teascn the memory model has for
expressing the informaticon.

In this thesi18 we attack the problem of generation.
Generation is defined here To Le the mapping of conceprual
representations into surface strings -- that ts, dectding

HOW TGO SAY IT. Wae define the guestion of chaosting or

building &8 conceplual representation for sapression ==

that 1, the probler of deci1ding WHAT TO SAY - as not

being part ¢f the gencration process, but of another which
cur model places temporally prior toc generaticn. We shall
not discuss this problem in this thesis, Hevertheless,
we shall assuyme 1t hase been solved. For somDe taske, Jikw
MT iwhere scurce of Jeneration = result of analysist, the
assumption 1u valid, For others, like Lnterviewing, a

gtoeat deal of work remains.




BABEL 15 a computer implementation of a conceptual
genherator, it assumes & particular conceptual representarion
'described tn Chapter 11 and is intended toc cperate in a
configuration like that shown in Figure [-1. BABEL ras
teen developed 1n conjunction with implementattons of
conceptual analysis and memory operaticns. The cosbined
system 8 krown as MARGIE (Memory, Anslysis, Response
Genefation, and Inference an Englighl <33 | BABEL has
also been developed operating in 8 mode in which a4 human
performs the conceptual encodinge of meaning and the
deduction required for generation.

BABEL has been tested 1n three Ltagh domains. The

first 12 sentence paraphrasing. This is described tn some

deta:l in Chapter &. in this task & Eenteonce is typed hy
a4 human, analyzed Ly &4 conceptual analysis program, and
paraphrases, ©f multigle rteoea.lzationg, are produced by
BABEL from its conceptual representation. The second area

might be termed inference expressjon, In this task, &

sentence 1s typed ts the computer and, following conceptual
analysi1s, the memory model produces a set of nferences.
Theee Inferences, themselves conceptual representationsg, are
pessed to BABEL for exgresszion in English. Finally, we

have given BABEL sufficient Garman linguistic data to perform

Engliah » German machine translation for a small subset of

the conceptual strurtuyres accepted by the present English

tonCoeptual analyzer.
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P& Aannotated Examples of BAREL ing

Ke present in this section several examples of the
pProgram’s responses in the variocus nodes of operation.
Kith each example 1% a brief description of how the result
18 achieved and notes on points of particular interest.
Throughout this Section upper case 15 used to indicate
input to and output from the program; lower case L8 used
for comments.

We first consider severa paraphrase examplens. These
4re produced with BABEL running &% one component of the
MARGIE system., Conceptual analysis of the tnput sentence
is not performed by BABEL, but by a program written by

Bicsbook <25 .

TYPE INPUT
“IJOHN GAVE MARY A BICYCLE) the input sentence, typed
by a human

QUTPUT FROM PARSER, Fhe resulr of conceptual analystis.
It conmsists of two parts. F1raste,
the "'meaning' sf the utterance:

PTACTOR (JOHN) «=» (*ATRAMNS"! OBJECT (BIXE REF {INDEF!':
FROM (JOHN) TO [IMARY! TIME (TIMOl) FOCUS FAIARCTORY |}

This is the conceptual representation coployed by
BABEL., Chapter I doscribes this repreecntation in detat],
For this particular exazple, the anslystsn s roughly:

"An Actor Iwhc wanm the individual JOHNY changed the

B



‘possesstonshipt of an Obj)ect (which was an instance of

2 bicycle) from the possession of the tndividual JOHN o
the individusl MARY. This event occurred at time TIMOl and
the utterance focussed on the Actor of the event,™

The second part of the anaiysis relates the times
used in the representation to each other and te the time of
utterance:

TIMOO + ({VAL *NON*)} TIMDC has value *NON* (which 1w
slways the time of utterancel

TIMOL : {((BEFORE TIMOO X)) TIMOL iz belore TIMOC by an
unspecified amounet %

NEeXL we have an internal memory format: of this information:
FART IALLY INTEGRATED RESULT:
LIATRANS® (SJOHN1) (GOOO4) (SJOHNI) (WMARYL)) ITIME_(GO008&! )}

At this point the original Englaish input is discarded.
Only the conceptual analysis 1s used for further processing.,
The memory model could proceed to make inferences from the
new inforsatton. In pParaphrase mode, however, i1t nerely
Saves Lhe information and reconstructs it in the format
used by BABEL (which is virtually itdentical to that produced
by the analyzer.} it then becomes the only item of a2 list
of THINGS-TO-SAY fassed to BAREL.

THINGS TO SAY:

{EACTOR (JOHN) <=3 [*ATRANS™Y} OBJECT (BIXE REF (INDEF}}
FRON (JOHN) TO (MARY}) TIME (GOOO06) FOCUS ((ACTOR!}}

PARAPHRASE :

SABEL now produces English sentences which eXproess the
Beaning encoded inp the conceptual representation. The firse
ftep tn this process consists of producing & ‘syntsax network':

GOGI0. OB 2 (Gaoz3) GOD21: LEX (JOHN)
O8.J 1GGC22)
ACTESS 1Go021)
VOICE (ACTY GOO22: DET (A}
FORM (SIM) LEX {(BICYCLE}
TENSE (PAST}
MooD {IRDIC)
LEX (GIVE} GOOG23: LEX (RARY)

ts




Unlike the conceptual representation, the syntax
network utilizes English words and Englisk syntactic
relxtions. Finally, thig network 18 ysed to produce an
Engltsh senteonce,

{JOHN GAVE MARY & BICYCLE!
which tn this case is idoentical to the original tnput.

The pragram §goes on to produce further syntasx nets
and sentences tao express the safte Deaning.

GGOI 1Bl tG0025) G 24 DET tAD
OBJ Goa2a LEX FBICYCLE:
ACT SBJ (G002 3
VOICE LACT}
FORM LEIM GOOG2 % POBI G007 6)
TENSE {PAST) PREP (TOD!
noad tINDEIC
LEX iGIVE) '

GO0 &y LEX ITMARY!
GOO2 LEX i JOHN Y
FJUHN GAVE A BICYCLE TO MARY!

This parapnrase 1s the result of the fact that "give'
can exXpress the "change posscession™ Zeantng in etther of two

syntact:ic frames: "X gave ¥ 2% and X gave T toc ¥=.
GOOXY: I0RS FGO02 6 GOO2%: LEX {MARY
ACTEBRS GO0 S
oBJ [Fefsis
VYO ICE FACT ) GO F e FOBRS (GOO2T
FORM {51Im) PREP (FROM)
TENSE IPAST
MOOD [IHDICT
LEX I GET GOOI Ty LEX (JOHN)
GOG24: DET Y
LEX IBICYCLE!

iMARY GOT A BICYCLE FROM JOHN)

By 1gnoring the fact that the Actor (JOHN)' was focussed,
@ paraphrase which focusses on MARY (s produced.



GO024, TOBS (GOG2ITY GO02H: LEX  (MARY)
ACTSBJ (G0026}

OBJ (GOD2%)
VOICE (ACT GOO02I7: POBY (GUOOIZE}
FORM isSIM} PREP (FRON:
TENSE (PAST)
MOOD FINDIC) GO028: LEX (JOHN)
LEX tRECEIVE

GO025; DET EAD
LEX {BICYCLE)D

IMARY RECEIVED A BICYCLE FROM JOHN)

'Receive' ts conceptually synonymous with the sense
cf *get’ used in the preceding paraphrase.

Each of the parasphrases is produced directly fromw the
conceptual representation of the zeaning being expressed.
BABEL contains no rules which explicitly transform “give®
sentences into “"receive™ sentences, etc.

In the remaining exasmplies, we zhall not zhow the
conceptual representation or syntax ners produced by the
process, Rather, an 'Englishy" verston of the conceptual
representation will be given to provide the reader with 2
fairly good idea of the nature of the information which
BABEL is trying To exXpress.

TYPE INPUT

*{OTHELLD XILLED DESDEMONAR BY CHOKING DESDEMONA}Y

the current analyzer does not deal with pronouns; thus we
cannot type in “by choking her”.

The rconceptual analysis breaks this information down
inte the conjuncetion of two causative relationships:

(AND X ¥ ). The first of these, X, relates Othello's

grasping Desdemona’s neck to its result; namely, that she
was not able to take in air:
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X« (CAUSE & B' A= (GRASP OTHELLO NECKEIDESDEMODNA!!
B~ [UNABLE | INGEST DESDEMONA RIR)

The second element of the conjuncticon, Y, relates the result
cf the first, B, to its result: namely, that her ‘health’
sTate changed to the lowest possible value [-10:

Y= {CAUSE B C! C=({RECOME DESDEMONA HEALTH ~-10}

After being passed through the memory, the congeptuyal
sanalysis 1s given to BABEL, and the follawing paraphrases
are produced:

PARAPURASE ;

IOTHELLO STRANGLED DESDEMONA)
One of BABEL's mateor goals i3 to find words which express

large azounts of conceptusl structure. In this case, Engl:ish
provides a verh, ‘strangle’. which expresses almost
everything, This i% the first realization BAREL produces.

in general, the most compact way of exXpPressing Deanings aisns
Ree=8 t3 be the way nmost natural for English speakers tand,
ve would expect., for upeskers aof octher languages!. Hecause
cf BABEL's organization of linguistic knowledge, the most
compact realization is virtually always the first one
created.

IOTHELLC CHOKED DESDEMONA AND SHE DIED HBECAUSE SHE WAS
UNABLE TO BREATHE!

This and the remaining paraphrascs use Englishk conjunction

ta express the two clements of the conceptual representation,
The verb ‘choke’ 38 found *o eoXpress the "prevention of
Lreathing by grasping the neck™ i1dea, The second causal
relation 13 actually expressed ustng 'because®., BAREL
realizes that Engliash providesn & special verb, '"breathe'

to express 'taking in 6ir”, and that the changes i1n health

can be expressed as "die®,

IOTHELLC CHOKED DESDEMONA AND SHE DIED BECAUSE SHE WAS
UNABLE TO INHALE ATER}

Virtually identical toc the previous paraphrase. The fact
that English provides 'hreathe' 1s nrow i1gnored, and a word
for the intake of any gascous substance, 'inhale' 18 chosen.

0f course, use of this Dore general verd requires explicit
montion of 1te objlect.



/

fOTHELLO CHOKED DESDEMOMA AND SHE DIED BETAUSE SHE COULD
HOT BREATHE!
‘Unable' breaks up tnto the negating of ability.

FOTHELLO CHOKED DESDEMONA AND SHE BECAME DEAD BECAUSE SHE

WAS UMARSBLE TO BREATHE!

Even ‘Gie' can be broken down intoc separate units in English
which express the “health™ change. The word 'become’ <an

be used with & 'predicate adjective' to express state changes
whenevet the resulting state can be named; this holds true
even when no word s provided for the notion of changing

to tha: state {e.¢., "to becomc dirty™i.

IOTHELLD PREVENTED DESDEMONA FROM BREATHING BY GRABBINKG

HER NECK AND SHE DIED BECAUSE SHE WAS UNABLE TO BREATHE)
‘Choke’' &slsc gets paraphrased eventually. Since its
representation satches the pattern “someone doing something
which causes sCmeone else not 1o be able to perform some
gctian' the verbh "prevent' t§ appropriate. Of course,

twe pieces of information which were expressed by ‘choke’
oust now be explicitiy given; namely, what was prevented
(‘Breathing') and how it was prevented ('by grabbing the
neai "t

IDESDEMONA ®WAS UNABLE TO BREATHE BECAUSE OTHELLC GRABBED
HER NECK AND SHE DIED BECAUSE SHE WAS UNASBLE TO BREATHE)
'Prevent' is itself a pretty complicated idea, and can

e cxpressed in Dore Frimitive terms as a causal relavion.

'DESDEMONA COULD MOT INHALE AIR BECAUSE OTHELLC GRABBED

KERE NEC¥ AND SHE BECAME DEAD BECAUSE SHE COULD NOT INHALE

s

If allowed to run on for awhile, BAEEL eventually breaks
everything down i1nto small chunks. That 1%, 1rsofar as
possible, each conceptual unit and relation i1s individually
vEpressed by an appropriate Eaglish untt. Of course,
interspersed among these last foew Tealizations 1s a large
number of sentences which serely combine paraphrase in
drfferent ways.

FOTHELLC CHOKED DESDEMONA AND SHE DIED BECAUSE SHE COULD
NOT INHALE ALR}

{OTHELLC CHOKED DESUDEMONA AND SHE BECAME DEAD BECAUSE SHE
WAS UNABLE TO INHALE AIR)

'OTHELLD CHOXKED DESDEMONA AXKD SHE BECAME DEAD BECAUSE SHE
COULD HOT BREATHE)



[OTHELLO

CHORED DESDEMONA AND

SME

COULD NOT INHALE AIR)

L{OTHELLD
RECY AND

(CTHELLSO
HER NECK

(OTHELLO
HER MNECHE

IOTHELLD
HER MECE
BREATHE )

tOTHELLO
HER NECEK

{CTHELLD
HER MHETK
ARIR!?

tGTHELLO
HER MNECK

'OTHELLOD
HER KECE

TOTRELLC
HER NECY¥

TOTHELLO
HER NECK

R

fOTHELLD
HER MNECH

TOTHELLG
HER NECF
ITY

IDESDEMONA WAS UMNAEBLE

HER NEICKR

IDESDENMONA WAS

PREVEKTED DESDEMONA FROM
SHE DIED BECAUSE 5HL WAS

FREVENTED DESDEMONA FROM
AND SHE DIED BECAUSE SHE

PREVENTED DESDEMONA FRON
AND SHE UIED BECAUSE SHE

PREVENTED DESDEMONA
AND SHE HRECAME DEAD

FROM

PREVENTED DESDEMONA
AND SHE BECAME DEAD

FROM

PREVENTED DESDEMONA
AND SHE RECAME DEAD

FROMN

PREVENTED DESDEMONA FROM
AND EHE DIED BECAUSE SHE

PREVENTED DESDEMONA FROM
AND SHE DIFD BECAUSE SHE

PREVENTED DESDEMONA FROM
AND SHE DIED BECAUSE SHE

PREVEKTED DESDEMOMA
AND SHE BECAME DEAD

FROM

PREVENTED DESDEMONA
AND SHE BECAME DEAD

FROM

PREVENTED DESDERONA
AND SHE BECAME DEAD

FROM

AND SHE DIED BECAUSE SNHE

UNABLE

BECAUSE SHE WAS

BECAUSE

BECAUSE

BECAUSE ESHE WAS UNARLE TO

BECAUSE SHE CTOULD

BECAUSE SHE couLp

BFCAME [LFAD BE "AVSFE  SHE
BREATHING BY TRAMBING HEE
UNABRLE Tu BREATHE.

BREATH I NG
COYLD NOT

BY GRABHING
BREATHE

BREEATHING
COULD NGT

BY CRARBRBING
IRHALE AlIR:
BREATHING BY SRABBING
UNABLE TO

BREATHING BY
EHE (aouln

GRABBING
HIT HREATHE
BREATHING BY
SHE CoOuULD

GRABHING
ROT INMALE

INHALING AIR BY
WAS UMNARLE TO

SRABRING
RHALE 1IT:

INHALING
COouLb

AlF BY GRABBING
NOT BREATHE!

INHALING AlN BY GRABEBING
COULD NOT INHALE IT!
INHAL NG

ALE BY GRABBING

ITHNHALE

ENHALING AIR By GRABBING

NOT BREATHE)
INHALING AIR BY GRABBING
HOT INHHALE

TO BREATHE BECAUSE OTHELLO GRARBRBED

WAL UMABLE TU BREATHE:

TO BREATHE BECAUSE OTHELLO GRABBED

HEFR HECE AND SHE BECAME DEAD BECAUSE SHE WAS YNABLE TO

BREATHE )



(DESDEMONAR WAS UNABLE TO INHALE ALR BECAUSE OTHELLO GRABBED
HER NECH AND SHE DIED BECAUSE SHE WAS UNABRLE TO INHHALE ITH

IDESDEMONA WAS UMNABLE TO INHALE ARIR BECAUSE OTHELLO GRABBED
HER NECY¥ AND SHE BECAME DEAD BECAUSE SHE WAS UNMLBLE TO
INHALE IT!

{DESDEMONR COULD NOT BREATHE BECAUSE OTHELLO GRABBED HER
KECK AXD SHE DIED BECAUSE SHE COULD NOT BREATHE!

(DESDEMONA COULD NOT BREATHE BECAUSE OTHELLO GRAEBRED HER
RECK AND SHE BECAME DEAD BECAUSE SHE COULD NOT BREATHE!

(DESDEMONA COQULD ROT INHALE AIR BECAUSE OTHELLO GRABBED
HER NHRECE AND SHE DIED BECAUSE SHE COUTLD NOT INHALE ITH

(DESDENONA COULD NOT INHALE AIR BECANSE OTHELLO GRABBED
HER NECK AND SHRE BECAME DEAD BECAUSE SHE COULD NOT INHALE
ITE

*TYPE IRPUT

JOHN PAYED 2 DOLLARS TOQO THE BARTENDER FOR SOME WINE}

The conceptual analysis of this Sentence eXpresses tLwo
cvents, each being the cause of the other., One event ts
the transfer of possession cof two deollars from the
individaal JOHN o & (known! bartender. The second event
is the transfer of an unspecified quantity cf wine from
this bartender to JOWN. Furthermore, the analysis clsios
therv was & focus on the 2} dollars,

PARAFPHEASE :

'JOHN PAYED THE BARTENDER ! DOLLARS FOR SOME WINE)

BABEL's first realization employs the verb ‘pay', as did
the input,

(THE BARTENDER SOLD JOHN SOME WINE FOR 2 DOLLARS)

The next realization usSes the verb *agll® . It wasg chosen

as a result of ignoring the focus on the soney and choosing
4 VYort which focuses on the "sefler’.

{JOHH BOUGHT SOME WINE FROM THE BARTENDER FOR ? DOLLARS)

The verth "buy' expresscs the safe meaning, but with yet &
di1fforent focus.
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(JOHR PAYED THE BARTENDER I DOLLARS TO GIVE HIM SOME WINE!
When & sutual causatjon betwoen the giving of noney &nd the
of an abject exists, '"pay for' (s sppropriate. More
generally, a sutual causation between §iving money and
arother action can be expresszsed as 'pay to', where this
cther action must be expliicitly stated.

iTHE BARTENDER TRADED JONY SOME WINE FOR I DOLLARS)

Mutual causation between two possession changes is the
meaning underlying *trade' for BABEL.

{THE BARTENDER GAVE JOHN SOME WINE AND EE GAVE HIM 7 DOLLARS:

BABEL also ecxpresses this meaning &#s & simple conjunction
af the two events, tgnoring the relationship between them,

BABEL alsoc will combine the di1fferent paraphrases of
‘give' with theso basic forms, but this produces no other
remlizations of particular interest so we shall not bBaoth.»
to show thes, In the remaining exanples, we shall follow
this practice of showing only those paraphrases which
demonstrate some interesting foature of conceptyual
Feneratton,

The examples presented up to this point are ones which
can be rvun through the entire MARGIE system. BABEL i=
capable of producing sentences frox meanings which are
morfe coaplex than those which are produced from any
sentencCes in the competence of the current conceptual analyzer.
Toe run such exa=mples through the generator, we z2ust hand

code the conceptual structure:



E4CON L {ACTOR (IAG) <=2>» ([(*MTRANS®™)] FRON (*CP*PART (IAGI)TO
L*CPF* PFART (OTH! MOBJECT {{ACTOR (HANDEKERCHIEF *OWN® (DEE!!
<z t*FPOSS5Y VAL ECASYIY TIME (T-31})} FOCUS {{TO PART!)
TIME (T=-311y <3 ({(CON ({CON (| CON {(ACTOR (OTH) <=2

(*DO*Y ) TIRE (T-11} <2 [ (ACTOR (DES! <I>T (*EEALTH®*

VAL (=101} TIME (T-lY1)) <:C ¢ (ACTOR (OTH) €237 (®*JOY™*1 |
INC (3} TIME (T-:i)))) <> (®*MLOC®* VAL (*LTM* PART (OTHI !
TIME (T-2111}

expresses & meaning which 13 basicaliy:

"An event caused Othello to believe that :1f he perforned
some unspecified action which resulted in Desdemona's
becoming dead it wouid increase Othellioc's happiness. The
event which made DOthellc believe this was & CoRZmunication
cf some information by lago to Othello. This information
w38 that CA$sic was in possessicon of a4 handkerchief
cwned by Desdemona.”

BASEL combines chunks of this primitive zmeaning into
English words and comes up with the sentence:

FARAPHRASE:

IOTHELLD WARTED TO RILL DESDEMONA BY DOING SOMETHING
HECAUSE HE HEARD FRON TAGO CASSIO HAD HER HANDEERCHIEF!

which does not make us believe that cos=puters are on the
threshhold cf becoming great playwrights, but does express

the oeaning of the conceptual structure reascnably clearly.

TYPE INPUT

*{BILL LOANED RARY A BOOK)

This 15 ansliyzed conceptually as “Bill transferred
possession of 4 book from Bill to Mary, and &t the time he
did this he believed that at some future time Mary would
transfer possession of the book from Mary to B111"
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PARAPHRASE:

(BILL GAVE MARY A BOOK AND BE EXPECTED HER 70O RETURN IT
TO #WiM} -

Generating ‘give’ from a change of possession has alreasdy
been demonstrated. BABEL knows that bpeliefs about future
events can be realized tn English using the verdh ‘expect’',
The =ost Lntercest:ing part of this example 1§ the use of
'return’ to express the second poksession change, although
the Cconceptual units which encode i1t do not differ fro=
these which encode the initial transfer, The d1st.nction
lies tn the context of the action: the scocond tranafer of
the book i1s to an i1ndividual who previcusly possessed L1t.
The use of “return’ 18 not & result =f the factr that the
particular word ‘lcan’ was used in the inpuat, nor even

af the fact that the i1nformation which made ‘return’
Appropriate to wXpress this svent was ori1ginally encoded
tn the $ame sentence 46 The event ftwelf.

TYFPE INPUT
* [SOMEONE TOLD CTAESAR BRUTUS WOULD KILL CAESAR:

The analysis of this one 18 fairly straightforward, It s
simply the communication, 4t & past time, from an UNSpegi=
fied persan ta CAESAR, that an ovent would occur at

some time in the furture of this communication, That «vont
is the killing -- 3.e¢., the dotng of something Lo CaBUSe o
particulay change tn health -- of CAESAR by BRUTUS.

PARAPHRASE:

| SOMEQNE WARNED CAESAR BRUTUS WOULD KILL HIM}

BABEL chooses "warn' an an appropriate realizatton of rthe
CoRZuUnicative ovent in this case. This choice reqguires
conceptual knowledge: tn this case, knowledge of the
potential effect of the cozBunicated event an the individual
to whom 1% was cozmunicated. Now consider another case:

TYPE [NPUT

YIFALSTAFY TOLD HAL FALSTAFF DRAME HALS NINE

Again the asnalysis indicates communication of an even®.
This time 1t 13 an event in the past of the comRmUNLICAL ion.
The meaning cf what was told dictates a very di1fferent
realization from the 'telling’ tn the previous cxample:

PARAPHRASE :

*{FALSTAFF ADMITTED TO HAL HE DRANE HIS WINE)

This time the veord 'admit' s selccted. In order to gchoose
"warn', ‘admit', or just ‘telil' to express communicative
cvents very sophisticated inference processes are regquitred.
Heither the memory model now operating with BABEL, nor

any ather currently available computer program, i3 capahle
of performing these processes 1n much generality.
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Howevet, BABEL presents a solution to the linguistlc
portion of this problem: that 18, 1t knows when such
pProcesses should be activated, and what are the appropriate
Juestions to ask.

¥e¢ present only one example cf tnferfence expression.

From the standpoint of conceptusl generation 1t makes no

difference that a conceptual representation being expressed

wias created as an inference rather than as an analysis of
natural language input. The ability to express i(nference
dezonstrates two important points, however:

i The primary motivation behind the use of a conceptual
feprosentation is tts facilitation ¢f meaning-oriented
Frocetses. The abtitlity of a program to make i(nferences
confirme thix.

d In paraphrasing, BABEL :s dealing with conceptual
representations created by & conceptual analyzer, a
langusge oriented progran. One =might belifeve that
tnts process somRehow leosves lingQuistic elements 1in
the meaniny structure it produces, Yhen these
Structufes are manipulated by the inference program,
however, no knowledge of language 1s being used. It
see=s far less likely that langudge-specific
inforsation L§ beting preserved of i1ntroduced by this
process. The ability of BABEL to express inferences
thus provides & stronger test of the claim that BABEL

1% eruly expresssing & meaning tepresoentation than
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does paraphras:ing,

Sirce inference oxkpression does not domonstrate any
new feoatures of the Fenerator, we shall merecly give a
simple unannotated exacple here.

TYPE INPUT
*{JOHN PREVENTED MARY FROM BITTING BILL BY CHOKING MARY:

IRFERENCES:

{JOHN CHOEED MARY)

IMARY DID NMOT HIT BILL BECAUSE MARY wWAS UNABLE TO BREATHE !
i JOHN GRABRED MARY'S NECE!

MARY WAZ UNABLE TO BREATHE!

IMARY BECAMFE HURT!

'HARY DID MNOT RIT BILL:

TMARY WANTED TO #IT BILL:

{MARY WANTED BILL TO BECOME HURT)

THARY WAS ANGRY AT BILL:

‘JOHN POSSIBLY CAME TO BE RRGRY AT MARY!

We conclude this section with several exanples of
Engiteh 9 German machine transistion. The use of a4 more
rEotic foreign language would undoubtedly be &4 more
ranvincing demonstrattion of the lanquage-free nature cf
Gur conceptuyal representation and the cross-linguistic
validity of the generative process, Inevitably, the
Rechanical translation capabhilities of the program are

limited by the human transjation capabilities of 1ts
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designer; thus the choilce of German for these coxamples.
We emphasize that BABEL does not claim to be an MT
program. We beliteve, though, that the effort needed to
enable the progras to produce German realizations L$
roughly the game as that which i1z reguired for Emglish
generation, Little effart has been expended on German
gencraticon, The computer example: Delow were chosen not
to demonstrate the program's generslity as an English =«
German translator, but to show how conceptual analysis
a4nd generation scolve some cof the problems which rause

trguble for mOore conventional aoprocaches to MNT

TYPE INFUT

*{JOHN ATE A BANANA!

TRANELAT ION:

{HANS HAT EINE BANANE GEGESSEN}

The conceptual anslysis specifies a past event consisting
of John ingesting an oblect which ts a banana, The
German realization requires the sadie basic conslderatiaons
as would an English one, althocugh German includes a fow
additional syntactic constraints, such as the gender of
the noene in the sentence,

TYPE INPUT

FIA MOKEEY ATE A RANANK:

TRANSLATION:

(EIN AFFE HAT EINE BANANE GEFRESSEN)

The conceptual analysis of this sentence differs from that
above only i1n the concept which becomes the actor of the
ingesting event,. Gornan fequires the selectilion of &
different verb, ‘'fressen’, to translate eat in this case,
because of the fact that this actor ts an animal rather
than & hyman. Thus the German generator Bust Lake 1nto
considerattion informstion not relevant to a corresponding
English reallzation,
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TYPE INPUT

*{JOHN WANTS TO FAT A BANANA!

TRANSLAT ION:

LHANS WILL EINE BAMNAMNE ESSEN)

The conceptuatl analysis is basically "John believes that

‘t would cause hizm some sort of benefit 1f he ingestad

% banana®™, German Provides a verb, ‘wollen’, which

eXpresses this sort of ‘want’, A fairly direct translation,
without =eaning analysis, would suffice in this cage,

TYPE INPUT .

YiJOHN WANTS a BAMNAMA)

TRANSLATION:

[HANS WUNSCHT DASS MAN IHM EINE BANANE GEBEN WIRD!

The conceptual anslysis of rhe English expresses thate
¥hat John wants (believes weuld benefir him} ;g somecne
to transfer possession of a banani toc hig, (What he
wltimately wants, mOSt likely, is to oat the banana,
but discovery of this 1s net & linguistic rask. ! English
allows the use of ‘want' in this case &8 well, with a
#$ingle noun phrase direct object, ko correspending
fonstruction for this Eeaning is provided {n German; an
entire embodded scntence is reguired,

Like most progracs which deal! with language use,
BABEL i3 just & toy. It cannot, either alone or in
Conjunction with other Programs currently available,
perfors any useful function, Nor has any attexpt been
zade to formalize a 'Rinlature world' in which BABEL could
o in some sense ‘complete’, ¥e have tried tco tTake »
Eroad view of language production and solve some of those
Froblems which are inherent in language 1tself rather thar

Lthose specific tc a small domain.
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Remarks

Language generstion has taken a back seat tc language

#nalysis in most computationa! linguistics research.

There are several reasons for this:

1

2y

LB

41

Language understanding came to be seen &% the =ajor
stuzbling block tn language processing. Understanding
= analysis.

A problem which has always concerned baoth computational
and pure linguists i1s ambiguity. It was always a
problen of analysis, but could be ignored in generation,
either because the underlying representation from
w*hich generation took place was assused to be
unasbiguous, or because any ambiguily present there
could be allowed to rematn in the surface.

Many tasks which have been attempted Feguire
sophisticated language analysis, but little or no
language goeneration. °‘Woods' information retrieval
system <i3i> is an example. In general, applications
which &r¢ not intended to simulate human language use
can be gquite inflexible or even ‘canned' in their
cutput. Much greater variety must be handled in the
input dozatin., however.

As & result, the problem of language generation has

never been well defined in computational linguistics.
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This thesis will attenpt tc provide a clear Picrture
of what 18 involved in language generation, when that
Jeneration takes place from a conceptual underliying
fepresentation, One of our Foals will be to pPresent one
Bethoed by which this form of Generation can be accomplished,
We will show that generstion, like analysis, is dependent
@n context and on ‘world knowledge®, ¥e snall also show
how deducstian 18 used by a generaticon program, albeirt
tor different PUrposes than those to which atalyzers pur
deducrt 1ve capability.

Ancther goal of this work t® to make cloar &

distinction betwoon linguist o Knowledge andg Conceptual

knowledge, Both are used in the generative process.
Conceptual knewledge, however, 1s shared by analysis and
BReIOrY processes, as well as by the generator. Ik
therefore resides in the Bezory and is stored in & non-
linguistic formar. Other knowledge iz used anly in
Feneration, We categorize this knowledge i1nto Eeveral
distinct classes, and show how each may be represonted 1n
the computer and how esch contributes to the formation of
the surface sString,

Before forging ahead with this descript.on, however,
we will lock back briefly at other work an COBPULSr genoration
of language. Mone of this work was designed to tackle

the precise problem which CONCLINSE us hegre. It s
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worthwhile, howsver, to see where BABEL fits 1in with,
and overlaps, these cther efforts. in sc doing some
cf the 1ssues which convince us of the need for this

different mcdel of language processing, with tts

inherently different model! of Generation, will be clarifisd,
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CHAPTER

FREVIQUS WORE ON AUTOMATIC LANGUAGE GENERATION

The notion of using a cozputer 2 produce natural
language ocutputl 13 not new. In this chapter we review
Several previous &pprfoaches to the probiem and point oyt
toze of the major fitrengths and weaknesses of ecach.

It was realized very varly in the development of
Computat:onal lingulstics thart a COmRpUter equipped with

1 a random number generator, an
131 @ Jencerative grammar.,

€ould be programmed to pour out English sentences ;n Jreat
profusion. To do rhis, 1t 18 sufficient 1o take rThe
Jrémzar'’s sentence symbol 5 and randaonly choose tpplicatlie
Fewriting tulos.

Victor Yngye 44> wrote Ssuch & randor generator Using
4 Context free grammar. He chose ten sentences from a
children's story and wrote a3 77 preduction grammar which
¥&8 Capable of generating cach of them, The grammar
fontained several types of Fecursion, including noun phrase
coenjunction, adjective Eegquencesn, and Prepositional phrascs
whose objects are modified by other prepositional Phrases --
“.3., "the ball on the table in the room,.™ Thie Jrammar
a3 then used to randomly generate Sentlonces, &4 small

sazple of which 18 reproduced below,
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®¥hen Engineer Small keeps Small! and four fire-
boxs, he keeps driving wheels, his steam, i1t,
and four black and oiled fire-boxs.

Water is big.

When he t8 otled, the shiny smoke stack ts proud
of four engtnes.

When he makes 1ts little and polished bell, S=all
is proud of the four bells under his four black
headlights,

The water under the wheels in ctled whistles and
ite polished shiny big and big trains i1s black.

Such examples point up the difficulty of deciding

the graomaticality of ceaningdless sentences. One can

often say fittle more than that the sentence is graEmstical
dccording to the grammar used To generate Lt. A BorTe
dericus defect 2f such prograss (8 that even if they were
4tle to generate randum sentences which English speakers
agreed were grammatical, due to their randoaness they

€ould not be uysed directly for computational sodels of

feal natural language tasks such as MT. Such considerations
héve motivated several efforts at computer production of

language i1n the last fifteen years.
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il ¥lein's Paraphrase Progra=~

Ore of the most glaring deficiencies of carly attempts
3T fachine jeneration of language was the jack of any
theorert ical rasis for the production of sentences, Many
8d hoe procedures could ke devised to handle different
SEtuaTIoNs as they arocse, but such an approach was too
cumbersome for any but edceedingly tiny fragments of
language.

Sheldon Kievin 18> designed cne of the first programns
which applied a [inguistic theofy tTo the problem of natural
CALRFUATe Feneration in & moderately systematic fashion.

“he zoal of Elein's program was to produce coherent
pararhkrases of English paragraphs, The prograz accepted

&% nput One o WOre paragjraphs of English rtexe, This

tex? waw analvred, sentence by sentence, with a dependency
IFrammar, The important atrr.boate of a dependency jrancar

4% used by Fle:r i3 that 1t specifiles net only a constituent
Atructure Inexted Lracketing! for &4 Rentence, but al=o a
*ree of ‘dependency’ relationships between the words of

the sentence.

The proqgras then used thin dependency parse ang
spplied &8 second dependency gramsmar rnat fiecessar:ty
distinct from the first} :in a generative mode to produce

an Enqglish paraphrase of the or.g.:nal texr,



From a generative Viewpolnt, then, the problem t8 o
find a merthod of controlliing the ‘ourput' grazmar sc that
only paraphrases are produced. To describe Klein's solution
to this problem, it will be necessary to first describe
the structure and operation of his dependency gJgrammars.

The formal grammar used ci&n be thought of as &
context-free grammar with dependency tnformation attached
to esach production. In analysis mode, wach word cf a
sentence 18 considered to be & single constituent. The
head of sach of these constituenis (s defined to be the
single word which it contains, Let RI(C) represent the

head of constituent €, and let gilw ,% '} be the predicate
i |

"word w governs word w fw isg dependent on w ). Then

k b b 1

a grampar rule:

zust have ss$sociated with 1t specifications

€1l of an K, &% hé n, such that HIL) = H{E '; L.e., the
head of the new coanstituent L is the head of one of
the constituents which were grouped to make L

£2 for cach i, I €i€n, t¥n, an index j, L &£ jgn. 1#1,
such that giHtRy), HIRy)): 1.e., the hesd of each
constituent which docer not become the head of the
new constituent must be put in a dependency relation
with the head of one of The other constituents being
produced.

Furthermore, Klein requires the dependenciez to be zuch that

Giw ¥ ] ==> w F w

i b 1 3
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where G 1% the transitive closure of g,

A sample hlvin dependency grammar (s shown 1n Figuras
2k Hiz laplsmentation of phrase strycture rules made
special use of subscripts on the nonh-terminals. A non-

terminal X on the lefr hand side of a rule essentiaslly
i

subsumes all X , } &i. The subscripting enables the Framoar
1

to be written more conctsely, but does not distinguish it
¥i1th respect to either power or any formal PFraoperties

from other formulations of context free Frammars,

-
1. Art L = N
n 7 3
k]
it Rdy + N = N
3 a Py
L ]
i LH = Mod - N
] 1 i
*
4 " L] <} = kY
; 2 2
-
5y Frop » X s Mod
i i i
L ]
6o 23 * L5 - £
i ] 1

el R e e e MO R e e A R R R mR W R W M W W M e e mm mm - -

A '*" prefix on & non-terminal on the left hand gide of a

rule indicates the 'governocr' aof the const ituent,
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For example, the untts:

Are L}
a -

| |

the =an

could be combined by rule I of the sazple grammar to yield

Constityent Structure Dependency Structure
N man
i +
5 L
¢ b [
£ \ the
' ¥
s L]
Are N
, @ 42
the man

This formylation is sufficient to enable a slightly modified
Phrase structure analyzer to perform a dependency parse at
the sace time 1t creates a phrase-marker fOr & sentence.

The dependency analysis can be represented as a troe giving
the governor-dependency relationships between the words of

3 sentence., Figure 2-2 shows the phrase marker and
dependency tree assigned to the sentence “The flerce tigers

in India eat mear™,
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Phrase Marker
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Dependency tree
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m.
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the fierce 3y vat
L
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FICURE 2-2
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Klein's system performs such an analysis of each sentence
in the itnput, and then discards the original sentences and
the asscclated phrase-markers, The final pre-generative
step 18 to convert the set of dependency trees 10t0 &
iafrge dwpwndency network by adding two-way dependency links
between ail like noun tokens. {These are The only Two-way
linkg in the network,) FParaphrase generatiocn 13 then
accomplished through semi-random generaticrn from the
CuLput Grammir. Generation consists of a sizultanecus
canstruction of a mentence Syntax (constituent structure!
trae and word dependency tree. Inittially the dependency
tree 13 empty and the syntax tree conslsts of the symbol
s, At each stage of the generation non-terminal elezents
4t the leaves of the syntax tree are expanded by random
choice of an applicable rewriting rule in the dependency
FLATTAT . ¥henever a new node 18 produced 1n the Lree,

a word must be associated with i1t., Depending on the
production used and the lependency information associated
with 1t, the word chosen may be that assoctated with the
parent of the new node or a new word cf the apprapriate
Jramrmatical category. Rule 1 of Figure 21-1 might be

used to expand the node N with associated word "man'
3

tnto
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¥ (\man:

el
F LY
P n
Are N
0 2
fthe! imant

Eimultanecusly, the node 'man' in the dependency tree would
have a2 dependent node "the' asttached to it

The random nature of *The generstion is controiled in
two ways. Most importantly, no word deperndencion are
PerEmitted in the generated goentence which d1d not exist gn
the dependency network produced by the analysis. In crder
1o achieve paraphrake, rathesr than a Tegonergrion of the
Criginal text, it i3 necessary to consider the dependency
relétionship to be Tr&nsitive Scross most dependency links.
¥Fiein used the heuriestic:

Giw ,w | & giw ,w o2 Qfw ,w 1,
i 2 P 3 I §

provided thar w YE not

3
-

11 a4 verh other than & form of *to he', or
11! a preposition other than ‘of',

The second mechanise used toc reduce randomness in the out pat
48 the use of arn "esnsay format' to FJuide the logical sentence
flew in the paraphrase paragraphs. Thie format consists

cf a limt ¢ f nouns to be used 4% sentence sub)lccts and &

tint of verbs to be used a8 mailn verbs. Twe modes of

creat 1on olf essay formats were tyied: ditectly from the

HounkE and verhs oCCuUrrTing in the pource text, or from the

ncuns and verbs (in a4 humarn generated ‘outline’ raragrapk.
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Following L1s an example ©of the paraphrases produced
by this program. Input paragraph:

Clever John met Mary in the park. John

married Mary, Mary loved John., Mary wanted

a child. Mary had & child, Mary ratsed a
child, John was a successful business man who
worked for & corporation. Mary was penntless,
John secretly loved Helen who was beautiful,
Helen who also loved John was marrfied to Peter.
¥ary was a4 friend of Helen., Peter was a buddy
cf John., tHelen who was friendly cfren ate
lunch with Mary. John piayed golf with Peter.,
Jehn wanted Helen. Helen wanted John. Ditvorce
was tmpoassible. The sclution was simple, John
liked Mary. Helen liked Peter, John kKilled
Peter, Helen killed Mary. The end was happy.

Paraphrase paragraphs:
John who married penniless Mary met her., Clever
Jochn was a business man, He loved friendiy
Helen. He played golf. He wanted Helen, John
who killed a buddy liked penniless Mary.
Mary in the park who wanted a child loved clever
John. She had a child., She raised v, She
was a friend of friendly beauvtiful Helen.
Beaut 1 ful Helen joved successful John. Beautiful
ficlen was married. Helen who wanted John ate

lunch. She liked a buddy. She killod Mary.

Peter was a buddy,

¥lein's work provided little improvement ocver that
of ¥ngve tn the reale of eyntactic gQualiry, It ts
igportant because 1t Lock inte account the need for

neaningful generated sentences. Its major drawback is that

the mesning present in the output must have tts source

in the input.
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in fact, this mraning must be reflected 1n the rconstituesnt
structure of the input, There 1s no provision for
understanding or reasoning tn the model; referential and
Seaning ambiquity are allowed Lo remain in tle dependency

Slructures created by the analysis routine.

[
L

Friedman's Transformational! Generator

Joyce Friedman 12,131,144 hae written & genieration
prograec based on MNoam Chomsky's <5» transformational model
zf language, While Chomsky's work 18 thecretically taken
4% a description cf linguistic knowledge rather than of
linguistic process, i1t is forculated as 3 systezm of
production rules and structure tranzforming rulesn. It
is therefore natural to use the theory as the bawis for
a generative procedute,

Friedman's systez contains &8 set of context-free
ghrase strocture rules, a set of transformational tules,
and & lexicon. A randozs generation algorithe is capable
of expanding the phrase structure rules to produce a
base tree (phrase =marker)! whose rooct node twm the sentence
symbol 5. The bLase trece then undergoes a4 lexical insertion
process which expands the terminal nodes into ‘complex
symbols® and attaches lexemes to them, The complex =ymbals
contain both syntactic information -- e.g., [+ TRANSITIVE]
-- and some categorical information =-- e.g., [+ HUMANY.
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Faolleowtng lextcal LtnSertion, transformations are applied

to the phrase Zarker to produce a surface tree.

Such & system could be used te randomly generate
English gentences tn the same fashion &% early randoos
Jenerators. The guality of the sentences Jenerated
wauld depend To 4 large extent on the scophistication of
the jexical ifnsertlon process. A linguist could judge
the sentences produced as acceptable or non-acceptable,
and oudify the grams=zar and lexicon Eppropristely.

Bur the progranz would be of little use snce the
gramoar became la3arge and complex bhecause the probability
ot production of & particular construction which might be
of interest would be very low. In order To give the user
greater control over the types of sentences genherated,
Friedsan allowed him to initialize the process not just
with the sentence symbol 35, but with a partially specified
phrase Darker. By increasing the specificity of this
inttial phrase market, i1t is pomsible to Lncrease The
probvabiility that a particulay transformation will be
applied in the geherative process. Iin the 1Zplesentation
described in <13* , the initial Tree may specify:

‘Lt kranching structure, including the non-terminals to
appear at particular nodes,

t1y dominance restrictions -- & node must be the ancestor

cf a node labeled with a particular non-terminsgl in
the cogpleted base tree,
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(1 non~dominance restricttons -- & node mAY not be the
ancestor of 3 node labeled with a Particular non-
terminal in the completed base tree,

Eg Equality - two of mote nodes must have

identical
subtroes tn the completed hase trec.

For example, the skelotal phrase marker might be

g

i H
NF VP

u——

i
Q NP
IRESTRICT: (RESTRICT: [RESTRICT:
EQ &1 DOMINATE %Pt EQ &1 |

iwhich guarantees that the final phrase marker wil] have

the main verb pnrase FoOverning a noun phrase and will

have identical suhtreez for two top level noun phrasest,

The random phrase structure generator is constratned

by the :nit:al tree to praduce a Phrase markor satisfying

all restrictions of types (1) - {4} specified., The base

Ltree produced undergoes lexical insertion and the

transfor=ationsal cycle tc genvrate a sentence,

The above skeleton could lead to a completed phrase

Tarker which looks something like

b
|
1 1 ] ] ] ¥ T ¥
»® FRE NP AUX v 2 NP AUX w»
R l i | l
HEG N § M
L v P !
HARRY HARERY

;
N
|
REPRESKNT N
i
T
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and a surface string "Harry doesn’'t represent Tom, does
Harery /"™

Transfermational grammar provides a4 syntactic
description of language which 1s far superior to that
obtained by simpler grammars. ft alec has the advantage
of producing Eyntactic variants of a single heaning from
a4 ‘canonical" underlying deep structure. Friedman's
systexz 19 oriented Ttoward linguistic research (the
development of better transformaticnal grammars). 1t
thus dces not provide a method for uysing transformational
Jramoars in a4 computational language processing application.
The juestion of the usefulness of transformational deep

structures for semanttic processes (e left cpen.

2.y Generation (n Winograd's Bleocks wWorld

Terry Winograd's "Computer Prograzs for Understanding
Natural Language®™ «4l», although ortented toward natursl
language understanding and zemory modeling, does & limited
amcunt of generation in order to carry on & conversation.

The basic generative paradigs of the system 1s the
patterned response. A patterned response ts a string of
English words stored in memory when the systex (8
tnittialiged., The string of words may contain some bBlank

stovts o be filled in with strings of words chosen when 1t
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has been determined that the pattern s an appropriate
fespanse, Vartations of this response paradigo have
been commonly used 1n conversational and interviewing
pPrograms <30+ ., but Winograd iatroduces some new "f:1}
in the blank' operations which are Felevant fo thae Feneral
jeneration problen constdered 1n the following chapters,

ir Winograd's program= a response pattern (s
astivated by either the syntactic form of the sentence
tnput -- a 'when' question, & command, a declarat:ve
sentonce -~ ar a4 speciasal cond tion arisinag during the
interpretatian of the input -- unknown word, amPiguous
word, undecidable anaphoric 1nferences.

The siaplest blank-filling operation 1s to insert
3 phrase directly, of wWith & minor transformation, from
the itnput which stimulated 1t e.3. "I don'* know the
wo Tl W Whern the nocesrity to resolve ambiguity
371S¢s, a list of senses of the ambigucus word or phrase
1% taken from the lexicon and included i1n the TesSnanse ,
The human conversant can then tesclve the anb iguity hy
choowing 'he Appropriate 4ense.

In answering fuestions, situations srise where
sbjects and events stared 1n menary formats sust be
expressed in English, Still, the type of input determines

the response pattern:
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qultlan tzEe

why

¥hen

wWhat

K¥hich

here Winograd faces the problem of
language from & memorTy representation of
His solution consists basically of a set

designed to provide ressconable responses

world® domain.

Each obtect in
asscciated with L.
tvs class. Finally.
noun assoctated with
chject with i1nternal

®#BARLL)Y, and

the association ENGLISH

Response & or

oF
cevent s

"because <event ",
"in order to ™

"by «<avent»”

*while
“pefore

ceventa™, or
cevent "

cligt of indefinite
cbjlect descriprions»

<itst of definite
object descriptions>

Jonerating
information.
aof hearistics

for the 'blocks

the world has 6 unigue internal name

Each oblect has & predicate giving
cach cbiect class hae an English

it. For example, there m1ght be an

name OBIJZl, & predicate {(ISA OBRJZL

{(SBALLY=BALL. To

describe an object, this noun is combined with sdjectives

and relative clauses

First & color i{s attached --

"big blue ball which

"big biue ball™ -=

to create an English noun phrase,
“*blue ball*® -- and then a

and finally relative clauses --

1§ to the right of <acun phrase> ",
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The desmcription its deemed complete 1f st &ny time the
phrase specifies 3 unigue Internal object., in which case
the determiner ‘the' 18 attached, Ctherwise, depending
2n the syntactic environment {see above), a definite or
indeftnite article is attached to the noun phrase. The
selection of cclor and stze adjectives (s made in a
fashion analogous to the noun evloction, Similarly, the
English relations “"to the right ocf* and “support™ which
arc used tn the relative clauses sre directly asscciated
*ith the memory’'s internal relations,

Evente are described by dssociating & small prograns,
“Ff pattern, with each internal event type., for crxacple:

Internal event Feneration pattern

ESPUTON OBI} OBJ D) {rcorrect form of ‘to putr'»>,

<noun-phrase for OBJ1>, ON,
«cnoun-phrase for OBY2ZI>

The correcet form of "to put® 1s to be decided on
syntactic grourds -- "Ly putting™ for ‘how’ Juestions,
“to put™ far ‘why' questions, The noun-phrases far
08J! and OBJ] are generated asn described above,

W¥hile these techniques are capable of generating
correct €yntactic responses in the situations ¥inograd's
s2ode]l ecxpectn to encounter, they tend to produce unnatural
discourse, Three devices were used to make the dialogue

invss machine-]like,
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First, in listm of nuun—phras;-, identical ones can be
combined 1nto & single noun-phrase with a pProper numerical
modifier, producting, for exanple, "thiee red bBlocks™.
Second, when an object referenced tn a gquestion 1s al=sc
tefervnced in the answer, rather than repeat part or alil
of & noun-phrase it is desirable toc use "one™ in the

respanse . Thus:

&, Is there a4 red block on the table:
A ¥es, a large onw. inot, “"Yes, a large red
Block.™}

This 18 accomplished by directly comparing the
two English noun phrases. Finally, a set of heuristics
enables the generator te use proncuns ‘it' and ‘thar'
in responses,

Winograd's work (8 significant in that 1t demonstrates
the uscfulness ¢f combining syntactic analysis with powerfu)
Semantic processes and world knowledge., He shows that a
Freat desl can be acconplished when language analysis
resylts tn 2ore than syntactic description. The msjor
drawback of Winograd's work is that zany probleass of
langjuage are avoided by the severe constratnts of the
world with which he deals.

From the viewpoint of generation, however, Winograd
Lastcaliy adopted an approach mentioned in Chapter | ~=

that coutpyt can be joft fairly rigid and needn’t bhe
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capable ¢f handling all the syntax or meaningy harndled by
the analysis routines, The ‘natural’ guality 5f the
jenerated language t8 achieved as a3 byproduct of rhe
Foenstraints: of the prograc's domain, Because he fully
yrnderstood the relatively smatl set of potential forms to
De expressed, Winograd was atle to design c¥ttemewly clever
hearistics for each case and thus produce clean Fesponses
tor each Yore,

wWee have <pen four HLffaront approaches T lanjuage
JeEnReTAT Lo, Yojve demonstrated through Fute random
Fenerat o from oa context fres Jrammar Thavt s computer
Tould produce sentenzes from 4 for=al Syntactic duescription,
17d could be gaedt o test the adegeasy of a Fram=ar .,
Transfor=at.onal Jramoars were developed to provide jmprovet
s rigticns of natural language. Friedean applicd ¥Yagve's
lre to the new mode,, Fhe added scme controls on
randomress, Lyt these were designed *c a1d the granmmar
¥rifer ratfer than sdapt the camputer model To gee im &
foal taask,

Floeun tried "o use the SYyRtACtic structure of The
ianjuage ta der,ve some semant o structure., To do this he
9fed the notion o! ‘word dependency’. The device was used
tnly for the prtescrvartion of mesning for use n Fenerat:ing

paraphfasedy no aperatlons on the Teaning were performed,
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The parsphrases used the same words as the Lnput, and
thus wWerd more sSYntacltlc than semantic in nature,

Winograd, rather than working on & general theory
of generation, uzed tazsk specific procedures to perfors e
generation he reguired for his blocks progran. SLignificantly,
he found no use for a random eledtent Iin generation. Far
4 few simple, well-deftned si1tuations fill-itn-the-Llank
rosponses sufficed. In other cases, Special purpose
routines expressed (n Englisah the meaning of predications
uged in wuther parte of the progras to control cognitive
processes.

The last formulation ¢of the problem of genersticn
which woe shaill consider attemplis To Lncorporate some of
the best aspects owf these other ayastess, it employs a
iormal representation and gunerative grammar., and s
also designed to be applicable to tnteresting linguistic

and cognitive tasks,

J.4 Sizmons" Semantic Networks

Bobert Stimmons <34,35,.36> in recent work on natural
larnguage processing has designed a systea for analyzing
sentences GLC a4 SeRantlic representaticon and generating
santences from such a Tepresentation. Since Sigmons”

APRTUACh points up some of the Dazic distinctians between
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thy generatlive approach esbodied (n RABEL and rhase 3f

othel Jenerators, a3 woll as fundamental 2.7 ferencey Lot geet
conceptual and other meantng representations, it will be
warthwhilie to describe this work i1n some detail.

Simmons calls his deep Structures femantic notworka,
These networks consist of concept nodes connected by
semantic relations. Each concept node i3 distinguished by
the relation TOFen whose value 18 8 lexical word sense,
Among othet defining propefliers, & word mense has a context-
free mapping onte an English word, By & context-frewo
mapping from word sense L]l we mean one which 18 1ndependent
¢f the semantic network containing the node whaose TOF¥on
it Ll.: The semantic networks aslsc contasin informatiaorn
which 1% nct fecessarily reflected 'n chalce of words,
tut 1n morphoeliagy and syntsx ~~ e.g., MOOD-INTERROGATIVE,
TENSE-PAST, VOICE-ACTIVE. Some of this information, much
48 TENSE, 13 clearly semantic 1n nature, Sgme of 1t
such a4s VOICE, 19 used only for syntactic purposcs in
Feneration,

The choice of semantic relations reflects The work of
Fillacre 9> on deep somantic case structure of language.
Each case rela®ion 15 presumesd te have certain semantic pro=-
poartie, The AGENT of action A, for example, must by
4n animate instigator of A. This constraint 1s  dependent

of any particular agent, action, orf syntactic structure
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used to encode the relation.

& verb i1n & semintic network (more prectisely, a
concept node whose TOKen 1s a lexical word sense which carn
te mapped onto & verb) has asscciated with it & set of
Case arguments, each case argument being a case relatiaon,
such as AGENT or GORL, and o value. The value cof & case
trlation i$ another concept node, which may be expressed
linguistically as either & noun phrase cr an ezbedded
sentence,

The baslc semantic network represenration for

“John broke the window with 3 hammer®

might look like:

TOF
—> 2ouHn

- NBR

AGENT Sine
—3

o DET

TOK
P BREAER

—B DEF

—% WINDONW

| ' ok j‘m ¥SING
1 2y

C3
DET
b 3 ¥ DEF

“

TINE
——WPAST —* HAMMER

TOE. NRER

DET _, innEF




This car be morfe concisely written as!

ol TOE BERENY e TOF¥ WINDDY
AGENT =i MNBE NG
OBl i | DET DEF
ENST i
TiIME FAST T4 TOFE HAMMEE
HEBR EINHG
LA, TG¥ JOHKN RET INDEF
KBH SING
b¥T GEF

Threve distinct processes Gperate on these networks,
A nnalzznr encrodes Lhngliseh sentenced tnto semantic networks,
A generatoy prtoducen English sentences from the netwolks.,

A rrarsformational proces® maps 2emantic networks intc other

retworks, and i reguired for certsin typet of paraphraces,
a8 well as for inference.

Both the anaiyrer and the generator are implemented
at hAugmented Firite State Transitlion Networks (AFESTHs),
a% depcribed by Woods <407, A AFS5THN has the structure of
a finite RATAte Transition Rhetwork, However, the arc jabels
na longer name terminal elements to be produced in the
sytput ‘ry scanned 1n the input streamt, but may specify
f-i predicates which must be truce :f the arc 1s to be
followed, (33 "subroutine' tranefers tec cther plreces of
networh, and L.t storage of information In special
regdisters, The added mechantism enablesd AFSTHs to perform
tre same uoftes of operaticons as transformational grammare,

Liut with certain computational and conceptual advantages
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The generation can be accomplished with the siople Framnar
shown graphically below:

ACT TIM . vs A
] [ 1.4 ) E_“L'
- -
L VPO VP NP4 T
-
— BR DET MOD
» {
L & ]
nro NPL NP NP NP4 T-i
K= e fiig, [N %
DAT
£ 3

Suppose 1t 1B desired toc generate a sentence from the
femantic Concept structure Cl. This structure ia labelled
S and the grammar is entered at the node with the
corraesponding label. Thete are two paths leaving this node.
The one labelled AGT can bhe fol lowed enly tf & correspanding
SCemaNtic relation ¢XNisStS In the current semantic structure.
in this case it does, m0 severs) actions take place:

Srructure C} Ils relabelled a=x YPO (the node
art ihe end of the path followedt?

Structure €1 185 "pushed® onto a bist of
Structuren to Ccome back to
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The grapzar (8 re-entered at node AGT with

semantic Cconcept € (the value of the AGT

relation it the sSemantic net) &s The Active

node
The path from AGT s labelled (A, This means i1t can be
unconditionally followed to NPO. Two paths leave NPO,
The first is labelled POBJ, but cannot be taken because no
POBY relation exists in concept C2. The other can be
anconditicnally followed to node NPl. To leave this node a
frejation MNBR must be present in the SeSantic SLtructure. it
is, and has value (SINGI, NBR t8 & function which is then
sppited, and creates & noun from the TOK and NBR valums (1n
cther words, goes off to the lextcon and finds the singular
of plural form of the nounl, In this case¢, the noun will be
TMANY® HER then adds & relation NS (Noun String)! to the
attive node lin this case C2) aof the semantic network with
this noun as its value, The path DET from NP2 cannct be
takwen, since The corresponding relaticn d4ces not exist in
The aciive semantic structure, (If 1t had, 'a' cr ‘the’
wwuid have been added to the KSI. The unconditional path is
thus taken to KPP, Here a sequency of MODs t(adiectivest is
permitted. Eventually fin our case, i1zmediately! the
unconjitional path to NP4 15 taken. The relation NS exists.
and the function NS 1» applied, placing the value of the
relavticn fin ocur example, “"MARY™! in the cutput string for
the sentence being formed. The node (abelled T in the

Framz=ar 1% thuys reached,
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Thisz 13 & terminal; the affect s »co 'Fopt rne pushdowr
l18t of interrupted structures, restoring €l to active
status,

€l was labelled VPO befare being "pushed® i the
Fenerat.on Fevorts ta that node of the grasmar, The cnly
felatiun leaving VPO 1 TIM, TIM is a function $LEELEE
to MBR; it creates 3 Vert Ftreng (¥S5) which 1n this case
e Twat wmresrtling”, The neXt transition in the grammar
adds the V5 to the cutput MtTing. The transttion from
VP, toe VP reguites pracessing the eemantic telarion ORJS.
This resalts tn art  vating concept nodes ©53 and 4 and
adding the string “"with a botrle®™ to the autput string.
Nething olse of interest sccurs and the final cut pat
STring 15 "Mary was wrestling with a hottie=.

The grammar used 1n this cexanple ransisted of twns
basir parts. The wakx a "noun phrase' Jrammar which Fenerated
nourn phrases from appropriate semantic structures, The

LT Ner WAS a8 "sentencn’

Framzaf which generated the wvorh
#tring and caused activation of the noun phrase grammar
A% the proper time for the appropriate scomant o Structures
in cfder te perforn a icft-to-right generation of the
Sentlence,

sentence paraphrase say be accomplished in several]

ways In 3uch 4 systes. If the generation AFSTN 1s non-

deterministic fi.0., therfe exitt dintinct paths through
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The network which may be followed farp 3 GLVen sSemant o
network! syntactic paraphrase should result. ToKen
relstions may specify not just a single word sense, but a
st af synonymous word senses. Simmans Views paraphrase
a4 Deing handled, at least tn part, by & transfcormat.cnal
conponent Operating on the semantic networks. Paraphrase
transformations wouid allow Tappings between sets of case
relations, and might introduce TOFen Subst ivutlon a% well.
Gilven the semantic structure Cf for

"Juhn bought the boat from Mary™

Tl TOE BUY ol TOFE MARY
SQURCE CJ

GOAL ¢ 3 i Tar JOHK
THENME o

o4 TT¥ BOAT

the fule Pl

BUY SELL
SQURCE 'viLl “em SOURCE ¥l
GOAL L U GoR L PV
THEME Vil THEME LR )

can te applied te produce the structufe C1°

- 30 TOK SELL cZ TO¥ MARY
SQURCE ca

GOAL C1 €] TOF JOHN
THEME ca

43 TOR BOAT

from which the paraphrase “Mary scld the boat te John®
Bight be generated. The rule Pl 18 interpreted as bhi-
directional, thus enabling paraphrase from 'sell’ to

"Ruyt as well. Such a4 rule could alse be used to
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paraphrases “John gave Mary the Look™ as “Jobhn gave the

book to Mary.,” Whether the latter transformation should
¢xist, or whether this should be handled by non-determinacy
in the generation granmsar, depends (n part on the amount

of word dependency allowed in the generation process,

More about this proble=s will be Bmentioned i1n Chapter 8.
Simomons distinguishes two types aof paraphrase
transforsations; those which change the cholce of lexical

entriles sre termed "semantic', a4li others are termed
‘syntactic’. The 'buy - sSell” rule above 13 an exanple
of a4 semantic paraphrase, and 18 one in which only the
TCKen 18 altered. {In another paper ¢ 3& >, 'John' 13 the
AGENT of 'buy' and 'Mary' the AGENT of 'sell'. With this
configuration, the 'buy - sell’® transformaticn tnvalves
a4 change of cgse relations as well as TOFens.t An example
cf a4 syntactiz paraphrase transformation would be & change
from agtive to passive VOICE,
Sizmpons' semantic notworks provide & represcontation

of the content of natural language utterances which i
appealing for machine ioplezentation on several grounds;
bt In the realn of syntaNn, these networks, C:obined

with AFSTH analysis and generation, provide the

Juosctiptive advantages of transformational Srammar.

21 It =8 possible to deltne the networks ir such a
wiy that they are unambigucus.

Vi The same represontation serves as a result of
analysis and a source for generation,
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51

language~dependency. That ts. the set of basic meanings

Formal rules can be written to perfors [(nferences
and deduction within the networkX Structures.
These rules can be used to produce network
‘rezxponses’ 1n applications, providing for &
natural input-processs-respond cycle with no need
for rando® generation.

Since & single theoretical framework is provided
for generating from any semantic net, ad hoc
Tuiecs oY expressing particular meanings do not
Appear necesSsary.

The major drawback of these semantic nets is their

and relations between these meanings provided by the

Retworks 1s determined by the particular language to which

they are applied. Nevertheless, we thall see how &

portion of this generation system has been adapted for

use as part of BABEL.
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CHAPTER 1}

CONCEPTUAL DEPENDENCY REPRESENTATION

L | Conceptual FRepfesentation: La3sic requiroments

Each of the endeavors reviewed in Chapter ! was
hrased on & 21fferont gnderlying representation for the
fontent of natural language. Klein and Fricdman csed
fepresentations which explicate E¥ntactic structure, The
PLANNER assertions of Winograd and sezantic nets of Dimmons
are oriented toward explicar:ng Sesning. A guestion which
tTHUE EYides 18 “"What afe the desirable Pfopertivs of »
fepresentation of linguistically encoded inforzation,
when Tthis information is to be used in & computer
epplication?™

Syntactic farmulations are unsatisfactory beoecause
inferences and actions cannot readily be based on syntactic
5tructure. The semantic formulations work well on smgll
vocabularies in highly restricted domains. e shall see,
however, that when they depend on representing mecaning by
ditectly azsociating language units with evxecutable
prograxs and inplicsaticnal rules, they make unreascnable

processing and storage requirements as The domain of

&5



discourse expands.

CTonceptusl representation has been proposed as a
sclution to some of the problems inherent in semantic
fepresentstions. A level of meaning distincer from any
linguistic expression of that meaning i= hypothesized.

Language units are defined in terms of combinarlions of

Besning untta. Only the meaning units are actually

d4ssoctated with inferences and actions for the computer

model to carry out. Conceptual representation is

distinguished by several features:

(&)

ERY

t<h

(D}

tE)

A conceptual rvepresentation must be ‘language-free'
== that is, the same zet of ynits and relaticns must
be used to describe meanings which may be encoded

in any human (anguage.

The representation must be unambiguous, This Byst
be true even L1¥ the words or word combinations
which express that mesning are themselves asbiguous.

The representation provided for natural language
sentences which are 'similar® in meaning should
directly exhibit this *similartty‘. Closenvss
of Eeaning need not be formally defined; it is
simply the feeling of speakers of English, for
instance, that ‘running' and *walking*® are closer
in Beaning than ‘running' and *killing*.

The repressntations are oriented toward use Ln a
computational memory model and inference system,
One ramification of this is that the units and
relations used to represent meanings derived from
language must be the same ones used for internally
genersted infeormation.

The representations are frequentiy proposed as
psycholiogical models of human cognitive structures.
The psychological ramifications of the representations
wiil not concern us in this work. It is certainiy

not clear that a conceptual model must have any
piychological validity in order to achieve successful
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results in a3 computer applicartcr,

.2 Conceptual Dependency: representation details

CONCEPTUAL ODEPENDENCY (C.D.) im a conceprual
fTepresentation which encozpasses & particular set of primitive
conceptual units and relations. It has been developed and
described by Schank <31> . We shall not delve into the
distinctions between C.D. and other conceptual gystens
“28> here. This section is devored to a Quick overview of
C.D. and examples of its uge to encode sentence TCENLINTS.

This presentalion has twe Bain purposes;

1 to Five the reader a feeling for the flaver aof
conceptual representations.

bt to introduce ter=inclogy which will be used in the
description of BABEL in Chapters 4 through 6.

We defer until Chapter 8 a thecretical
conpariscn of this conceptual representation, and the
lanjuage processes which it necessitates, with octher

approaches, such as those described in Chapter 2.

I B | EVENTS

Natural language often uses single words to convey
many pieces of information., This makes for cfficient
compuUnIcation, but can cause problems if the individual

Bleces &fc needed rather than the entire coenglozerate.
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English verds demonstrate this phenocmenon. *Sellt, in
it mOSL commOn usage, indicates thar some object came
into the possesston of the buyer and that sonme BONEY was
transferred to the seller. It iw easy to conztruct
Situations in which & single one of these events, rather
than the entire '"sell’ complex, becomes central.

In C.D, all actions described in language &re broken
down tnto & set of primitive ACTS. ACTs 2re performed by
ACTORs, and this relationship iz symbolized:

CACTOR> <wmm3> <ACT>

‘Eating' is represented by the primitive ACT '*INGEST*';
‘John eats' is represented as:

*JOHNY <mme> ¢ INGEST*

Hot &#11 ACTOR=ACT relationships describe physical
events; 'giving' is an abstract notion invoiving change of
POssession and i3 represented by the ACT "*ATRANS*', For
‘John gives' we have the representation:

YJOHR® coma> SRTRANG®

The concepts of ‘eating and *giving' involve more
than juzt ACTORS and ACTS. One must eat sose physical obiect,
An object cannct just be given by an ACTOR) there must also
be some recipient of the giving., To represent relationships
between ACTs snd entities other than ACTORs, C.D. provides
a set of conceplual CASEs. Each ACT TeqQuires the prezence

of a particular subset of CASEs.
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Mozt ACT= require an OBIECTIVE case sysmbolized:

o
*-----—fOBJE'CTi

Examples of this relationship tnclude:

-
B

"John drinks malk" *IJOHN Y cmums FINGESTYe —== WHILE®

o
“**¥red Breathes™ *FRED®*vwa=my SINGEST % === *31R®

fthe latter exanmple desmonstrates how required conceptusi
~a8%e¢? will be present I1n representations even 1¥ no
corresponding surface cage exists.!

When the ‘possession-ship’ of an object 15 changed by
an action, there must be both a DONOR and a RECIPIENT of
the posseininn The RECIPIENT CASE 13 provided to represent

this relationship, and is denoted

- s «RECEIPIENT>

- . ..

——— ¢ DONOR>

The ACT *ATRANS® requires the RECIPLIENT CASE. Some exanples:

“"John gives Mary a book™, or
"Mary receives 2 hook from John™

o R p— TMARY S
*IOHN® <u> YATRANS® «--—— ¢t BOOK* --—-----1

e 'JUH”.
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in this exanple we see¢ how conceptual representation =may
provide tdentical ansiyses of sentences which differ not
only in syntax, but in the actual words used. Different
words, like 'give' and ‘receive’, may map into identical
conceptual structures even if they are not synony=s 1in the
normal sense. All that 1s regquired is that they convey the
same meaning in the contex: in which they occur.

*John takes the book from Mary"®

o R — T JOHN™
‘JQ“H' of .y 'irniﬂs*h-#--‘ BO0OR® smmew——

e *MARY

Here the conceptual analysis captures the similarity between
'give' and 'tike', both of which communicate a pogsession
change. In English these words are conztdered ‘antonyss?,
conceptualily they differ by & reversal of recipient case
roles,

The ACT *PTRANS®* is used to repreosent actions af
changing location., *PTRANS®* requires an OBJECT (whcse
location 18 changed} and & SOQURCE and GOAL locaticn. The
DIRECTIVE case provides slots for these locations, #2d 1%

symbolized:

p— <GORL>

R .. = = .

— <SOURCE>
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Comie goen F the mBtare”

& 6 p——rtETORE®
EIOHY eer BPTRANS **—cseasn P JOHN Y +—=-—

LG, postulates the existence of fourteen rrImMitive
fertal, physical and absatract ACTs 3D Althouath we will
cly ~wed o use a fow cf these 1n edapplies for the purnose

f o fegcrittm1 +ur deneratrive model, we liet all fourteen

tiere fur (omplereness:

AT meaning

AT KAN " change of possesslon ACT

TETRANS change of locaticen ARCOT

*MTRARC information transfer ACT

*FROTEL" ACTOFR appiiecsr a force to
some object

*MOVE® ACTOR moves a bodypart

*IMGEST® ACTOR takes something
inta' hige ihaside

rEXPELY ACTOR takes something
from hig inside

FCERAERT ACTOR grasps an obhiect

A AR RCTOR takes in sense dats
from none

"CPEAY® ACTDR produces socund

o AT ACTOFRE takes Iin sconse data
from eyed

S IETER-TO® ACTORE takes itn monse data
in form of scund

O R ACTOR 'thinka about' some
information

tupu LD ACTORE performs processing

which combines conceptual
information to produce now
infoarmation

A AUTOH-ACT foelationship. Together with all the cases

Frozusret ty the ACT, i8s called apn EVFUT,
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S N, ETATES ¢ «d STATE~-CHANGES

fsome of the infor™.ti:on stored I1n a memory and
cemmunicated 1n langusge 18 not represented as EVENTs, but

st STATEs. The notation used tn C.0. for such information

VAL
CCONCEPT» < -0 o ol TEIBUTE» *wce=s= <VALUE»

¥or exanple, "Fred has ti.c bocok™ L8 represcnted as

VAL

*BOOKT® <:I:iz *FOSE*dmem~en *FRED®

A oasuybset of the ATTRIBUTES used tn C.D. are SCALEs.
Wher tne ATTRIBUTE of & ESTATE relation is a8 SCALE, the
YALUE =i1]1l De an 1RLeger Feprfesenting & polnt on the SCALE.

fvcrates 15 dead™

VAL
*EOCRATES® <2 :.» *AEALTHYweoooa--- i=~10%
"kFill 1s happy"
VAL
*BILL®* «_ _ : PICOY e ievnee (3]

in octher cases. changes in state must be represented,

Tre STATF-CHANGE rmof (bl 181
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;-—.--n“-—--—-----, -{neH‘V*Lutﬂ'

<CONCEPT> j----<ATTRIBUTE>
‘————-‘—ﬂblt-'—-"'l rQi:!“n"ﬁLUE)

Commonly only the terminal state (ATTRIBUTE + new=
VALUE! cf a STATE-CHANGE relation is known, and we wtil not
bother pulting anything in the initial state slot,

“"Saocrates dies™

‘f_--‘----——---"-?' ""EU"

“SOCHATES® |====-sHEALTH®

When the change of state is along & scale, it ts
common that neither the precise inttial or terminal state 1=
Known, but only the direction, and perhaps anmaount, of
change. A STATE-CHANGE can be modified by &n INCrement
to Bhow thia:

“Truman's condition deteriorates™

f———----.--.*-h————-;

*TRUMANY jeceeeae *HEALTHS®
\ ————— W o

INC

-5}

¥o one has yet proposed a closed got of state relations
and scales for conceptual Fepresentation. While such a met

i3 necessary for thecretical compiceteness of the

T3



representational system, it hag no beari g on the methods
used in conceptual generation. Ffor DBAE: we have asgumed
3 fairly small set of such units, suffic ent for testing

the varicus sorts of English structures +hich =ust be

generated from state relationships.

SCALE diwe: ,ion measured
EHEALTHY physical health

FJOY" ment sl pleasure
EANGER® Ange "

*EXCITE® ment .l excitation
EPSTATE® gene cal phy=mitcal state
*BEMEFIT®" gent al well being;

affe :ved by change on
any »ther scale

*SIZE" SiZe
non=-gcale SLATOS roperty

tPOSE. <CONCEPT> posacised by
CVALUE>

*OWNY <CONCEPT> cowned by
SVALUE>

“LOC® CCONTEPT® located at
<VYALUE>

*RLOCY mental locationy see

section 3.2.4

EVENTs, STATES, and STATE-CHANGES are &ll types of

reiattonships which are termed conceptualizations .

3.2.3 CAUSALs and CONJUNCTION:

Three types of causal relationship are provided. The
first 1s a relation in which the occurrence of an ANTECEDENT

conceptualization causes & RESULT conceptualization:
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CANTECEDENT » "tk 1

VA" the causal relaticn syshol [
1 i will sometites be writton
CRESULT » <

"Brutus Killed Cavsar”

CEBUTUS® coaay Do
%
i
L T |
jrt

-.a.:-_--....--..*--,, (=imy

M

*CRESAR* ----- ==*HEALTH®

el i R e ]

YDO® 1s a "dummsy’ ACT uysed to hold the place of some actual

Bart unknown, ACT and 1ts regquired cases.)

The second causal relationship provided for is the

CAN-CAUSE rejationt

«ANTECEDENT /<y
fc\ the causal relation symbol |!]
will sometimes bhe writtern
«HERULT » € L

This relation indicates that the uccurrence of the ANTECEDENT

concentualization would cause the RESULT toncepiual ization,

but dees not indicate the asctual occurrence of erither.



"Mary iikes to eat chocolate®

o
tMAKRY™" cwany PINGEST® (cewece"CHOCOLATE®
fcy

]
2l

fommmmmmanaoan,

*MARY* [------%JOY¥*

\--ﬁ-—---“ﬁ-- - A

ine |
te 29

The third type of causal relattonship i1s "mutual

cavsartion®:

~ANTECEDENT » i
fay the cauysal relat:on sysbal by
;, w1l]l sometimes be written |
-:E <« »D V%
\a/

«RESULT.

This relation indicates that the ANTECEDENT and RESULY
conceptualizations were caused by vach other. The
relarionship t2 completely symmetric (and thus the terms
ANTECEDENT and RESULT do no have the mnemomic value they
have in the other forms of causal relationshipl. Mutual

cauSation i8 used Lo represent 'buying', 4s in
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"John bought Tthe car from Pred™

[+] R
TIOHN® wmam: TATRANSY . YNINEY? < cee
P RY

[ =
bk

]
Wby o R
EPTRED® <“amx> TATRANS® ..o o fEUTOe ;___i

*FRED®

*JOnN.

e —
i 2 T I0OHNK™
e r——

*FRED*

The same representation 5 used for “sell™ and "pay for-
as for “buy”.

All the CAUSAL relationships are themselves
canceptyalizations, Furtherzore, any twoe conceptualizations
can Le toined by the aymbol "M ' to form a CONJUNCTION, or
by the symbol "% ' to form a DISJUNCTION, Sorth CONJUNCTIONS

and DISJUNCTICON® arvre also conceptuslizaticns,

cconceptusltitzations <conceptual {zations

” w
cfonceptualirzations cconceptual ization,

I.i. 4 Mental ACTs and LOCations

Marny English verbs == tell, remember, teach, read --
invclve the transfer of information. Conceptual primstives
for representing these mMeanings are discussed inm <32 »,

The '@mental' ACT *MTRANS* is used to represent transfers
of information., This act requires a new CASE, the MENTAL-

RBIECT "MGRIECT .
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An MOBJECT must itself be some conceptualization. *MTRANS®
also vegquires the RECIPIENT CASE, with the DONOR and
RECIPIENT being 'mental locations.' Allowsble mental
lecaticns include ‘conscious processors' (*CP*! of human

beings (the conscious mindl, the 'long-ters meXories’

I *LTM®} of human beings, and physical cbjlects which in
soze sense serve az information stores (books., televisions,

. ot The notation Tor an EVENT using "NMTRANSE® 1s:

M R <RECIPIENT>
CACTOR> c<===3  SMTRANS® <=---- <MOBJECT> *--»-{
< DOMNOR >

fMTRANS® 18 an abstract ACT which indicates the transfer
cf the information contained tn the MOBJECT from the
DONOE to the RECIPIENT.

"The professor tells Bob that Socrates i1s dead”

PART
“ B g *CP%<¢oue- ®BOB®
*PHOFESSOR® csas»*MTRANS® <-n- # ---..{ PART
[ e *CP* ¢onws *PROFESSOR®™

VAL
> *HEARLTHY gL===== {-]10]

Pid ey

*SOCRATES® «:
PART
iThe nortation *CP%*y =-=a== *BORE* indicates the conscious
procenscy of the individual *BOB*. ¥hen conceptualizations
are ombedded Ltn other conceplualizations, a # will ofeen

he used a8 a ‘place holder' and will be connected to the

18



Bain relaticonal link of rhe b dded TonCoeptuldi.ration,t
Mon®al lacatyons can also £31ll the “VALUE» sios

T ETATE relaticas which have a8 their “ATTRIBUTE»

WL iMontg]l-LaCat ian ., The “CONCEPT* in such trelations

TURt be ar antige TonCeplual | 2at1an, For exasple.

VAL PART

’ - " OYMLOCY s--eo. SITM® ... __*FREDS
i

: vl

TIOHNT L ems . epne
SA
[ T R - E o m o om . =307
"MAEEYY e *HEALTH®

\-‘- ----- W S o m oo -y

FriTesents the mesning of "Preg belisves that Jfann killed

The *CP* -4e contain arbitrary “onceptualizations,
© TLTME . fn rte other hand, contains only ‘pbelieved®

Tetceptyalizat ions, although they masy be stored with &
‘tertainty' raviny. & hon=-tel teved conteptualization will
‘¥ be 8Y'ored esbedded |n another conceptyalirzaticn, as

vk "PFaliticraps laim they are interested 1n gur welfare, ™

T



.25 TiNFs and other modifications

S¥ill to be accounted for is the concept of the tize
af accurrence of an event, which usually ts reflected in
verbal tensing in language. BABEL deals only with poilnts
in time, not intsrvals., The symbols (T, TI, T, . . .}
will be used for timex, and Jdrawn with poiniers 1o sSome

conceptual links

Ti
+
<ACTOR> £ mmm N <ACT >

The special symbol *NOX* represents the ‘current' time =-
i.¢., the tizme of an uttersance or, =are exactily, the tine
of creatiocn of a conceptualization. TIME relations will
be shown on a tisme line, left representing PAST; tvight,
FUTURE.

{tnditcatens the relations
T « T « *HOK*

» L]

whoera < means 'HEFORE')

Ti T2 THOW®

In the i1zmplementation, every EVENT, STATE, and STATE-
CHANGE has a TIME associated with tt. in our diagrans
nowever, TIRE will be left cut uniess it ts relevant to the
puoint boeing discussed.

Although BABEL does not deal with time inteyvals, it

is necessary to talk about the beginning or ond of an

B0



EVENT or STATE-CHANGE

in order to represent
verbs in our

same of the
examples fe.3., “arrive™!., This 13 done

by a modifying link labeled TS i'time start'’ or TF

I"time “inish®) with & time point as 1ts value:

Ti
TS |
< ACTOR> casw “ROTR
Negartion 1s indicated by a “/*

@of the

through the main
¢tonceptualizacion

link
=r vmgdmy, ef2FIs, ere,
interrogatives of two catogories are dealt with. ¥hen the

truth of a conceptualization i1s being questioned, this

#11l be symbolized by a 7" artached toc the main link:

"Di1d lohn drink the heer:?®

7 o
FISHNT | mawm EINGEET® pac--- *REFRse

{f the content of a particular vonteptual rfole 18 guest icned,
that raole 158 firlled with a4 2%

"wWho drank the beer?™

O
TE®8 *INCEST =

- -

*BEER®
Another modification is the NODE ‘CANNOT® which can mody fy
an EVENT, and ts syabolized by a P on the

€W omom B
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*JOHN® coxx> YDO®

£ PART
o R s *CP®%e—- PHARY*
*MARY® (mn®> *NTRANSY »u-- *CONCEPTS® oo - —
] < * BOOX®

i2 the representation provided for “John prevented NMary

from reading the book™. (*CONCEPTS® is another ‘dummy’
canceptual unit. It represents unspecified conceptusl
inforcation. One property of C.D. which 18 important for
making tnferences is its explicit representation of "missing’
conceptual tnformation. For instance, the *DOY 1n this
example might lead the model to try to discover “how did
John prevent . . ."3 the "*CORCEPTS™ might lead 1t to

wonder what sort of information was in the book.)

Any conceptualization may be modified by a FOCUS
relatsion. FOCUS always specifies one particular slot in &
conceptualization, such as the ACTOR of the RESULT. FOCUS
will not be noted in cur diagrams; while it i3 anticipated
that the memory model will find uses for FOCUS, it is
currently used oniy by the generaticon rouline to choose

between words like "give™ and "recelve”.
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I.2.6 Conceptucal nominals

The reader may have wondered aboul the uge of units
*JOHNY, *BOOK*, etc., in conceptualizations., C.D. has
provided a great deal! of analysis of verbx and relations
found in lanquage, but little analysis of concrete and
shstract nominals. The curtent program does not deal
with words like “"happtness® and “"involvement™, hut 1=
fimited tc nouns which name physical cbjects and people.
The unit *JOHN® in a conceptualization is a pointer to
a mencry nocde, a3t which are pointers to ail
conceptualizations invelving *JOHN®, including such
conceptual itnformation as

{HUMAN *JOHN®) and (MALE *JOHN*)
The relation most used by the generation system, however,
(ENGLISH-NANE *JOHN* JOHN}
Where we write *BHOOKY in a conceptualization, we reslly
have a pointer ®B to & se¢t of relationz which includes
(TOREN-OF #B *RBROOKSE:
*BOO¥X* 18 the conceptual concept of "beok' and is ttself
a node associated with all the tnformaticn about this
concept (not abeout & particular book, however), Included
in thiz information is

LENGLISH-HAME *BOOK* BOOK)

I8

In other words, we are assuming that for pecpiec and physical

ebjects, we will find an "ENGLISH-NAME' etther directly
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sssoctated or associated via a tevel of indirection {and
found by following a TORER-OF relation). In writing
conceptualizations in this thesis, however, ¥Wo shall not
generally bother to distinguish these two CaEes, but
yather will just represent the pointer to & memoOTY node
by the English name with '*' tacked onto the front and
pack. Chapter 7 discusses the sorts of extensions which
will be necessary tco deal with more comaplex English

nominalizatione.

Remarks

It is obvious that the conceptusl reprefentaticon
presented hers 18 pased to & great sxtenkt ONn intuition
about language and psycholegy. Ho procf of the adeguacy
of the representation to deal with a given d&ta baze LIS
provided, Nor 1s there any rest for the independence of
the various untts and relations, From a computational
viewpoint the ACT *PTRANS® could be replaced with the

representation

CACTORD> <t=uu> *DO*
7\
il
f—————------—----‘-—) t‘LﬂCE‘:’
tGMIﬂ? i ---------—_-—--'m‘

‘----'--ﬁ----"—**“-‘ {LQCI.:
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with no loss in the get of meanings representable.
However, the goals of conceptual dependency are tn part
psy hological. The representations are not intendod as
models of the physiclet's universe, They are meant to
eodel the world as perceived and described by peopleg
particularly thcee aspects of the world dealt with in
ratural language. The concoptual approach to language
processing is clearly a cognitive proacessaing model rather
than & pure A.I. approach,

An intuitive approach has heen traditional in
tinguistic studies of both syntax and somantics, Khether
describing sentences in terms of "noun phrases® and 'wverbd
Phrasces' or mesnings in terms of "agents', ‘mources’',
and 'goais', the representations proposed are based on an
intultive choice of unlts and relations. A Buperstructurce
cf operations is then placed on this representation and
used a8 &4 test of tts adegquacy.

C.0. iz rot presented here a8 & finished product to
which janguaqge processing must conform. it te8 nevertheless
uteful ar &4 basie for testing models of analysis, memory
functions, &and generation. The representations must be
allowed toc change in detail as inadequacties are uncovered.

The detatls of C.D. are not important tc the generative
rodel presented in this thesis. Only the most basic

aspects 6f conceptual representation -- the use of language
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free units, the extstence of patterns relatable to
linguistic units ~- detersine the nature of the generative
process.

A natutral gQuestion to ask when first prosentsd with
the conceptual approsch to language is “"Why bother?™,
Breaking down language into conceptual units rather than
eyntactic or ‘semantic' units adds one more level of
complenity toc language analysis and one more level to
generation. The fact that other approaches have not yet
succeeded in 'solving' the natural language probhlem 1w
not in itself evidence that this addjitional complextity
1s required. In short, what are the advantages toc this
approach which override the handicaps i1t introduces?

Several points of a thecretical nature can be made
favoring the use of conceptual representations over
language-based ones. ¥e shall defer a general discussion
of this matter until! Chapter 8, after the BABEL model of
conceptual generation has been fully presented. Hopefully
this presentation will itseif point up certain advantages
of conceptual representation, although we will not dwell
on such potntis.

®e conclude this chapter with an examplie of concoptual
processes; that L, how a conceptusal memory might manipulate
conceptusl structures to achieve results difficult to

obtain with & language-based meaning representation.
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Since none of the material of Chapters 4-7 18 necessary
for understanding the material in Chaptrer 8, the reader
stiil borthered by *“¥Why bother?®™ may wish to read that

chapter immediately afrer this one.

1.3 Conceptual processing: an example

Conceptual representation s really designed to
separate meaning froms language. We should therefore expect
to #ee it put to greatest advantage in that portion of a
linguistic task which involves cperations on meaning rather
than language -- namely, memory processes, Consider a
conceptually based system coperating in a dialogue format.
We shail folliow through a sampie exchange and see how the
breakdown of language into non~linguistic units, the
same units in which knowledge and heliefs are stored,
affectes the process.

HUMAN 1 John advised Mary to vead the book.

RACHINE: Did Mary buy a copy of the book?

A conceptusl analyzer would produce & meaning
representation of the input, which would look something

itke:
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TI PART

# f] R > SCPpee==~ ¥ RARY"
PIOHN e *NTRANS®+~--- # *= *{ PART

I CACPre—an *TORN®
(HY T =3 PART
! # M o3 S0P Yo FMARY
i *HRARY® coan> 'H?ﬂﬁ¥$‘+---~*CONCE?T'*--{:‘
FE-AY B
- || ‘
fewmmmmmmma> I
*MARY®| -—-=-==-=-*RENEFIT® - {TOKEN-OF ¢ |
A-==mmmnsnag
T . j
mwe | T3 L
*2 {1SA pBOO¥}
+ ] '3 % ¥
Ti T2 T3 Tl tHOW®

{The unit #B is & pointer to & memory node, which
represents a token of a concepr such as "J.L. Seagull”™
which 1% itself a member of the class PBOOK. An ‘Englishy’
version of (H} would be "John communicated to Rary that
tf she were to transfer tnformation from a particular

bock to herself, this would result in some sort of benefit
for her."™)

The output would be produced by questioning fverbalily}
the validity of one of the inferences made from {HY -~

in this case, the inference whose conteptual representation

iz



T4

¢ < R » MONEW
(M) *MARY® c<=ma> *RATRANS® +«-=== CNMONEY® ---—{:;

/a\ *MARY®

]

“d/ o £ > *HARY®
.OHF' ' £ E B ‘thl“S. P 'B ‘_---r

E S Bttt I‘ﬂNE*

T3
+ L * $ * ¥ ¥
T T4 T Ti T1 T4 ERONS

iwhich 1s approximately “"Mary transferred so=me Toney
ts gsomeocne, and that somecne transferred a particular book
tc Mary, and these two events mutually caused vach other.™)
The production of (M} from (H} -- the ‘what-to-gay"
probles -~ 1% the problem which conceptual representations
are designed to facilittate. Processing is done entirely
at a conceptual level. The linguistic problems of ambuigity

and multiple representation are eliminated before this

b

process buegins.
Now suppose the Bachine has & belief that “Hary
believes John™. This is not stored linguistically, but as

& conceptual causal relatienship:

VX, T) T ERRY
+ E R PR P Y eaa "MARY
PIOHN® cmz®x *MTRANSY wevee X o= PART
(B1) /% ———t PR IO RN
PART
“ I M R pomm— 3 *LTM e e *NARY™
*MARY® «Ssa> SMTRANSY swe==a ¥ - PART
4+ et YT P v CMARY
T
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i"Any information communicated by John to Mary will
result 1n Mary's storing that informaticon in her *LTM*™)

This belief can be used as an inference rule. {H!}

matches the antecedent of (HBl), where the bindings T =Tl

and
FPART
T2
" R MR . YMARY™
EMARY* (mowr*MTRANSE «---- -couc:prsi,_--_{

ey #5B
A | Fi

f--—— —————————— »

PR SR

IRC +
+d T3

have been made. Therefore the conseqguent of (Bl), CR

i"Mary stores X ia her LTN®) . Tan be snferred.

Note that the machine does not need & separate belief
tinference rulel tc caver each type of comzunication
ttell, advise, warn, 2tc.}, since they all ger converted to
*MTRANE" to which (Bl}' could apply. A reprezentation
based on language units would need eilther a separate rule
for each of these verbs, or a rule for ‘compunication verhs'
with appropriate senscs marked I&ccununxcativqﬁ. The
problen of keeping the nunber of such markers finite
appears difficulit %o surmount. &K systes which captured
sufficient generalities to keep the nusmber of markers
reasonable would probably end up looking very much likse

a conceptual system which broke down informaticon
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into its conceptual form each time 1t was used instead L34
stoering tt in that form.
An jmaediate coasequence of CR {("Mary stores X in her

LTM™} 1g CR(™X ts locatsd ip Mary*s LTM™)

-4

+ VAL PART
(LL} K cndas *MLOC%enccce SLTM®eo oo . CNARY®

where X has the binding found earlier, i.e., X i858 the °R
i“Mary could benefit from feading the dook™} This inference
could be expressed verbally as "Mary wanted to read the
book®™,

Ancther helief the machine z1ght have is TR ("if
somecone bellever that gsome event will benefit hiz, he pakes
that event a goal™):

¥ i#7, E, T. % >»0)

L

3 VAL PART
f521r¢' X2 *MLOC s e mmae YLTMY e P
: F A
: P PART
E "‘ ™ R . ‘GD“LS“‘*---—- P
{ P emmus *MTRANS*e=-- g ----1 PART
i ? — *LTMY snnaaf
[ -
: E
| FE3

LI
F| =ecaa--"BENEFIT*

x-.--_--------t

Ing I

N

Fi



fHere "*GOALSET*' 13 that set of things which & perscn
currently (8 acting to bring abour.)
{Il} matches the antecedent of (Bli, with P Z "MARY®
and
PART
L] R > *CPracn-

E - *RARY® cmtfu> "MTRANS®e-—- *CONCEPTS® oo —
T—— .a

T

80 the program can infer CRi{™"Mary puts £ into her goalset®™),

and its Lamediate consequent, CR{("E 18 in Mary's goalset™i:

VAL PART
1.4 E L 5> EMLOC® - - ‘Gﬂ&LSﬂ' L 'HAS?*

How all the beliefs about how a person’s behaviour 1is

affected by the presence of a goal in his goalset come into
fFlay. A=mcng these s the fact that actions sufficient for
achieving the goal may be added to the goalset and carried
Sut. This =may involve using inference rules ‘backwards® --
1€ the result ts in the goalset, then the antecedent action
may be taken. One enabling condition for *MTRANS*ing

tnformation from a book is being in possession of the book.

But this iz not an action which Mary could take, sc the

EMARY

machine may infer that she added that to her goalset as well.

There are many wiays to came into possession of an
object, Which t1s wmost appropriate depends, among other

things, on the natures of that cbiect.
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For books one particular way ts to 3o t2 the library, and
the machine might wish itnfer CRi"Mary went toc the library™:
and question that tnference. For a much larger class of
objects the natural way to come to possess thexo s through
an *ATRANSY. If no reasonable way exists for Mary to
*ATRANS* the book to herself (such as by stealing 123 then
it may be inferred that she adds to her goaalset & goal for
somecne else to YATRANS® the book to her. One WY Lo Cause
that 18 tc YATRANS® sonme money o soteone who has the
book. Through such a chain of reaschning (M} might be reached,
@f zourse many preblems have been everlosked 1n thie
quick analysis. A real memory oodel will have to consider

strength of beliefs and probabilities associsted with can-

Cause relaricns. And gt every stage of this deducticon,
alternative paths could have been followed, Soame woyld
lead to interveting results, others would not. Effective
Sanagement of such & search 1s & classtc A.I. Froblen, but
not one which we zhall tocuch gpon hefe, Even the guestion
2f k¥nowing whether & given inference ir "interesating' does
nGt Seex to have any stimplo sclution. The matn points of
this sample analysis are:

A In providing a linguistic response to a linjutatic
input, a great deal of Processing which is nor
inherently linguistic takes place.

B A fepresentation based on linguistic units could
perfors these processes, However, the bultiple

Feprasentation problem alone wougld eXpand both the
Bearch space and the necessary base of inference
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tules tremsendously These problems would be

aggravated by the problem of leaving ‘similar’

meanings implicit in the reprezantation as they are

itn language, since the similarity could be mace

explicit oniy through more inference and deduction.

Conceptual representation provides & framework within

which this non-linguistic processing <an be forsmalized. It 1is
specifically designed to aveoid multiple representations of
meaning and to explicitly represent related meanings. The
conceptusaliy based memory should require fewer rules in its
rule base to perfore a given set of inferences than would a
memory based on some "shallower® representation., This not
only saves space, but since fewsr rules will be applicable
to & given structure, the conceptual memory will have a
szaller *inference space' branching factor. Of course,
there is always the possibility that this advantage could
be offset by the necessity of performing a deeper search
with a conceptual memory to reach a given tnference.
Unfortynately, no axamples of conceptual and non-conceptual
memories with reasonably broad and comparable inference

domains exizt. Thus no dats is avallable which might shed

more light on the nature of this breadth-depth tradeoff.
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3.4 Sunmmary

¥We have presented a system for concoptual
Tepresentation and examples ocf ifts use tao repre:. .t
Zeanings encoded In natural language. e have seen how
a conceptualliy-based memory model might operate with the
result of a conceptual analysis of an Fnglish input.
This operation would take place in a language=free dom=ain
and would result 1n & conceptual response to the inpuat,

Perhaps the greatest price pald for the henefits af
conceptual representation i1s the necessity of performing
language jeneration froem 3 non-linguistic hase
representation, The performance of this task by BABEL
18 described 1n the next three chapiers. AaAzong other
things., the existence of a progran like BAHBEL demonstrates
that conceptual representations 30 not break down
itnformation so far as to render it inexpressable in
fanguage. Conceptual generators are itndeed feasihble; 'n
butlding then, & great deal can be learned about the nature
of language generation, about the relation of syntax and
meaning, and about the relationship betlween linguistic

knowledge and conceptual knowledgo.
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CHAPTER 4

KHAT BABEL DOES --- HOW BABEL DOES IT

BABEL is the generative component for a conceptually
based language processor., MNore specifically, BABEL 1= a
process for carrying oul a representational change -- from
meaning structure to natural language sentence. The anly
natursl language we shall be concerned with 1s English.
®e shall itndicate later what portion of the generative
process 1s really English dependent, and what partion 18
interltngual -- in other words, what must be changed or
added *o enakle BABREL to produce realizations in languages
ather than Eaglish.

Although other generative Systems alsoc perform
tranzsfornations from underlying repreasentations to English,
we noted several reastcons why theoese were not applicable to
conceptual genersvion:

Al Syntax based represestsaticons (like Frisdman®s]
ytilize units such as Nouas Phrase, Verdb, Auxiliary,
etc. in the underlying structure. BABEL STARTS
WITHOUT A SYNTACTIC REPRESEXTATION OF THE SENTENCE
TO BE GENERATED.

B} Semantics based representations (ilike Simmons‘'),
even Lf they can eliminate syntactic relations,
stiil incorporate iinguistic units in the form of
word senses. BABEL STARTS WITHOUT EXOWLEDGE OF
THE ¥ORDS TO BE USED IN THE SURFACE SENTENCE,

¥e can recognize at least three Bajor problems which

must be solived in transforming a conceptual representatlon
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into surface English:

A% Words must bLe chosen Lo use in the sentence,
These should be the worde (cf those In the
program’s vocabulary! which 'best' convey the
meaning represented by the conceptual structure,

T The words must be tied together by English svntax
telations (or relatlons from which the syntax can

be produced).

1ii: The words and relations must bhe linesarized to fore
an English sentence,

4.1 Word Selection

Consjider first the probles of word gelection. By
far the most jnteretting cof the woards to be chosen (&t
least with respect to Englitsh) are the verbs, gince they

generaliy carry & large amount of conceptuasl informatton

which 1s spresd throughout the underlying structure .
But this 1nformation t& not marked In any way at the
cenceptyal level as Leing relevant to verbk scelecrtion,
HABEL muyst somehow fnotice the presence cof the relevant
information un1ts and realize that they can be encoded into
ar. Engiish verh.

et us look &t some coxamples to better understand
this profblem:
"John drinks milk"

o
IC&=~1: TIONHENY <apwi FTINGEST® wwe--a "RILEY
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Iir order to genevate arn English realization fron Tty
conceptualization, the fact that "MILEY 18 & FLUIL s of
interest, since English makes verdb distinctions on the
baste of physical properties of INCESTed abjoecta. That
L8, an INGEST event may be rfealized with ‘ecat’, ‘drank”,
‘inhale', or one of zeveral othor verbs based on the
nature of the conceptual OBIJECT. However, in

“The bhear cats f1gh™

[+
ECA=-21Y *HEAR® swwmy *INGEST® wwee.. "FISH®*

it i® not important that BEARSs are ANIMALS and not HUMANS,
However, to generate & German realization af ICf4=-) the
distinction 18 important, since Germar makes a
differentiation which English does not. iGerman uses the
verbh "fressen' to describe cating when done by an animal,
but the verb ‘essen’' whon a human agoent is ynvolved, !

Although the fact that *MILK® is & PLUID t8 relevant
in fC4-1), 1t is iryelevant in

"John put & cup of Bilk in the refrigerator. ™

a o e > *REFRIGY
iCd-31} *IOHN® <ssa; *"PTRANS® wow. *CUP* P
i ‘
CONT !
*MILK®*
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Thus the relevance for gencration of & conceptual

pattern or relation iz dependent:

Al on the language chosen {(examples (C4-11 and {C4-2%}),
and

B} on the conceptual context in which i1t occurs
iexamples (C4-1It and (C4-31)

in general, every verb (actually, every verb sense!

has assoclated with it & set of Defining Characteristics,

cr DCs. These are predicates which cust be satisfied by

& conceprtual reprosentation in order for 1t to be realizable
uking that verb. To make the npotion of DCs clesr, we
present scme cXamples, evach consitsting of

it an English verb

it an English sentence which should put across the
secense of the verb we are itnterested in

It a 'skeletal’ conceptual dependency representation
for that sense

41 the azsocciated DCs
%1 DRINE as 1in “Umpires should drink carrot juice.”
[
X Camesy *INGEST® o e cOBIECT »
DCs; 1} structure >f the represcntation is
an EVENT

ii! <ACT» = T*IHGEST®*
11§} «OBJECT> has the property FLUID

English prevides snother sense of “drink™, as in

"U.%. Grant drank even more than most Presidents™.
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This sense has the same DCs as listed above, but rfregquires
that the OBJECT be the conceptual untt *ALCOHOL® [which

of courze, i= the substance with the English name “"alcochol™}.
Since “ALCOHOL® has the property FLUID, the DCs of this

sense of “"drink® are a special case of the DCs of the more
general sonse. For the generator this means thart any meaning
expressable by the more specific sense could also be
expressed using the =ore general one, although possibley at
the cost of making additional information fin this CaAST,

the ingested substance) explicit in the gencrated sentence.

R EXPECT a« in “Lear oxpected his daughters to grant
his evory wish®.

T2 Tt
1 * VAL PAFT
<CONCEPTUALIZATIONS <-:!3 *NLOC® sacecaaa-n *LTM® trewaa= X
o= L gtructure 1% & STATE

Lt <ATTRIBUTE> i1s FNMLOC*
LbEF <VWALUE» 18 *LTM®
iv} the times satisfy T1 < T2

It is the last DC which makes “expect”™ mean “to believe
something about the future.” Some dialectx use 'expecte’
interchangeably with 'beltieve'. We can have BABEL speak this
dialect Ly eliminating the fourth DC, which will pormise
xentences like.

"1 vxpect he is at the race track."
"1 expect the butler did it."
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Vil WANT as in “Lady Macheth wanted to become thuy gQueen
cf Scotland”

Tl

+ YAL PART
= o ZII FMLOCE L TLTMY . __ X DCa: 1) structure its a
t STATE

11 =ATTRIBUTE> =

' *MLOC*
2 % 11} <VALUE> = *LTM~
: ; 1wl «CONCEPT> is a

<IC structure
A CONCEPTUARLIZATION> vi <RESULT» of
i \ <CONCEPT> 18 A&
| 4% STATECHANGE on
- - - 35{ the *BENEFIT®
“ scale by a

pPoOSitive Llncrement

Vil the two positions

f'-----———---)

¥ | v-=---"BENEFITe

\':----:"-" filled by X 1n the
; skeleton match
f i ft.e., the "wanter’
Euc T) ts the 'benefites’
(Zs:s 2> 01 Yitl the times satisfy

T« T2

Some very interesting things happen when conditions i-vt

are satisfied but T2 comes before Tl. Rezenmber that the . :C
lcan-cause} relation says nothing about the actual cccurrence
af its antecedent. In the sttyation we are hypothesizing
T2« Ti) i1t becomes important whether X belicoves that the
<CONCEPTUALIZATION > has not occurred, or believes that it

Say have occurfed. If X knows i1t did not occur, then the
verb “wish™ i1s appropriate -- “Alex wiszhes he had read the
book™, On the other hand, 1f X is 'in the dark' as to the
actual cccurrence of «CONCEPTUALIZATION>, then the verb

‘hope’ may be chosen =-=- “Alex hopes his sister read the

the book"™.
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Wt ADVISE a» in "Polonius advimed Leartes to be truthful "~

T PART
+ 0 R IECPee—an ¥
X <rvmmd *MTRANS *e=a= @ --T PART
{ e et % LR S
" |
bDCs; £t} strucruyre is an EVENT
i T2 11) AT » = SMTRANSH
E ¥ 111) structure of
Y¥ewwm»<ALT » “MOBJETT » 18 < g
fek reistion between

EVENT and STATECHANCE
iv}l this STATECHANGE 1=
an the *RENEFITe
i scale with 5 positive
inCrefent
¥) the two positions
filled by X in zhe
. skeleton match
! ! ¥1) the three positions
i filled £y ¥ in the
! skeleton march
Yiit the times satvisfy
Tt rT2

|
{

f S —
i

_rfn-n--'q----——)

¥ | -~+-- *BENEFITY

I¥ predicate (vii) i1s not satisfied, the use of the verhb
‘advise' is prohibited. 1f T2 <Tl the realization must
becomw scmething like "...should have..." or "L...would have
benefitred from ... "

Suppose, now, that all the predicates except (vl
were satisfied, In particular, suppose the "¥* in *he
STATECHANGE part of the relation were changed toe an X. Ne
would have a skeleton expressing "X communicated to ¥ that
K would benefit if ¥ (did nomethingh® This might got

realized as "X reguested . . ." or *X asked ¥ to »

- * -
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We have shown how local changes in conceprual
*tructures =ay result in vastly different surface
fealizations. Defining Characteristics aTe properties which
BUSt be met if a word ts to be utilized inm Ffealizing a
fonceptualization. Thus we cannot gxXFect o choose words
by defining a ‘satching metric® and choosing & word whose
OCs are the *best matsh® to the tdea being expressed.

The DCs we have found useful! in choosing words f£all
asturally tnto twe classes. Class 1 predicetes perform pattern
Datching within the stimulus conceptuslization. These
include tests for the identity cf two canceptual fields,
€-.. & predicate ACTOR = RECIPIENT which would be needed
to distinguish “ta3ke™ from "give®, Other predicates in
this class test for the presence of particular conceptual
clements in the mesning representation == T.F., 18 Tthe
ACT of & conceptualization "ATRANS®*T? -- or test its
STrucCture -- e.g.. 18 it of the form EVENT-CAUSE-EVENRT?

Intraconceptual Patilern martching is itself a
sufficiently powerful tocl te make & crude choice of words
LC express & conceptusiization. But many of the most
interesting distinctions belween words are encoded not in
the structure bul in the content of their conceptysl
representations, Claxs I predicates test Froperties which
are conceptual in nature. They all involve interactien

®ith the memory model.
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The simplest example of suchk predicates s the use of
what i1s generally considered categorical informarvrion. it
¥as shown carlicer that the fact rhat *MILE®* (% a FLUID 1=
imZportant to the generator in Certain itnstances, *MILK®,
when 1t appears in a conceptuasliization, i% not an English
word, but a pointer to a node 1n memory. And FLUID 1s not
* Property shared by the English word "milk” and the German
"Milch®, etc., but a Property of the concept *MILES, Thus
this itnforzarion is notl stored as linguistie tnformation
in 8 lexicon, but i% stored in the me=ary and saccessed
thiough the snode *MILKS®, There are two reasons for nuch
& destgn, From & generative Viewpoint, it Turns out that
in choosing a verh for a3 Beaning structure BAREL =&y need to
dcce3s the informartion in this way, In distinguishing
betwoen “eat™ and “"drink~, faor instance, the distinction isw
made on the basis of whether the OBJECT of *INGEST* is
a FLUID. This OBJECT of course is a4 conceptual, not a
itnguistic, unit, Even more i=portantly, this sort of
knowledge is slso needed in the syztem for entirely non-
linguistic purposes =- ®.%., tf &4 sybstance ts dropped on
the floor, is a broom or Zop the sappropriste raol ro get?
By making prfoperties like FLUID €onceptual information,
located in the Tonory model, the information is sharahle
by language analysis and gencratlon, 48 well as non-

lingquistic proceszes. Categorical snformation is therefore
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NOT a form of LINGUISTIC KNOWLEDGE in a conceptual
system,

in addition to categorical information of rhis sort,
the memory is the sole repository of relational information,
Such as BEFORE-AFTER time relationships. ¥hen &
conceptualization is passed to BABEL, such relational
tnformation ts not included unless it is specificaliy
desired that it be expresszed. However, linguistic choices
may be dependent on this information, Me sa¥ in examples
(¥2}=~(¥4), for instance, how time relationships were relevant
te choosing verbs like “advise™, “"want™, and “"request™.

Sti1ll other lingQuistic choices are made on the basis
of non-linguistic context, Making such choices involves
another form of interaction between BABEL and the DeROTY

model . Consider.

T
: o R peeme> SNARY®

{iCd=441 * IOREN® <suwm> EATRANS Y tuna e YEOOE "+ — -

—— *JOHNY

+ ¥
T1 tROKe

This can, of course., be reslized as
{S4=-41 “John gave Mary the book."
But :f (t is known that there iz some time T previous ta the

time of this event (specified here only as ‘past' but

105



potentially more explicitiy given, e.g., "at two c'clacs
last Saturday™) such that Mary was in possession of the
book at time T, then {Cid-4} may be realized as:
{54-4") "John returned the book to Mary™.
The decision (s made on the baziz cf the context
existing 1n the memory at the time the generation takes place.

In this case, the gJenerator passes tc RBemOTy the regquest

FIND:
J 0, TO <« T1, such that:

TO

1C4-51 . ki

*BOOK® <:::> #POSS%e==aa==-= THARY®

{where T1, “"BOOK*, and *MARY* are the sahe pointers
4% in the stimulos (T4=4))

t.2., was there 4 CLiMe previous to T] at which the bBook was
in Rary's possessicon? [f memory finds such a tima, (S4-4')

-
=&y bhe generated; otherwise, (S4-4) will resuilt '

In this example a prece of information about the world
in which the generator is operating has been used to make a
linguistic decision. English provides many such pairs Like
'Five-return' which are distinguished on the basis of such
knawledge, Examples like "go = return' and many verbs with

re' prefixes such as ‘resubmit’, and 'restate’ conme

inpedistely to mind.
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These exanples all use tnformation which couid
tvazonably be presumed to be findable in memo¥y rather than
Tequiring deduction. But situdtions ex{zt in whieh
linguistiec considerations Tequire access to deductive

capabilities of memory as well as its information retrieval

capacity. Consider the conceptualiz&ation:

{(Cd=-61 T1 PART
‘ | Ry 2 *CP% tmmm. EMARY®
*JOHN® <=am> SMPRANS®*vcee B oo w PART
! et SCP eenna TIOHN®
T2
+
*JOHN® <==u> epgs
PN
. [1]
fommmmmemae ey (~10)
Rary's husband| ~-ea-- == *HEALTH®*
| TR
»
i
73
' ¥ + ¥ ¥
T T2 T3 Tl *NOW®

This can be realized as
[S4~4) “John told Mary that he was going to kill her
husbhand™.
A reaszonable paraphrase might bhe
(S4-6") "John trestened to kill Mary's husband™~.
But one can imagine circuastinces in which (S4-6'}

would be & very poor realization and a much better one would
be
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(23=4:"") "John promtszed to ki1ll Mary's hustbtand™.

In order to choose bDeftweenn "tell”, 'threaten', and
‘promise' BABREL must interrogate its worid model. The
digtincttion 18 Zade on the basis of whether the MOBJECT
of the *MTRANS® could cause the RECIPIENT cf the *MTRANS®
to become much more unhappy lor much happiert., A

conceptualization:

T2

‘
iC4=-T) CJOHN® cmeax *DOE
/xR

F e et ———.--- =k

Mary's hustband] --cewaee-. *HEALTH®"

(R

o
T3

——et W
el
Pl
fmmemsnnaaa,
*MARY® —c-ea- - *JOY
N waausresy >
'
xncf Ti
iX: xg-5)

ts formed, and 1f i1t can be proved then ‘threaten' ts chosoen,
On the cther hand, if this conceptualization with INCrement
iX: Xpl3! on the resulting state=-change can be proved, then

1
‘promise’ may be scolected

It tm not being clatmed that (S4=-6""} should he
considered a paraphrase of {(54=0). Bur the BABEL model of

generation makes & cl&ai®m that this is conly because
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SENTENCE PARAPHRASE HAS GENERALLY BEEN CONSIDERED ONLY IN
A NULL CONTEXT. Of course a truly *nulil’ context would
not even permit (S4-6') as a paraphrase of (54-6). So
what Ls meant here by null context #ight better he
described as & neutral (for a given group! context. (There
may exist groups in currsnt U.S. soclety whose null context
would paraphrase "tell . . . would kill husband™ with
"promise” as often as with “threaten™.}

The memory-inference model in the present progran
it not capable of proving relations of this complexity =--
L., whether a&n arbitrary conceptualization describes
scmethting which could please or hart a particulsar tndividual.
Such theorex proving is in fact beyond the currsnt
capacities of all language processing systems. Our progras
resorts o huyRan ihtervention to answer such qQquestions;: &
conceptual structure like that above is typed out at the
ceonsole when the program needs the information and & human
informant responds TRUE or FALSE.

It 1s important toc realize that such & capability is
net specific to the task of language generation. It is
in fact needed ro disambiguates the sentences:

“"The Mets are threatening to fine Willie Mays®™
“"The Mets are threatening o win the pennant™

A psychiatric interviewing program would very likely need
the ability to analyge what was said to it and determine

1f 1t was "threatening', ‘'hostilie’', etc.
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The desire to perform such &n action has nothing to do with
the prograz’s expressing in English the fact that what was
S8a41d was a threat., Nor dovs it have toc do with perforsing
fanguage analysis, at least in so far as this i= defined
43 transforming lanquage SIrings into CONCeptudl structures.
Since the need for such a4 capacity can be justified on
grounds tndependent of generation, no uynressconacie da3RUBptLiaN
t8 being made in making it available to the Fenerator. Ix
demonstrates che interesting lnteraction beiween itnguistic
knowledge ~- that English provides a verb “threaten™ to
describe an information transfer meeting certain conditions
== and non-linguistic capability - the ability ro decide
whether & given plece of informatton has particular
implications 1n a particular context.

This use of the powerful deductive capabilities of
& memory model! during generation cannot be left undefended.
It ts certainly not the only way of accomplishing the same
ends, and has seversl ramifications which stand in opposition
Lo previous ASsubptions about generation. Foremost of

these srv:

Generstion not only fails to be & stepwise inverse of
analysis, but 1s not even a functional inverse -- that

is, it 1s not universally true that ANALYZE(GENERATE
(C}} = ¢,
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Kow tf we consider the context within which language
Procesdes occur &% woll a4 the words and information betng
transmitted, anslysis and generation dec look more like
theoretical inverses. Even here, though, there are gore
d1fferences, due to the fact that the context for analymie
Inciudes partial, but not complete, information about the
context tn which an utterance w&s Qenerated. The fact that
the processes &re not stepwise tnverses is of greater
importance for & performance model, since it means that a
sciution to one probler will not be & sclutien to the cther.
b stepwise inverse of BABEL would end Up &CCe8Sing
inforzation about the word “trade™ in order tc analyze “buy".
A stepwlise Llnvetse of most anaiyzers would end up making
considerations about possession in genersting “give & party”.
Both situations are undesirable. Finally, from a practical
Point of view, & computer mode) which forced a human vser to
understand sentences generated from & fairly lim:ted syntox
would be making no unressonable demands. A model which
forced a human to produce only such sentences would be.

A conceptuasl analyzer must encode both the event beitng
related by & verb like ‘retyrn’ and "promise’ and the
connctations inherent in their use, 1f tr ditd not, it
¥ould be tmpowsible to correctiy understand Statements like

“Berths thresatened to give Norman a kiss®
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BABEL may choose these came words to express a
conceptualization which encodes only the event being
described, however. Thus the analysis of & generated

sentence may contiin more tnformation than the conceptual

source from which the sate sentence is tc be generated,

It therefore makes no sense to speak of THE conceptual
rTepresentation of & word-sense.

It was slways realtzed that a given sentence may have
multiple interpretations due to syntéctic and semantic
apbiguity which zoust be resclved by the use of 'context'.

It was alzc vealized that the mapping from weaning
fepresentation to language represcntation wag one to mAnY;
there are many w&ys to zay the same thing in a given language.
In this model, the set of ways of exXpressing socething is
DEPENDENT ON THE CONTEXT 1n which the generatton 1s taking

place.

The notion of sentonce reslization takes on & new
character, being seen as a linguistic problem which
depends on & conceptual context.

it is not the intent of BABEL to provide a ‘competence’
model < 5> of the ideal human spoaker's capacity for paraphrase.
Poople have di1fferent standards for what they ccnsider
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paraphrase; furthermore, a4 given i1ndividual will accept
different paraphrase sets for a given utterance in different
COnLexXtE. BABEL (& concerned with the probien of finding
linguistic encodings of conceptual! information in conceprusal
contexts. This 18 Cceortéinly related to paraphrase, but is
ot meant to be a formalization of what linguists and
speakers oean by paraphrase,

The isportance of a conceptual contexXt cannot be
Overemphasized. It its necessary to draw conceptual diagranos
as 1f they wore isolated entities. Such a prezentation (s
sufficient for most explanatory purposes. But the
commitment to &4 conceptual representstion includes a
commitbent tC a&4n assocClative memory storing these
conceptualizations and an inference mechanisz operating on
them. In such a systel no conceptualization 1s truly
izclated,

It s1ght be asssumed that
“"John returned the boak tc Mary™

8hould be generated from the conceptusl structure:

IC&=-8) Y
R =is YMARY
+ e ]
FIOHR® <cmmex ¥ATRANS*smacctHOOK buc - —
] e T JOHNT
! VAL
PHOOR*<ZZI%%*POSEY waaa- *MALRYS
]
T2
¥ * L

T2 Tl EROWY
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which is something like what we would expect an analyzer

to produce from the sentence. This seems W™Ore natural

than generating the sentence from & ropresentation which
encodes only the ATRANS event, particularly in view of the
ASSOCI1ELiVe DeDOTIY ABEUmMpLion, Since at generatian time the
links between occcurrences of S*MARY* and *HOOF* in the
*ATRANS*® conceptualization and their occyurrences in the
*POSS* conceptualization already extist. It would only be
necestary for the '"WHAT-TO-SAY' device -- the process which
builds or selects & conceptualization to be expressed =«

to choose to attach these links to the conceptual structure
being bullt in order to produce structure (C4-8: for
eXpresgian,

This course has been rejected because of a basic
assumption that the WHAT-TO-SAY decisxion mshould be made on
nen=linguistic grounds. Given that soMe moLivation exists
for expressing the *ATRANS® conceptualizarion, the WHAT-TO-
SAY process will fan out across assoctative links deciding
whether asaoctated conceptualiizations should be cxprested
az weil. For instance it might be necessary to give further
information about *BOOK*, such as the fact that it ts about
mathematics, to svoid referential azbiguity. But of the
potentially enormous set of associated conceptualizations,
what are the appropriate grounds for choosing the *PQOSS*

relationship?
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The grounds are almost certainly LINGUISTIC; English
Provides a compact way of expressing this relationship, =
napely, the word ‘return’. English does not provide a
cofcise way of saying that an obisct was ‘purchased at a
drugstore’; thus we do not expect such itnformaticon to be
mentioned generally. The exchange:

@: “Has Fred read the book yet?™
A:  "No, he lost the book, which he bought at the drugstore.™

would bes unususl, even though the information about the
bocok's source may be new to the gquestioner. On the other
hand, the exchange:

e “Does John still have Fred*s math book?™
Bt "No, he returned the book to Fred. ™

15 perfectly acceptable, even though the use of ‘returned’
instead of 'gave' clearly providez no new information to the
Juesticner, in fact, it zeems mych more natural to use “he
redundant ‘return' in this case.
Since BABE. haz az one of its underlying assumptions
& Testriction against lanQuage dependence in the KHAT=-TO=-SAY
=echanism, the course of ‘discovering’ linguistically relevant
tnformation during the course of generation has been adopted.
in going from sSeaning representation to scniance, &
Freat deal of conpacting is taking place. A singie word,
Like the verb “poison®, may encode a large conceptual
ttructure (“to do something which causes someone to tngest

* polsonous substance®™}. BABEL must recognize such conceptual
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patterns which have special word encodings. The process of
word selection is basically one of putting back together
pteces of conceptual structure which the target language
provides words to express. There are, in general, =any ways
to accomplish this compacting. In developing BABEL, we have
taken it as an axicm that & good generator will maximize the
amount of structure encoded 1n the words [t choosesn, thus
producing the most concise realization possible for a

conceptualization,

4.2 Syntax Representstion

Although language understanding =may not regquire the

detailed syntax analysis predicated bty zost existing
linguistic models, generation ©f natural language sentences
certainly does reguire a detailed knowledge of syntax. Since
the study cf syntactic rules is not the facus of this work,
and since & great deal of work has aliready been done in this
4rea, it was decided to design BABEL so that 1t could employ
an existing formulation of Englitsh syntax.

The twao bLest models now avatlable for dealing with the
syntax of natural language are tranrformational gramnar,
&s develoaped by Chomsky et al., and the AFS5THNs of Woods, et
al. TCither approach could have been adoptred.
Transformational deep Structures were rejected because the
tree format which they assume does not naturally arise tn
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conceptual generation. The tree representation is a direct
result of the production {(or description) of sentences by

& context free phrase structure base grammar. Since such a
Granzar has no place in & conceptually bassd systek, there
18 no natural source for tree Structures.

Stmmons' work, described in Chaprer 2.4, has shown
that AFSTNE can be used to generate natural language Fros
networks which include the words to be used in the sentence
and sufficient structural information to deal with natursl
language syntax. Such networks turn ocut to be 4 much more
netural intermediate step for BABEL than do phrase markers.
¥e can takes the conceptual structurss te he reslized,
coenvert them to networks, and then linearize the network
with an APSTN.

What BABEL does f2 to tie together the woards it chooses
and put them tntc & SYNTAX NETWORK. Like semantic nets,
these syntéx nets can be represented ag a set of "structure®
nodes fnamed Gl, G2, G3, . . .). With ¢ach node will be
associsted & sot of relation-value pPairs. The relations
are elezments of a small set of syntactic relationships
handied by the grammar; the value cf a relation may be
4nather structure node, a lexical entry pointer, or one of
a set cof terminal grasmar elezents. Asx an example consider

the sentence

"John adviscd Mary to resd the book™
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which wauld be Fenerated from the syntax ne? waore:

ING-11

Gl: LEX ADVEIZE G4 LEX READ
ACTSBS G2 ACTEBRYD Lo ¥
QBRI Gi OJ )
iXF. G4 TENSE FAST
TENSE PEST MOOD IRDICATIVE
MO0 INDICATIVE VOICE ACTIVE
VGICE ACTIVE

Gu LEX JOHN G% ¢t LEX BOw F

DET THE
Gl LEX MARY

This network consists of fiyve nodes IGl1-G5%;. The EYntax
relatiocns 1ncluded arc: TGE, ACTSEHI, ORI, INF., TEKSE,
M3ICD, VDICE, DET. Five Jexical "ntry potnters, ADVISE,
JOHN, MARY, READ, BOOK, and THE are Present, and the onily
tercinal wlements used @fe PAST, INDICATIVE, and ACTIVE.

THE LEN¥T At ENTRIES TADVISE' and TREAD' Do uoT
CORFESPOND TO WORD SENSES aw they do In Simmons® netwarke.,
The sentences

"The Lone Ranger mounted Stlver and rode off=
"The lepidoptarist mounted his Danaus Benlppe

“ill have Lhe same loxtical entry pointer MOUNT as the value
f a LEX relationship 1n thesr Syntax networks., The notion
of word sense st1]} CX18ts, 4% will Be seen shoreiyy (s
TXistence, howover, 1t not ar the fexical level, Gnly

iyntactic information is contaspod in BABEL's lexicorn,

118



Such information as trreqgular past and perfect forms for
verbhs and plurals for nouns wiiil be stored in a lexical
entryy the fact that "mount™ has at least two distinct
zean:ings will not be found tn the lexicon.

# mecond major theoretical difference between these
eyntax networks and Simmons' semantic networks is the
set of relationships allowed. THE SYNTAX RELATIONS oF
BABEL's NETWORKS HAVE KO CONCEPTUAL SIGNIFICANCE
whatsoever. JOHN, MARY, and BOAT will have different syntax
relationships to BUY and SELL 1n the sontences

"John scid the boat to Mary"®
"Mary bought the boat from John®

alithough & semantic network might assign the same roles in
both sentonces < 35> .

In BABEL's syntax nets the relationships between
enbedded sentences and cembedding sentences are chosen on
syntactic grounds. Thus

“John told Mary EBill drank the beer®

will have aB its sSyntax net:

Gl: LEX TELL Gé: LEX DRINK
- . ACTSHI G3
- . ORJ Gb
SNT o4 - .
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since SNT (s 4 revlati1on whaich causes (ta vwalue STryctare
1n thils case G4l to be realized a3 an entire sentehce.

However ,

“John advised Mary to resd the book™

had a network (M3-], abova! which (ontaitned the structure

+% Tor

"Mary read the book®™

ehedded as an [NY relation. Thi®s will resultrt in the

verd string of o4 being transformed into am infinitive

f"ro read™! and having 1ts ACTSES {("MARY™) "'delcoted".

However the aVntax network for

“Jahn wanted Mary to read the book®

Gl LENX WANT Gi: LEX READ
ACTEnD ad ACTSEBS Gd
INF2 G oBJ (o]

. - - =



INF! 14 a syntax relation which, like INF, performs an
infinitive transformation on & verdb string. The generation
jrammar also skips the ACTSHS of a structure erbedded i1n an
FHFO relation (f i1t =matches the ACTSBI of the structure

o which 1t 18 related by INF2. The two fail to match

Y othe above example but would match tn the networks for

"John wanted to read the book"™
"John expected toc get a raise™

-

che syntax relations have two basic offects on the
Fernorative pProcess. They determine transformationa, like
Frhe snlinitive and optional deletl.n transformations just
menticned, and they determine the left-right order of
fealizatian of noun and vert phrases and enbedded sentences
in the genetated lanquage string. It 15 necessary to have
B structure for “"Mary® volated a5 an OBJ? to a "GIVE®

ST TLOT UG YO gonergte

“"John gave Mary the book™

et the structure "to Mary"™ related as an IOBJ to a "GIVE®

*tFUCturFe LG generate

“John gave the book toc Mary"™
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In & semantic network we would expect ta find #ARY in the
same case, say GOAL, in both examploes, Having d:fferent
relationships In the syntax netwarks enables *he Feneration
Fram=ar to hendle the di1fforent word ordera simpliy.
Vonceptually, of course, both exasples have the same
representation, with Mary being The RECIPIENT, Similarities
and identities in meaning sust be eXprefised in the conceptual
representalion; the syntax networks are ased as an
intermediate representalion ik the gomerative PFroTtoss and

need NOt Ceet thia reguirement,

1.3 Syntax Nevt Production

BABEL's syntax nets, then, are related *o Fillmore's
v&fly proposals on case grammar, The basic net consists of
& verb and a set of relation-value pairs which relate noun
phrases and eabedded sentences 1o the wverh, Tha Jraczmar has
the tob of chooesing 'subjects', ‘direct objects', etc., of
performing 'deletions' and providing for ‘tagreement', and
cArrying out other syntactic functions.,

The %ey to producing a4 syntax net 1is realizing thav
@nce & verhb has been chosen, an entife syntactic framework
tecomes known., For exasple, 1f *convince® -- 45 in "The
Tonspirators convinced Brutus that Cacsar wan dangerous™ ==
1% the verb choscen, wo would know that the sentence being

Fenerited Mgst have

P22



L3

11 3 Woun Phrase which wi't'il bevcome the "subject
{in mont casten)

23 a4 Noun Phrase which will become the *direct
obhject”

FE an embedded sentencs

Byt np fact even more 1% KNown., *Convince' would
anly be chosen begause & concePtusl representation which
warisfied 1te o was being realired. This would bhe a

wtructure Like:

PART
b | R Y RPN e ¥

K e PMTRANS e ae-a 37 g”-{ PART
%\ cpfid Sl X

' FART
i - 2] : BLTM*e e~ ¥

¥ oomem . SNMTRAN G e e e T ¢-.-{ PART
*CP* s mm-= ¥

Fnce +f 1% Kpown that ‘convince’ can be used to realize th:s
strfucture, 1t 18 known iszsediately that

X must pe pade into the ‘subject’' noun phrase
fthe convincer)

Y will become the "objiect' ithe convincest

Z %ili bheconre the emberdded sentence

In other words, once & vetrd has been chasen, the fors
of the syntax net to be created is known, and farthermore
mappings between pieces of the syntax net and pireces of the
canceptyal representation are known asz well, Thus the
ctvation of the remaindery of The net 1s a very strongly

julded process, not a large rearch.
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The process underlying BABEL, then, can be
susmarized as follows:
Choose an appropriate veorb isense)

Use the information associated with the verh to
create & syntax network

Use the AFSTN to produce & surface string

Faor example, starting with the conceptual structure:

T
‘1 VAL PART
. - » SMLOC® s---== SLTM*® so---2 *HRILL®
*
!
]
[
} tBl LL' 4 B E e - INGBST. o e - laﬂgg"
fek
| Er
———
i
!“-“-*-----‘}
*BILL® | =m=----- *BENEFIT
\---.--------t
®
INC I T
(v 3}

BABEL might choose the verb sense WANT! and produce the

sYynLaEX neiwork:

Kl: LEX WANT Hi: LEX DRIMNE
ACTSBS N2 ACTSHS I
INF ni OB M
ROOD INDIC MOOD INDIC
VOICE ACT VOICE ACT
FORM cim FORM S5IM
TENSE PAST

N2;: LEX BilLlL I T LEX BEFER

DET SOME
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frum which 1tas AFSETHN could generate the string:

"bill wanted to drink some beer."

We hawve seenn the scrts of considerations which mgst
ty acccunted for in the different phases of the process,
fvveral sor¥ts of knowledge, some of 11 about laenjuage,
a*t sure of 4t pufely non-lingulstlc, ate heeded. Let us
Boewve on to the guestion of how thisg knowledge can pe
teptesented and organtzed to effect computer generation fron

e pTtual ptructutes.
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CHAPTER &

THE STRUCTURE OF BABEL -~
THE ORGANIZATION OF LINGUISTIC ENOWLEDGE

in any large compuler program, whether i1t be 4
cognitive model, a compiler, or a pavroll pProcesscr, it is
tmportant to maintain a design which distinguishes data from
PTocess. In many cases this is done for practtical advanrage
== the salartes used by a payrol! program must be frogquently
changed while the process whHich operates on thez remains
relatively fixed, In other cascs, proper design results
in & progran which s applicable to an entire class of
problems rather than a specific i1nstance of that class =-
thus the transition from ad hoc compilers for indtvidual
languages to compilers embodying analyzers for particulary
iarqQuage clazsew and on te compiler-compiLlers.

Both of thege considerations have affectod the design
cf BABEL. Certainly & component like vocabulary must be
permitted to grow independently from the program which
Oferates with (t. Furthermore, it is desirable to have a
procesr which provides a Lasis for the production of surface
ELEINGS® in many natural languages. Thus we have a clmss of
tasks acroms which some paramaters -- nazely, conceptual
fepresentéation and memory Organization -- remain constant,

but another, linguistic knowliedge, changes drastically,
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For this reascn, an effort has been made Lo treat linguist..
knowledge az data wherever possible.

From another viewpoint, MT, Q-A, interviewing, and
conversation alszc form & 'class' of generation tasks, The
varrtable factor acroz: these, hovwever, Svels o be what was
vatlier referred tCc &5 the WHAT-TO-SAY problem. Therv L@
ne reason to view this as & fundamentally linguisric task
and the current version of BASEL tncludes no component
which will make the prograc’s behaviour task-dependent &crcus
this class of rasks. The program is designed to be usable
43 part of a =more sophisticated system which rakes this WHAT-
TO=-E8AY decision 1n a task deopendont fashion,

in a cognitive npodel there (8 & third advantage to the
separation of data and process which perhaps cutwelghs the
sther twc, The separation makes theoretical claims about
what winds of knowledge must exist to perform a4 task and
how thia knocwledge 18 organized irn the humarn mind,
Furthermcre, it becomes Cclear wiat conceivable snorts of
tnowledge cannot extst within the framework provided,
tFor example, BABEL makes no provision for storing the
correspondence between the English "give® and the German
‘qJebent; nor the fact that *give' 12 related to 'have' 1n
ANy wayil. And when the processes which operste on these
ntructures are understood, Lt bocomes apparent what soTts

cf tnteraction between the varicus forms of knowledge are



pPossible and what sorts are NOT poseible within the smodel.
An explicit understanding of what gorts of knowiedge are
provided and the achievable interactions has proved to be
a4 considerable a1d8 in che development of this program,
BABEL can be seen &% & collection of linguistic
knowledge files accessible by 4 central generation rouline,
which 1s itself activated by and conversant with a combined
zeaory-mocdel and deduction device. Figure 5-1 sketches
this organization.
A simple example will demonstrate how each component
of the systesm eonters into the Feneration process. Suyppose

BABEL iz given the conceptuslization

Tl
+

;‘t——'-‘-ﬁ‘------—-‘ﬂ‘} ‘-10]
*KENNEDY®* f messcmemews THERLTHY

\ e W ——

P
i

e et TR T R R — - I-ﬁi
&xin?' ! L R N pp— .JB?'.

‘--u-t----‘-—"‘--q---ﬁ—‘

k4
T2

E
Ti T2 "ROwe

to realize. The DISCRIMINATION NETS are used to retrieve
a CONCEXICON entry, which Eight be BETAUSEL in this case.
This entry puts the word "because” into the syntax net and

guides BABEL into waorking Separately on the cANTECEDENT>
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and <RESULT> conceptualizations. The DISCRININATION NETS
retrieve CONCEXICON entries DIEL and BECOME]l for the
respective conceprualirations, which results 1n the verhs
"die" and “"become" being added to the SYStaAxX net and in
LANGUAGE SPECIFIC FUNCTIONS being applied to determine
tense and other informaticn. In processing the CONCEXICON
entry for BECOMEL, the SCALES are consulted and the word
"depressed” found from the elements in the <RESULT>
conceptuslization., Both the discrimination nets and the
language specific functions may Trequire action by the
MEMORY MODEL. A complete syntax net is passecd to the
GRAMMAR CONTROL ALGORITHM, which forms the surface sentence,
icoking in the LEXICON for the past tense form of "hecome®
tn the process., Finally, the sentence “*Mary became

depressed because Xennedy died™ 13 produced.
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| DISCRIMINATION NETWORES

it was exzphasized Previously that one masjcr linguise o
task i1n generating from a concepiudl base s thar of
Sselecting individual words tc use in eXNpressing the content
ot & given ConCepltualizat ton, A word 1s choser because the
conceptualization satisfies the set of Defining
Charscteristics (DCs) for sonme sense of that word. A
fonceptual generator must therefore know the DCs for the
werds 1t deals with, The sizplest wWay (o organize sgoh
krnowiedge is to simply have & direct ABHEIC AT iOn, as on &
LISP property list, between a word and 1ts DCw.

It no further organtzation is placed on this knowledge,
howevet, the program would be forced to choose words by an
CHRUREer4tive process -- i.e,, look at vach word and choose
the first one whose DCs are tatisfied. This approach must
af course be inzediately rejocted con efficiency grounds
4lone, since 1T resuits in an eXpocted Yelrieval time which
‘1gnoring word use freguencies) increases itnearly with
vocabulary size.

A linear search has several Charactertistics, in
addition ta tnefficiency, which make it Eaxchnlﬂgxcallz
undesirabie:

Lt There 18 a wvast discrepency between retrieval times for
various words, It would be desirable to have 8 scheme

¥hich mado a word's retrjeval time dependent on the
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‘“inhercent complexity' of its DCs. This predicts
differences in retrieval times for words, perhaps
constderatle in some cases, but nopno approcaching the

1
linear search discrepencies .

i The enumerative process makes no use of the nformation
from 'failures'., Wwhen a predicate in the DC set of
Some word fails, it should be realizred that all other
words which have that predicate tn their DO set witll
f31] a8 well. And when a predicate succeeds, it should
1oLt be necessary to re-evaluate 1t later. Furthermore,
fuccesstul predicates should help guide the search by
ditecting 1t toward other words which have the same
predicates in their DO set,

At least one methed of tnformatiaon organization does
Lave the characteristics we desire. It is called the
'discrimination network'.

Jiscriminatian heltworks, or discri=ination trees, have
been widely used 1n models of verbal learning tasks <7,1%>,
Digcrimination nets are generally implemcnted as binary
trees, Each non-terzinal node of the tree 19 associated
#ith & predicate which must evaluate to either TRUE cr FALSE.
Each tersinal node is associated with some ‘response "
information. in operation, a discrimination ner s applied
'3 & ‘stimulus’ -- in our casc, a conceprualitzatiaon, The

predicates tn the tree take the conceptualization asx &
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PFaramceter. The algoritha for sppiving the discriminatio:
net cah be stated an follows:

i. Set CURRENT-NODE to the roct node of the pnert.

s 1f CURRENT-NODE :1s & terminal, go to step 6.

3. Evaluate the predicate at CURRENT-NODE.

4. 1f the value 18 TRUE, set CURRENT-NODE to its 'Tight
hand® son and go to step 2.

5. If the valuw 18 FALSE, aet CURRENT-NODE to ttg "lefr
hand' son and go to step 2.

i, Return the response assoclated with CURRENT-NODE.

The terminology used in connection with these trees
has derived from the sorts of verbal learning rasks for
which they have served as models. An example of this 18 the
Paired-associates nonsense syllable task, Figure =] gives
4 list of nonsense syilable stizglus-response pairs and a
discrimination net capable of finding the correct response
for any of the stimuli. Notice that i1n order ta find the
correct response, the set of Tests performed on the w»timuglus
need only distinguish tt from any stimelus TOGUITIing &
di1fferent respanse, but rnot from any posstble stimulus,

Previcus use of discrimination nets has usually
moedellied the learning as weil as the retrieval of intorzation.
BABEL contains no provision for acquiring new knowloedge
during operation; its discrimination trees are treated as
dats and are not modified by the program The ‘stimulus®

Ffesented to & tree ts all or part of & conceptualization.
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STIMULUS

RESPORECE
GAL LOR
POR JIV
GAX ARG
HOB NIT
lat letbter =
cnd letter = Jl izt letter -
ird letter = ;| {21v] ety
/‘,/\
[Lcm} ird letter = X
[anc] C 2

FIGURE 5=2
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The responses found atv the terminals are lists of
‘concexicon’ entries. A CONCexiCONn enlTy cofrespondas

closely to the notion of word sense, 8inCe each is associated
with & particular lexical entry and since ambiguous words
will have sepavate concexicon entries for ecach sensv. &
cTonceRicon entry 1= precisely definad by the atrtributes
dfscciated with 1¢., Details of the conCexicon are Qiven

in section S.2.

Fetgenbaum 7> ledins nets which grow until any two
distinguishable stimuli can be discriminated. Hunt *sa <l6-
*¥Ork on concept leidrning rogulres nets whick test anly those
features of stimult which are relevant toc the coancept bheing
iearned. BABEL has nets of the latter sort; only those
d1sctinctions needed for the purpose c¢f generation need to
be mada. While there are potentially tnfinitely many
Fatterns and relationships which could be detecred, only a
fintte, and relatively small, subset of these will be
interesting for the purposes of generation of a given
language. Furthermore, as we saw 1nh section 4.1, even
the relationships which affect word choice in & particular
language are izmportant only in particular contexts.

One of the major advantages of BABEL's usce of these
nets is & CONTEXNT DIRECTED FOCUS OF ATTENTION, The
discrimination Lrfees operale in an environSent where

FLEponies are not asscciated with a4 finite set of known
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stimuit., Context directed focus of Sttention 1% achieved
Sy building into the trees the knowledge that certair
features of stimuli are salient in Certain conteaxts,
fomewhat the same (dea was used by Simon < 317 in nis mode |
o! human mRemory for chess positjons. Here discrimination
nets were cfed to find common configurations in a coaplete
Chess positiong the notion of salient features koeyed the
scarch for these configurations.

In fescribing BABEL's discrimination nets, as well a.
tn desctiprticns of other parts of the program, we shali
"eed to refer to substructures within a conceptaalizartion,
fuch & reforence 1s called a FIELD SPECIFICATION and conmiatw
e list of elements from the set

fACTGR QBJECT ™MOBJIECT T4 FROM e « s « T . F
ANT A . € <:D CON VAL PART TIME MODE }

shese afe Lhe internal names used by the systenr 1o refor to
foles 1n concegptual relations as indicated 1n Figure 5-3,
The value cf a4 FIELD SPECIFICATION (FS! applivd 1o a

runceptualizat on s compuled as follows,
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1}  Set VALUE to the entire conceptualization.

<}  In the curremt VALUE, find the field referred tao by
the first element of the F5 (CAR FS1. Make the new
VALUE the conceptual structure filling this field.

3} Remove the first element from the FS (FS « COR FS)

LB If the F§ is exhausted (NULL FS) return the current
VALUE; otherwise, go to step 2.

If at any point & field sought in step . 1S not
present, NIL (s returned as the YALUE.

The value of the FIELD SPECIFICATION IMOBIECT ANT ACTOR)

spplied o
PART
] K ———— TP s s e mm *FRED®
.JGEH. cxmmd "HNTRANS Y uwe B e PART
' ——f tCPVemm e TIOHN®
j *JOHN® <m=w> *DO*
| N\

*

I----n------n——* "- Ec]

*BILL?| -====a SHEALTH*

SN———

is the PP ®JOHN" .

tAs a shorthand, the clements of the <AMNMTECEDENT: of
4 causal relation may be referenced without speclfying ANT
== thus, the F§ (MOBJECT ACTOR] would alsc refercnce *JOHN®
in the above conceptualization. Of course, no anbiguity
ts intyoduced by this convention.} The predicates at the
nodes of BABEL's discrimination trees contain FIELD

SPECIFICATIONS which apply to the stimulus conceptualization
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ROLE HANME

ACTOR refers to

GSE

e

the <ACTOR> in EVENTS:

thoe <CONCEPT> 1in STATES and STATE-

CHANGES,

unless this 18 an entire

conceptualization

CON refers to

the <COXCEFPT: in STATEs

in which this field i9 an entire

conceptualization

ff.g., when the

<ATTRIBUTE> is *NLOC*)

OBJECT refers to

MOBIECT refers o
EVENT=s

TS refors to
recipiant
diTtect ive
FROM refers to
reciplent

directive

refeors to

refers to

values of

ANT tTefers to

causai relations,

tefer to the nttial

the <OBJECT® in EVENTSs

the <MOBJECT> 1n mental

the <RECIPIENT> in the
caze, <GOAL> in the
case

the <DONOR>* 1in
case, «SQURCEa
Case

the
in the

the <ACT>» in EVENTs

the <ATTRIBUTE>

and terminal
a4 statechange relation

the <ANTECEDENT>
the first

in

conceptualization of conjunctive

relations

A refers to

the second

conceptualization of a conjunctive

relation

“ip rtoefers to

the <RESULT> of the

corresponding type of causal
relationship

VRL refers to

the <VALUE> part of

STATE relations

FIGURE 5-3
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PART

TIRKE

MODE

refers to a PART modification of
& Structure --

PARAET
f.e., YMAERY® 1n *CP* ar-=a=a*MARY"

refers to a TIME moditication ot
& conceptualization

refers to & MODE modification of
& concoeptualization

FIGURE 5-1
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being "filtered’' through the tree.

it wae montioned in section 4.! thatr two basic types
of predicates are necesssry for distinguishing words. The
irst are basically pattern matching predicates, a d cone

tn nine flavors:

L. tEQU <¥Field Specificatton> Token)
EQU tests whoether a particular conceptual token filias
& pirticular field. For instance, one of the defintng
characteristics for “breathe™ ts

(EQU {OBJECT) “RIR")}

1, (1D «<Field_Specification> cField_Specification»)
ID tests whether two field specifications reference
the same conceptusl structure. For example, one DC
for "give® is=

{ID (ACTOR) {FROM) |

A fDIF <Field_Specification> «Field _Specification»}

(DEF X Y1 = %{ID X ¥)

4. IRMQ <Field Specification Taken)

MMJ tests whether & pasrticular conceptual token is a

merber of &4 field. The MODE modification of &

conceptualization is represented a8 & 1ist which may

E4C




contsin e¢lements like *HNEG* (negation particle)

and YCANNOT®* ("cannor™ (@ pacgticle'. Por exsmrle,

"trevent™ hag as one of its DCs

{MMQ te MODEY ®CANHOT®)

5. tMNLK «Fleld_Specification: “conceptual link™:
The 'conceptual_llnk' is one cf the syzbols
fe=s i <« <:C <:D}, MNLK tests whether a field
contains & conceptualitzaticon with tne specified

“ronceptual _'ink® as its "matn link",

t . {MHLEC - Field_Specification: "link code™!
Each cof the main connective links of conceptual

dependency has been assigned 3 code, as follows:

Ligx CODE Mnemonic

. o E Event

¢ % g State

< . I E Eausal

L D Double-

CaUse
M # And

T
[ esens € stateChange
\ ------- -

MHLEC tests whethor the code for the main link of
the contents of a field 18 that sprcified by

"link_code”™,
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?, {SKEL <Field_Specification> “"skelcton_code™)
A "skeleton” code is defined for BVETY
conceptualization. it (s tdentical tc the link_code
for those conceptualizations whose 2ain links have
codes E, S, A, or C. For causal structures the
skeleton code i1s 2Ky, whele x (s the link code for
the main link of the <ANTECEDENT> and ¥y the code
for the main link of the <RESULTS. SKEL tests
whether the skeleton code for the contents of a

field ts that specified by "skeleton_code".

8, {LESSS «Field Specification> cnumhers)
“Field_Specification> will reference a field which
marks a pointer on one of the scales or an
INCrement on & scale. It will thus have some

numerical value XN. LESSS tests for X < cnumbers

3. {GRREAT “Field Specification>» <numbers>)

GRREAT i1s analogous to LESSS, resting for

X » <numbers .

The second basic class of predictions consists of those
which intersct with the memory. There are now four of

these predicates:
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IPROP «Field Spectficaticn- - Property-}
The specified ficid should contain & conceptual
nominal (PP}, such as *JONN®* or *MILK®, .Propertys
zust be one of & set of conceprual properfties, like
HUMAN or FLUID. FROP test whether the PF has The
property specified. ¥For example, one of the DCs
for “drink™ is

{PROFP (OBJECTY FLUIDI

These propetfties are like sexmantic markers «il -,

but are Sascciates ith COnNCopls rather than words,

iTIME _REL “Field Spec_liac:»
| BEFORE/AFTER - Time_spec> 'Time spec |

The <Field_Spec_list: consists of cne or rwo Freld
Specificetions, which must evaluate te tise references.
A «Time _spec> 13 wither the atom *T*, which represents

now' i(time of utterance!, or 1% of the foro (% n)
for n=} or nwl. In the latter case the <Tike spec.
fepresents the value of the nth elosent aof the
"Field _Spec_list> . TIME REL calls on Remory to
sdttempt a proof af the specified time relationship.

For example, one of the DCs for “want™ s

(TINE_REL tiCON TIME! (TIME 1 TAFTER * 1y 1% 2%y

{MEM_QUERY <Field _sSpec lists
cConcepiualization» <Restrictions>
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“Field_Spec_list> is a list of field specificarions.
“Conceptualizatiton> 1is an arbitrary conceptuyalization,
Some of its fields may be filled with the pattern

{% nt, in which case that field is repiaced by the
contents of the field specified by the nth element

of the <Fteld_Spec_list>. In addition, fields of the
conceptualization may be filled by the pattern (3 xI}
where x {5 any atomn. In this Ccage x will be
considered & variable and Restricticns may furthert
specify x, such as requiring {(FROP x HUMAN) or

{BEFCRE x *T*).

NEM _QUERY asks memory to verify & conceptualization

€ formed by the substitutions from the <Field Spec_
ltst> values into <Conceptualizatian», by finding or
inferring a conceptualization C' which matches C in
¢ll non-variable positions and contains elements in all

2
variable positions which satizfy the <Restricticns> .

The «<Restrictions> may alsc use values computed by

the «Field Spec_list> . This 13 indicated by tha
t+n) pattern as used in the TIME_REL predicate. The
predicate which tests whether an *ATRANS®* event can
be realized using “return™ is

MEM_QUERY { (OBJECT) (TO) (TINE} i
({RCTOR (3 1) <Z> (*POSS* VAL (§ 2)))

TIME <3 2))
( {BEFORE 2 % 3ii }
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The second line of this predicate shows & LISP version
cf a conceptual dependency structure. Thix fors
consitsts of alternating field nozes and freld values.
The 'top-level” field 18 the entire conceptualization
and 1t has no name. Since this form 1s difficult to
read, particularly for non=triv:ial conceptualizations,
our discussions will gunerally stick to the diagranm
forzat we have been using or some more "Englishy’
version such &s

"was the [(OBJECT! possessed by (TO) at some tLime 2
prior to (TIMEY ™

We menticned 1n Chapter 4 that it would probably be
desirable to add an additioneal parameter, an efforr
ccofficient, to such a predicate. Sthroce we dontt

yet have a deductive model capable cf performing the
sorts of vertfications needed, however, the value

of such a2 coefficient woyuld kave to be chosen
artsierarily. ¥e have thus chogen ot o ITMCOTROrate

one at all.

(FUKC _OF «Fleld Specification>
«Conceptualization> rRestrictions: |

“Field_Specification. must ecvaluate to a conceptual

nominal. *Conceptuatirzration. 15 any concepiualization,
which may contain fielda filled by "#C". Such fields

are replaced by the value of «Fleld Specifications.

R &



Conceptual memory knows about the functiors of
obiectis. FUNC_OF asks memory whether the concept
specified by <Field Specification> has as one af

its functicons that specified by <Conceptualizsticons.
For example, the specifiled funcelion might e

o
« HUMAN> <===» *INGEST® ene-a- #C

« HUMAN | ----- CHERLTH®
y=----=== .
Iucl
t%: Ex&

representing "a hutan 1ngesting ®C could cause that
human's health to improve™. if #C were replaced by
the concept *ASPIRIN®Y, pemcry would verify thatr this
was one of the functions of "ASPIRIN®, which might
gltimately lead to generstion of the sentence "John
took an aspirin'.

A simple eNample shows why this cannot be handled by

one of the MEM_QUERY predicates described above.
Suppose #C referred to *MILKEY., Certainily tngesting
*MILY® can-cause & posSitive 1ncrement in "HEALTH®,

This 15 not, however, noted as & function of *MILK®

id46



it the neuarvj. By separating FUNS OF fros
MEM_QUERY, BABEL avoids expressing

'Y INGEST*+--"-- SMILE®' a5 "take =ilk®. ne

Eight consider having a conceptual classtfication
"substance-ingusted-to-cause~better-healtn™ fust as
we postulate & classtfication FLUID., If such a
classification existed, the PROP predicate could be
used rather than FUNC_OF, &t ledst in the wexanpio w.
are discyssing., Such & classitficarion should wxi-1,
kowever, only 1f non-linguistic justification for

it can be found; Creating such marfkers to simplify

the job of generation will lead to a langusye-dependent

representation in the memary.

Predicater of typex 1 and I are sufficient tc make
41l the distinctions between conceptualizations which BABEL
it capable of making. Experience 1n writing ‘gramsars’ to
generate fros conceptual representations has shown that a
third type of DC, while lagically redundant, 1u of
pracrical use,

This third type allows a single "super'® DC to specify
an entire set of predicates. An example will clarify the
tdea behind this, The English verdh “to tfrcathe™, n 1tg
mOoS5t common sefse, (s fepresconted conceptually as=

L]
x o omom ‘I_HGEST"_'__"“IR‘
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while “"tao choke (scPeone'™ 18 fepresented an

u}

X oy * O RA S P Y r e m == L TR
¥
i ‘i
199 PART |
i
H E ‘l T
tid o

Y <“mamx>: PINGEST® tcmemme= *hIR™

&

The <RESULT> 1nh this representation of “choke™ 18 just the
tepresentatian of “breathe”™ modified by &, Rather than
fepeat the DCs necessary for defintng "BREATHEL' in the
definition of “CHOFKEL', the characteristic
POT _HEAD : ; = BREATHE!

can br gued,

evaluation of the predicate

IPIT_HEAD Field Specaificavtion’ “word-sense’)

uneiEts of testing whethetr the ODCs for .word senses fagnd
an 1ts property list] are satisfied Ly the conceptualization
faund in the spe 1fled f10ld 11.e,, whether <word sSenszes
i5 & POTential "HEAD® of a syntax net for this structure,|
The 1des 18 & conceptual analog of the definition of waords
by Felaticons betyepen other words {n a4 sesant 1o moenory |ikwe
that of Quillian <235,

e now have sufficient background for INVeSTLOATERG in
iohe detatl the discrimination nets used by BAREL. Each

tree 15 designed to enable discrimination to be Dade botfween
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4 class of word senses which are in scme sense "similart®.,
All discriminavion tree nodes are indexed as follown:
1 the root node receives index |

2 the *"left-hand-son’ (*false' subtree! of a node with
tondex N 18 assigned tndex 2N,

i the "right-hand=aon' ('true' subtreel of a node with
tndex N is assigned index INel,

In diagraeming the trees, each non-termsinal node will

be represented by & box:

“index~

~index= 13 the index of the node, determined by the index:i- 3

Eystem Just presented. The P are predicates of the sort
i

we have just defined. The predicate evaluated &t & node s

the conjunction of the predicates P .
%

It sometines turns outl that several prodicates will
t#5T true leading the program to *helieve' 1t 1% on the
right path to a response. But it %2y be that one (or more}
of these true results was merely fortuitous and it would have
been better to have *ignored’ the fortuitous relation and
followed a4 *false' branch., The natural thing to do whon this
1a discovered is to ‘back 4p' to the node which would have
bheen redached had the original fortuitous relation not misled

us. This will ke indicated by & (+ <integors) a* tie end of a hranch
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in *he trees. In the 1mplezentation, a branch cf this Type
1s actually a pointer Yo the node with sndex integer..
This means that BABEL's Juscrimination ftrees arw not truly
tfee structures, bul networks, The procedure for apply.ng
discrimination ne*s given above rfemains applicable, and,
Since Cafe 1S taken to avoid any cycles in the nets, the
process 1. st31ll guasrantecd to terminate,

Fo: exXample, vonstder the sentence

"Bob toid Jim that Mary would like 1t 1 f Ji® took her to fthe

-
¥ =\
i Tom

The Teaning of *His sentence would be represented 1n ©_D.
5 Ar MTHRANE mvent, the MOBJECT of which ts &4 Can-cause
relat1an something lone by tim could cavuse Mary some
terelait . This representation besars a great deal of
STractLrasl simuilarity to those which resul?t in the chotee

Y verbs ltike “"advise®, "recommend”, and "ask-to™, The net
=s5ed ta select a3 werh 'o cxpress Thits meaning does not
‘recognize’ the cTucial d:fforonces which prohibit the use
wi thede verhbs unmtil the !{incarrect! decision has been made
that the “cauld cause benefit™ structure of the YORBJECT i1a
Eigriflocant, When the mistake i1s realized, one of the

"pointer’ nodes leads the proucess back to the node which
would have beon reachoed had the MOBIECT faitled the test
frr a "could cause benef it sYtructure. From thiz node

There s no path back to any node already passed; thas

vOOL s ng s avoided,



At wvach terminal node of & tfew w. | 1. . A
Fresponses (the exact nature cof these fFfes)p.ra. 1toma §a
explatned 1n section 5.2; they may be considere § aotd sons.
for the time beingl., The (* rinteger> ' foro ts also
Fresent at sofe of the terminal ‘respunse’ acdes i n *he
trees. These pointers are used only in parapbras .ng and
“«ill be explained in Chapter o.

BABEL currently contains 15 different tia v imingt. -
nets. We shall now look at a few of them 10 fov 1.

The first tree we shall look at crguan.ces Crew)edge
about verb senses which arv encoded conceptually as EVENT
dsing the ACT *INGESTS, Firgure 5«5% dopoi.ors v, truw,
¥ode 1 tests Uh#tﬁer the OBJIECT Of The 1nie <% irnj nan a%

one of 1ts functions the “causing ©of & pe T

LI SR 1

u

in the *HEALTH®* of one who itngests at, ™ fln oue
descriptions and drawings of the nets we shall goe
‘anglicized® conceptual deperdency rathes Than ' he more
formal diagrams or internal LISP notation. It thuw
functional relattonship holds, node 3 is reached with the
response TRAEEZ, the "take oedecine™ sense o0f Tthe verb.

In general, English 'ingesting® vertbs disvinguish

betwren the tngesting of solids, ligutds, and gases. Thiw

knowludge of English, in BABREL's Term:, =car. Ve I Tuwt.
an the physical propertics of the OBJECT. XNode vhecks
te see 1f 1t 185 &5 GAS. If so. BABEL has three | ~uihle
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vertbs for expressing the event, P the OBJECY 18 ®SMOKE®",

the verb 'to ssoke” may be appropriate But 1ngestling smoke
&

tr a forest fire doe: not constitute "ssmoking’ + EBS

further tests are needed, Node % makes these TE&s5LE. The

moat ifmportant of these 18 one which tests the function of
the cobiect which 18 the scurce of the smoke, Memory myst
know that one of i*s functions 18 for msomecne Lo 1lngest

smoke from that objlect tn srder for node L1 with the response
SMOFEL to be reached. 1f any of the testns at node &% fail &
test |8 made to see¢ 1f the OBJECT 18 *AIR*® (node 10y, If

s, the Tesponse BREATHED i found; ctherwise, [NHALE]

'8 retuyurnod,

If the OBJECT 18 not & gas, but & FLUID tnode 43, and

it 19 ingested through the *MOUTH® » fome sense of "drink’
will Le found. Ef the OBJECT is "ALCOROL* inocde 9) the
response DRINK? 1s found; ctherwise the response will be
URINKI .,

Finally, for OBJECTE which are netther GASes norw
FLUlD®, a test ts made (node BY toc sec :1f the tnRgesting 1L1s
through the "MOUTH® of the ACTOR. For ocur examples this 1s
alwayh true, 8o EAT] Ingode [T! i858 the response sclected,

For this reason, INGEST! (node l6] in never found as a
jrimary reading for any of cuf conceptudalizations. It s

however, fognd when generating paraphrases, as wtll be seen
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when the multiple realization process s described in

Chapter 6.

The next tree wo shall look &t deals with

copceptuajljizations of the form:

M R oy < RECIPIENT"
STACTOR> cmmas FMTRANS Y+ o< MORJECT > o

« . DONOE>

which 18 used for '"mental information transfer’ events.,

The tree 1s depicted 10 FPigure S+,

1%4
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We Have chosen to Froup the "RTRAMS® verts 1t te jeLera,

ciantes, THOSe which fepfesent CORBUNIT3E i on Le"mewn
inditviduals are found ot e e tTee o roots ! 3t nodes v, The

Jtherg, which msinly invoive percepti.n, ate fouand 50 the
ayhtres rocted at node .. Tre prfedicate at = ode |
tistinguitshes the Twu Jfowps Dy checking thar e DHONOYVE
16 the *CP*® Sof the A TOR , 4nd tThat the EaMr R and

~RECIPIENT mental lucat: ns s¥te PART: of d:fferent PPs.

Hode | checks the te=ma.ning s for REFUSE, tf anry
Jf these tests Paoil cants L [asses Yo node ¢, whe Py a3
1]
check 12 made To sewe 3t e uheeptualization rdicated

communication of the facr Tnar “something woald Dene? it
soneone ™, A group 2f wverbs which @eXpress varaatiors o7 Th,
zeatiing 12 found 1m the mubtrec rocted at node 1535, If the
Ferses henefitted 15 the BECIPIENRT -, =2i1ther ADVIESE inode

“d  or RECOMMEND sode & wiil De Chosen. If the benefitted
prrsen i3 the - ACTOR:, and tne eovent tausing the benet it has
the - RECIPIENT - an its ACTHGH, then AZF-TO or., 1¥f the even?

in the "giving =f o obyeect”, AS¥E-FOR wiil be sefecred. Eacrn
<7 these has a4 synonym, a4 fors of “regquest, tn 1tE Tesponas

e nodes 187, 1130,

ifF the -MOBJECT - s net of the "could cause henefpt”™
type, thne nubtree vittmd gt nrde o o will be etteraed, A
check .8 made Bo e L f the tife of the MORIJECT t% i

the fature of the t . =me of the *MTRANS® ovent. 1f swa,
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geveral verhs are candidstes: WARMN, THREATEMM, PROMISE,
SUGGEST. Eitner WARM or THREATEN 18 chosen tf » oheck wit!
memory indicates the <MOBJECT 18 potentially harmful to
the -RECIPIENT>. They ate distinguished by the fact thav
THREATEYN regutired the «MOBJECT-'s ACTOR to be Jdentical =
the ACTOR of the ¥MTRANS, TRAMISE 1% chosern 1Y rhe
MOBJFCT: could cause 4 pPuiTiVve LnCrfelment in the poritiorn
of the  RECIPIENT: on the *JOY* scale.

ir *he case that ncne of these verbs 135 aspplicable, a
cheork with mesory i3 =ade to see 31f ADMIT can be used o de
74 -- does *he - MOBJECT. 1=ply something bad about "he
CACTOR-T). Finally, :f the - RECIPIENT: 135 specified only
by & DUMMY (a PP representing “someone” )}, the verd STATE 1=
gmlwcted, Otherwise a chotce between TELL and HEAR-from 1
nade, tased on the FOCUS sarking of the conceptualizaticon.

The subtree rocoted at node 2 in considerably less
coamplex. 1+ distinguishes =evers! Sensary percepticon verbs,
which sre represented as "MTRANSing a conceptualization from
4 sense organ (E¥YE, EAR, NGSEY to the *CP*", Two iypes of
“cpe™ are accounted for: SEE, "to see an object®, and SEE],
"ta tee an even'”, Two types of “smell® are also taken care
€ SMELLL, “"to smell an object™, and SMELLY, Tan object
tmellw f= "has an odor™ , “can be s@elled by someone™!.

A few non-perception verhs are also part of this

wuhtreas. These itclude twa types of “"remember™: REMEMBERI,

[EEL



"to retrieve information from the *LTMYS, and REMEMBEN, ,

*ra store informaticon tntoc the *LTM*™, §FORGET 18 faound 1r
response To Any conceptualization which satisfiles REMEMBERD
but 18 modified by a "*CANNOT®', with the further condit..-,
verified by & check with memory, that the “MOBJECT> waw
previcusly stored 1n the *LTN* ¢y . e., Tlorget™ - e ACTOR
cannct recall X: %X previcusly located i1n *LT®M® of - ACTGR- "
inally, this suybtree distingutshes the standard

sense of "read™ (READL! and, j1ust for fun, a3 "zind-feading

sense, READI, which has the concise C.0, representation:t

FART
] Rf——».- O P Pr e ms ROTOIR
s ACTOR» === FMTRANSY *-+-€*UBJECT)#—~7 PART
— ."i?‘c ----- X

In nets [ike the ones just described & response #
B

s# appropriate for any conceptualization which patisfies

-

6 st of DCs Db .  When there ¢Xis85t L, } suych that D =2 0 |
i b ]

then, for a conceptualization which satisfies the conditicns

b, wvither B or # could be used a8 a Tresponse. it 1s
: & 1

very imporftant that the Lrecs be organized, as they siwasys

can be, 8¢ that response R « @& Fosponse which exXpresses

‘more" of the conceptualizsation, 18 found In such cases,
Ttherwise sentences fike "John told me 1t would be good for

me Lo take the course™ would be generated from

led



conceprualizations which could be eupressed nmore s:aply:
“John advised me to tske the course,”

By this time the teader has undoubtedly found several
occastons o look askance at some af the reprosentations
being assumed for verbs. ®We make no claims *hat these troees
fully characterize the verb senses they are designed to dea,
with. in mome CaSe8 It 135 clear that our ‘urder-
Tepresentations’ would be unsati1sfactory in an operating
zodel . in many others 1t 15 not obVicusr that aityat,ons
wauld arise where the smimplified represectations would cause
troubie. For instance, a8 true characterizatton of “aswk-to"
shouid probacly tnclude the fact that the intention of roac
‘asker' 18 that vhe ‘asked® do the action reguested. But
1t would be very rare for our lack of checking intention teo
fesult in the use of "ssk-*tc™ when it was I NApPropriate .,

In order to write a conceptiual generator, 1t was
neceszary to rchoose a particular conceptyal representation.
Conceptual Dependency was chosen because it is currentliy
better developed than any other conceptual reprasentation
avatlable, No claim ts made that 1t 13 yet ccmplete, in
the sense of satisfacrortly representing ai! natural
language 'meanings’ or even those of the vocabulary uned
by BABEL. A =more comsplele fepresentation will certainly
fesul? in larger trees and therofore more searching. There

1% no reasoan to belteve 1t will alter the fundamental
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natyre of the generation process, which isx the centrsl

iddde.

8. a Concextcon

The response found at the terminals of the
discrimination nets arfe pointerts to entries 1n a linguis? .
knowledge fitie calied the CONTEXICON. This file 158 the
=ajor source of knowledge abouyt the syntactic realization
of conceptual relations. Thisz information 18 croanized

by 'word senses’. An entry in this file has three firelds:

CONCEXICON ENTRY

LEXICAL POINTER FREAMEWIRE SPECIAL ACTIONS

The lexical pointer ts a reference to an entry in the
lextcony the pointer for GIVE]L 13 teo the lexical entry GIVE.
Concextcun entries correspond closely to the usgal noticn
of word senses, §C WMany concexicon entries may refer to a
single lexical entry. The c;ncentcon entries FLYL (“teo
piicr an atrcraft™). FL¥! {("to travel by plane™:, and

FLYI ("to maove through the air™) all point to the lexical
entry FLY. Thiu lextcal pointer 18 actuaily the i1nfiritive

fors aof 4 verb. The lexicon 1tself, which ingludes other

information about the verb., i1s described in section 5.6,
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The FRAMEWORF of *he cOnceXicon entry contains the
rvally sigrnificant information aboul the word fense to whi b
it correfponds; namely, the sayntactic environbent which
Bust be placed around v in the flpal syntax network, Thtis
FRAMEWORY consists of a lint of FRAMES, whofe cach FRANF

has three fields:

FRAME

TYNTAN RELATIOHE FIELD SPECIFICATION SPECIAL R!QUEEENEHTﬁ

i —_—

The SYNThY RELATION 1= a member of &8 fixed sat of
relatijons which can occur 1n the SYntax nets. Thete 1mcluie
ACTEBRS, ORJ, andi [0OB) mentioned egrlier. Each SYNTAX
RELATION 18 known to the surface graemmar; most have
specialized functicns sssociated with the®, The syntax
*elsticns provide the information necessary for the granmmar
to string & sentence taogether in proper left to raight
order from ‘ts components and to perfors NECOESETY
ncrphcalcogy while doing sc.

FIELD SPECIFICATIONs (FS8) were described in dotatl in
the pPrevicus sScoctjon. in & FRAME, the FS indicates where
in *he conceptyalization the tnformation which will be used
T8 Jenerate the value of the syntax relation will be found.

For exazpin, one of the FRAMEn far the concEXicon antry

FILLl an<ociates the syntax relation 0OB!}® with the FS
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i* . ACTOR). Since EILLl will be found az & response L0

X ¢ssmy <ACT™
P

P

—-——----——G".{-l#i

ﬁ amm=w “HERLTHY

‘--—---—--------r"‘

the syntactic realtzation of ¥ will be put in an OGBS
rglation to KILL in the syntax net, 4nd ultimately a
sentence like “% Wiil ¥ (by ...'" will be generated.

The SPECIAL REQUIREMENTs (S5Es) of & FRAME are mainly
used te introduce prepositions. One FRAME of the entry
for ARRIVEL itndicates that it ?tqutfus & syntax relatioen
YLOC® with SR (MARPREP ATI. This will cauze the asyntax

net to have *he form:

Gl: LEX ARRIVE G = PREP AT
3 ; n PORJI G
i . n+i
LoC G
n

The only other SR used is (QTHD X). This causes a
specified lexical unit X to be inserted directly into the
syntax net as the value of the syntax reiatiorn with which
the 5K 13 associated, rather than having the value
jenerated from a part of the conceptudlizstion as 1%

ususlly done, For instance,
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R ¥ « suws o« REOTH

can be realized as "X be unable to , . .~ The discriminat:
nets will find the concexicon entry UNABLEL, which has s
lextcal pointer BE. One of the FRAMES for UNARLED hae a
iyntax relation 'P ADI" ipredicate adjective' which has a
SR iQTHD UNARLE: Another uyse for QOTHD 18 to enter
‘Farvicles” of sarba like "Fick up' and ‘give back' invo
the syrtax nets,

Tre rhird field of the concextecon ARETY 18 FPhae
SPECIAL ACTIONE 3Aa:, SAs, iike SR, are specialized
funcrions, But rather than offecting charges :in the TYET aw
REX bLeinz creared, SAs modify the conceptual repromentar®,on
contraliing the generation, The only 2A now provided for
L one which deletes elaments of the can"ep*ygajiration,
Comneider the caze af UNARLED just ment joaned, gre af the
SRe needed 18 INF2, 4 type of ombedded EeRLence, to ECCOunt
for the "to ., . ." % "X be unable to . -7. The
tnfar=astion for 'NF. =ust come from the sntire

conceproalization Ch-1), Dinus the MODE marker =", 1T

the "P% wers not i1gnored, the progras could zer i1inte
infin.*e fecursion, Ienerating & syntax net for ¥ he uratle

t2 e unable tn be unable 1o . .

PR |

s A FS docs not per=,t

- -

tpecifying "all of a conceptualization minuyg . bl The

solution 16 to have the FS for the INFJ relation Apoc1ty

§ i



Al ., atid have a CFVEUCIAL ACTYoN "LELETION Motk " dtelpte
"he 8% gssecigted with UNABLE] and Le 2cn, e R t
FPEAMEWORE for UNABLE] it processed,

Certgin syntan felations tend to veiour wilhk Jreat
fruwgqueniy 1n particular conceptual roles, Fuor « mampl-,
ACTEBSs are frequently found as conceptual ACTuks, Fog
Pries reascn, "detaylt' field specificatioona have teen
arzuciated with several of the relations. ®hen tre
ctufurmation ta fill a syntax refation i85 lndeed fouand v
Ivfauir location, the FIELD SPECIFICATION mav be omitted

Tree the FRAME.

SY¥NTAE HRELAT ION DEFAULT VIELD SPECIFICATION

ACT SB.J IACTOR}

g 3 ISYBJECT Y

) I 1Tas

Eixe 1T

IuET . iCon:

F_ADS (E S

YiRZ (oM

EECE A

TR tTO

P snfoefmation specifred by the FRAMEWORE must be

gran: i8ted With Lhe cORCeXicon #ntry l6.e., at the word
' *

art e gevell rather than with the verd ttsell 1o the

.ﬁ:atu:.t This can be seen from cur stople vRample of

ARt e” Bepntiened on section 4.1, One senane of drink

tejairve an UGBS g direct chiect!), =hile the agther EBensc

17
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Eealized 1n oan I RTranstive f
there ex18t thfee principa: sehcses cf

"Jonn wants an apple”™,

"John wantm his mather™.

"John wants tu play baseballi”.
“ach with 1t® own sSyntactic
fenled hAave r OKRY relatice, while the
ar [HF relat:ion, Furthermore, even the
S1Efler wif*h prespoet to the cuhreptiual
itothe first secase, "appie® would be
BITTT (o the second sense, "mobther®
ACTOR

BABY s TANCEXICON, 4m le LISH
Figule %:7.
" ¥ irablen

Engiish sdloectives, while COmpri®sing &
E¥yntart.ir category faor some 3jrammatical
iend tremseives to oany ainale Tonceprtuai
ate participial fores

. I:'-"y'- a

arceprtuyally

verts.,

hys o«

LS R B s |

i - -

B TR

al jproperrjes

horsp,

td

=il are

the yndoerlying

derived from verbs and

33ty iven

Of s, Ae anather ciample,

"want":

environment | The fifrst twe

locariorn

found az a

wruwld e

o

&

third sScnse regultrea

fiftut two Bengex

£ the TBI,

ropceptual

concepRt ual

formar, 1% ahown 1r

tredtment,

‘urifired’

theorien, do rot

Therne

~~ & defeated player, a stnlen

a louvered
b B B

Poagon sl t—,y

name MoOTo Or

window.,

BOXe

frelate

represoentations aof rthose

leas compli-ated

chrjects -
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FORY DOF LEA0» EMTRY IS

{«RORC-SEMCE MEAD» (4 EXICON Pﬂlﬁ?fﬂp)(:Fﬂﬁﬂf'ﬂﬂE;} <SPECIAL=ACTIONSS )
<F HAVERDPY » 1:1e «FRALVES <FRAVES <FRAVERCRE>

<FRAVE> 1:s {<CASE> <FlELD-SPECS «SPECI#L-REQUIREMENTSY )

CABCUTY BE ({ACTSDJ) (LOC (e=» vAL) (PRA¥PREP ABOUT})))
{ACCEPTT ACCEPY {(ACTSH. (<=> VAL PPAT}) (084 {COM})1))
(AD"TTY ADYVIT {{RCISBY) [BP2) (PPt (YD PERTY ) (VAXPRLP T0}}))
(ADCVISE Y ADVISE ((ACIEBJY} (OBO2 (Y0 PrRTY) (InF2 {PCCOJECT CON}Y))
(A1 AnE (EFIRS) (SECSYE )
{ARD2 AND ({F1PS) (SECS {<z:zx1}) }
{AMGEYY BE ({ACYSDJ) (ICEJ [VAFYPREP AT)) (P_ADJ (QTHD ANGRY])))
(ARRIVEY ARRIVE ((ACTEBJU) (LOC (Y7ePALP ATI)))
{ARRIVED? ARRIVE ((ACYSPU (OFJECT)Y {LOC {“AXPREP AT)}))
(ASx~-FCR aSx ({ACTSEJ) (DEJ? (10 PRATY)
{ICLEJ (VCBJECY CEJECT}H{MASPREP FOR}) )

{(ASx=TC  ASy T{ACYSCJ) (0BUP (70 PERT)M{INF2 (MOBJUECY CONY)))
{BEY BE ((A_TSLJ} (P_2DJ}})
(v’ 3 GL ({rCYSEJ) IPCSS {<E> VAL)ID)
{BiATY  Be#T  ((ACTSL)} (Oug €I0)) (INST (OBJECTI(MArPREP WIT+)}})
(EECAUSE: PECAUSE ((FIPS (<)) (SECS {COnN)I}Y)
{HECCVEY BECOLE ([ACYSEL) (P_ADY (ADDINT)}}}
{HRELIEVE® BELIEVE ((ATTSEU {(<:z> VAL PARTI} {52 (CON))))
{8ELCCY PE {{ACTSEL) (LOC fezs VAL) {MAXOREP NEAR})))
{LELONGY BELOLD ((ACYSGJU) (PP (<> VALY {QARPREF TCY)))
{HREATHEY BREATME [ (ACTSEL)IY)Y
tHUY T Buy ((ACTSFu (E0H ACTOR)) [(CPy fczz> OBOECTY)

{ICBy (<z=x #CTLK)(L. rREP FRCL))

{IVET (CC? DTLECT)I{v2vPRL® FCR}}Y)
{CErsct CO#SL ({INFT ALL)) ACCITIONS ({TIVE {TF})) OELETIONS ({TF}}}
(CrOr =t Cheri ({ALY¥SEe (CON ATTCH)) (OBJ {<3 ACTIR)}Y)
(CnBxE2 C0nt (ACTEBY (<3 ACTUR)) CINST {CCh GEJECT)(“ArPRZIP O}
€ YL COVE ({ACTESrJ) (LOC (WAxPHE® TCII))
(COvED Cowt ((ACTSE. (DBJECTIY (LCC (TAXPAELP TO))}YY
{Coved cove ({IRF3 ALL)) ADDITIONS (({TI'S (TS)}) OELETIONS ({TS}})
{CovPL2Iry COVPLAIY ((ACTSEL) (DPY (VORJECT CORYI}YY
"LONSIDERD CONSIPER ([ACTSES {[<2> VAL PART)) (C842 {COMH ATTDR})

(P, &0y (CP% <23)3))

f0Iet Ol (fACTSEUYY)
(D15 IKEY LISt Ive ({ACISt o (<= ACTCR)) {OBJ {DEJECT})Y)
(RISUI¥EY DISLIXE ({ACTSiy) {(00g {(T0}}))
fBiStIvee CISLIRKE ((ACYSIL (<z ACTCR)) {Sr {CONDIY)
{noy DO {({RTYSE 4} "CDU [(NTHD SCVETWING))) }
fORIMY Y DRINE ((ACTLS0) (OEJY))
{natned pRINE {{ACYSEL)Y))

FIGURE 5-7
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{£2TY E¢T ({ACTSPS) (01 13}
(ErEteEY ErnEre (frETE 0 )} (1
DELEYIONTS ({.: wOCE}Y
feraryy vy ({ACTHUY (e: AL
(EXPECTYY ENPECTY {FRCTISDL (cIn
[EXPECY? EXPEDT (1# TEB: (<z>
(EXPECTY L2PECT {(ACTHr 2 fe2>
(FEARY Fien ({ACTSDS f[ez> WAL
{FEaR? Fesk [(ACTSEFD fecz>» WAL
(FE#R3 FEel ((ACTSFJY {«i» VAL
(FLEDY FEED ({ACTSDY) {Obu {ez
EFLYS FLY ({RCTERY (LDTHY)
fFe ¥ FLy ELrCTEL y (INS) ACY
(Feye FLy ({r0TS04) (LOTY )Y
(FORCETY FORCET ((ACTISE)
(G TY GET {{opu) (ACTHE.
{Gi T~ GET ({oko) (ACYSHEL
{GivEY GIve ((RCTSLI )Y fO0BL) |
(GIvetYy Give ((ACTSE2Y (OFEJ)
[GIveie GIVE T(RCTYS: 5) (0BJ)
{PAERTD (L1wD BRZ
({ACTSE-UY “LOCH )Y
oRep {([aCTS0SY (CRIYY
MATE [{RCESEL "< ACTC
HATE

{&2?
(T
tTCy

{(GCY GO
{Tngy
[
(CER LY

TR} (CBa)

ELTO

0 fez}) [IRSTP {CONI)Y

3

TR} {52 (rox}))}

wEL PARTYY {(InF (CcoOm))))
vAL PERT)) (OB [CCW ACTTR)))
vhy PART}} (odg (Chm CBJIECT)
FaRTY} (82 (COL CONIYY)
EARTIY {QIJ (CNH CON ACTCR)
ParTY) {08y (CON CCH OBJEL)
= DHJECT)Y (042 (<« ACICR))

fLociid

{UOBJUECTY) ) )]

} {IoBg (ACTOR) {vaxeReP FRCUI)))
Yy tIntg [RCTUR) {HawPRe P FROV}IYYY
0233 )

(1000 {WAxPREF TO})})
L1084 {WAKPREP T0))
X111}

‘i
53
£ 1 @

1)}
1220
3}

)Y [QR (0DOETTYIYY
RiY LECBY (CONYYY)

{(RACYSI ez
frAVEY Hayt
[Hi AR
{WEFRD

({ACTSty {ez> VALY)} (DBY [ACTR})))
MEFR {{ACTSE.) (FASLT [(ROLUSFCTINN)
we s ({ACTSES (1r BRRRTII(ICEY (ACTOR)(WAKPREP FACVII(SF)))
(RITY wiT [{RCTSwuY (CBo (TP}YY)
(=112 w1 ((#CC1a) (CBJ {T0)}} (INST (CEJECT)(YAYPREP #ITk})))
(»"PEY wobE {(ATTSEL feZ» VAL FPRTH) (S° (€7 ECN}1Y)
(v RYY HLHRY (LACTEEU) (LLE (UAKBREP T0}}))
{seemTt MUl ¥ CEACTYSIOY (CEQ) [IPST2 fCONINY)

[IFTeec Y "¢ [[FIPS fez)) {SECS fCONYYY)
(ISNCESTY Lt ®Y {{ar¥ciy) (Clul})
{INSPALE Y MELE [LACTERY (Ci o))
(INTE®S €1 ISTEREST ({ACYSES (TN OLJLLT IPVOLV)) fOBu)!
PRIEPD KE ¢ ((ACTSCJ) (0BJ) (I0BU (VAYESEP FROVIDY)
frip®d we & (1RCTSPELY (DI0) fLOL (FATERY))
{PTLLY KE o {{ACTSTUY (OB fez ACTCAR}} (INST2 (CONIIM)
(s oy vy ¢ ([ACTE" fosw L ""‘F {covidlyy
fE rwvE* b sy EFPRCTHESRLY (LIEC fRbeemn} [WrxPRER FROVINY)
(it L1 ¢ ({aCTRf) froer (300000
fLIris LY ¢ (L8CYE 5 te: RDEIIW}Y LIF (CET 1))}
fLovi Y i ttartzee fte. AROT W)Y (D00 {CoCTYY))
FLOVES LTsi FIADTREY fes ACTLR)) fItd {COR})IY)
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(LOFERY LOPER ({ACTSES)Y {Ova) {LOC}))
{uavEt va¥E [(RCYSE oY (PRSRT {ez)}1)}}
(woveEt YCvE ([ACTSBL)Y {Q0J) £LOCYY)
(O JEETY QBRUECTY ({ACTSES (ez» VAL PART], (Inpg (COV CUN))
(PepTY {0TeD TO)))Y
{Crr 1 Oy ([ACYSBY fez> VAL)) {CBU (ACTDRIDD)
EPAYFLR PAY ([ACTSi o fCI% ACTOR}){CE. (CCK DRJFCTY)
EQE a2 (ezz> BCTICR)Y
{1060 (ez:> OFJE LT} (YAYPREP FDALMYY)
{PAY=T0C P2Y {{ACTSi g (CON ACY 8} ){00y (COF DHUECTE)
{oBa> {ez:>» ALTUR})
{IV#D (=::3))})
{PLEASES PLERASE ((C=fo (CIN)) (DRy (<= ARCTIOR}II)Y
(HOISOKY PrIses {(ACTSBRSY (0PEU f<z ACTOR})
(INSY {<: DEJECTI(YA«PREP wITH}))
{(vouRY PoUR [(ACTSEY) (D607 [(CRJECTY) {LOC{WAKPREP INID))
{ICR. (FROVY{YAVFR:© FRO™))LY
(PREVITTY PRIV T [{ACYSE) (SPRE fez))) CELFTICNS {(<: wCrE}l}
(FREVE®T? FREVE'T ({ACYSE. ) 'SPRC {<z 1) (INST2 {(CCN}))
(PADOCISEY FROVISE (LACYSHOY 'C232 (Y0 PARTYY (52)))
(HAISEY BaISE (FACYSBELY {0DJY (LOC)})
(HEADY PL2D ({ACTSt oY (0P (FROTYIVY
(READ2 ®E2D ((ACTSESY {(OBS (FROEIYY)
(RECEIVEY FECHIVE {{CBJ) (ACTEB.s {10)}
{IT00 (ACTCRYI(MEXFREP FRCIEVYYY)
(HECOVVEXDY RECOUVESL (IACTSI ) (PP [TD PARTJ{VAKPRIP TC))
(82 {WCSJECT CLr)}d}
{HEFUSEY REFUSE f(ACYSBOY (INF (WCBJIECTIY))
{HELIEVE Y REt IEVE ((ACTSELY (CBa) (INST2 [CTH)MY)
{HEVEYSERD RETEYEER [ (ACILT2Y (S2)1))
{HEVEYBERY REVET R {(ACTISELY (S2) )
{HEGUREETY PiQUEST ((ACTSEU) (CEg (YDEJECT DHJYECTIIYY
{HEQUEST? PECUEST (LACTYSBJY (INF2 [LODLJEZY CONYID))
{RLYLARY 2 RETuk' ((RCISEL) (Coo) (ICEJ {WAKPRER TG})}))
{RIDEY w10t ((ACTYSEL) fCByg (I¥ST ACTORYY {LOC)Y)
{wurt Ry ({ACTYSEL) L C}))
{GEL2 See {PATTYSEL) (CkJ (VOEZECYI)))
{StE3 SLE TEACTSHgY (OB [(VDEJECY ACTCOR}})}
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{SELLY SELL {{ACTSE.) (<::> ACYUR)I(ODS fezz» DEUFCTH)
{0EJ2 (COE ACTCOR})
{INST {(Crk DRUECY)} (UArPREP FOR))))
{FENDY SERD ({ACTSEJ) (OBa} {CEUP}))
{SENDY SEFDY {(ACTSBU) (DRa) (I0ug (VPYPRIP TC))))
{EHDR_UPY SHEUZ_pp ((RCTSI2) {LOT (VAFPRiP 2T13))
{SYELLY SYELL ((ACYSEU) {Cis {VOUJECT ACTr#Y1YY
SPELL2 S™EL ([ACTSEL (WOPJECY ACTOR}D))
isvnrii erove ({ACTSEa) {0Bo (INCY FROE))IY
(STrEY STrPE ((FCTSHY)Y (200 (Tu #iuT:)
LTt {OPJECT {WrePREP ®ITHI)Y)
(STARTZ? SYASTY ({(INFY AL }) ATDITIONS {{TIVE (T5}})
DELEYIONS ({TS}})
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Another 'rlass' of adtectives name locations along
continuous dimendiol R, Many of these didensions are
physical. English jrovides an abundance of adjectives to
describe the physicel size of objects -- big, large, huyge,
vast, enormous, immense, tiny, Diniscule, small, little,

L et Ke can find sets of adtectives for specific dimensions
iItke helght, mass, and even velocity listed in a standara
theonauras 77T,

wards 1n osuch groups are clearly related in meaning,
and this relation =must be eXplicit In & Concoptual
repfedentation. These wordas are all rvelative; that i1s,
"tiry" 13 not & messurable or perceptual quality like "3
~abig itnches™, but a felative guality. A& Ttuiny™ X 18
sutewhere on the si1ze dimension betweon 4 "small™ X and a
"minute™ X. The words arte not only relative o Gthel woras,
hyt, mote importantly, are relative to & norz for objects
af & given class. The normal stze of s«lephants snd the
nor=al size of rabbits are pleces of conceptual knowledge
and are y1mplicitliy rofwrenced by such phrases as “"a big
wlephant® and "a big rabbit™.

In Conceptual Dependency such relationships are

repregented with poales. A scale 15 a laist of the form:

wherFv vach n 1% & rYeal nunber and

L7}



-IE = ng [ rn-l v - - = nﬂ - ‘53

Each v i3 an adjective for, more precisely, & potnter tg
the lexical entry for an adtective!, The C.D. fepresontation

for the location of an object on & scale is

VAL
\CDQCEPT)‘ ¥IEI fSCiLE-"*Ht}."----- (lﬁtﬁqer}

For objects whose locat:ion or & scale 15 at a point K,

n g B 3 n

1 i+]
BABEL uses ", as the appropriate adiective to describe the

LH]
relationshaip .,

How are these relative scales tc be related ta the
actual percoptual representation cf the information? The
Juestion of how perceptual information :13 best sncoded for
computational operation 1s bY no zeans solved and we do =ot
intend to =ake new proposals for this here, For specificity,
though, let us assune that we represented the perceptual
information on & linear scale proporticonal to sooe
Teasurable gquantity; height, for jnstance, might be measuyred
if units proportional to feet on anm ‘absolute’ height scale,
In order te decide the position of & butlding X fecet high
on the ‘relative' height scale -=- That it adjectives “talii™,
"short™, “towering®, eotc. == we need tw. pileces of information

about buzldings:

t74



E -- the sverage of wxpected position of & butlding
an the abscliute scale

D -- a relation, specific to butldings, Letween
interval lengths on the absclute scale and
those on the relative scale -- e.3., @ abs.
untts = } rel. unit

Tc determine the positicn R on the relative scale of a

butlding at position X an the absclute scale we ctoald gie

the relattion:

The mosSt LlEportant aspects of representation by
scales are:

11 words correvspond to ranges lnot points; on relative
xcales

!} the relative properties have corresponding ‘sbsolute’
Froperties.

Whatever representatisns are used for these "absolute’
Froperties, & two-way Bapping between the relative and
apsslute must be provided.

BABEL doe=: not ocperate with any absclute representaticon
but assumes conversion to relative scales has taken place
prior to any reguest for generaticon.

The use o0f scales has been extended Lo cover Ccertain
‘enotional' or "mental' states as well 3§ phystical attributes.
This is not done to provide gquantitative explanatiors for

phrases lLike “double your pleasure, double your fun*, but
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to explain groupe of adjectives which behave velrly @uch

like the physical attribute adjectives, For exanple,
English provides many words toc express di1fferent degrees of
‘axcitation’': excited, overwrought, agitated, raging, caln,
placid, scober, Tranguil, peaceful, halcvon.

The abstract scales of ‘excitatioen’., ‘iloy’, ‘health’,
etrc., 40 not kRave abh=sclute counterparts a& do the physiTal
scales, In fact, it it not okvious L1n BCSt cases whethers
these scalez should be thoughr of as apscolute or relative.
There d90 exist cases, however, where the notiorn of relative
scales 18 clearly applicable. Even though there are no
perceptual units for itntelligence, wo speak cf ‘smart dogs®
and "smart people” without '=mplying that both possess the
sanme amount oFf 1ntelligence, Linguisticaliy, at least, we
geanm to ume an ‘1natelligence’ sScale tf the same fashion as
& Sife or weight scale. And while there exiats no
trrafvtable evidence for the psycticlogical realiry of such
sctales, they have bteen found useful in paychological models
<2@> which have been izplosented on cofipulers,

Figure 5-8 lists the scales actually included in
BABEL., Txc points not =mentioned in the explanation of

cales above btecoke apparent from these oxazples. First
ot ali, there in on every scale an arva asbour the "nors’
which English tust provides no adjective to express.

{Thi=s may be because of the scarcity of i1nstances in which
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each entry consists of
i} scale name {3n atomi
2} iexical pointer for change in positive direction
31 texical pointer for change in negative dirsction
4% iist of atternating iexical pointers, numerical scale positions, beginn
ng and
¥ ending with lexical pointers. Assigns names to intervals on the scals.

P=r ¥ r 2

whif & TH=

HERL THY

Sil¥

Fan -3.5 SIC¥ B HEAL THYI

w. 0=

HAFTEY

Sap

(DEPRESSED -7 SAD @ HAPPY & CVERJOYED]

-.;&s".'.:-t-“qt

CaLn

ANORY

FANGRY -3.5 UPSET -1.5 NIL «.5 CALM

»EXC 1 TEs

Lam

EXCITED

(OVERKROUGHT -B.5 AGITATED -G.5 EXCITED -.5 NIL +.5 CALM 4.5 TRANQUIL)

»PSIATES

3{ 4

HURT

{PDEal -3.5 MAIMED -8, HURT 8 OO

*SI7Ex

Bi1G

SMALL

{MINUTE -7.5 TINY -4,.5 SMALL -.5 NIL «.5 BIG +7.5 GIGANTIC)

CERTAINTY
NIL

NIL
{POSSIBLY +2.84 PRUBABLY «8.3% CERTAINLY)

FIGURE 5-8
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tt ts desirable to express such i1aformation.! In most
instances, 1: t# actually guite dafficult o come up witn
an English sentence Lo eXpress the notion, and we mys?t
resort to such expressions a% "neither happy nor unhappy™.
BABEL fai1ls to find & realizartion for these conceprual
forma.

The secend point concernrs the actual choice of the

n Iibreakpoints) on the mcales, ®¥e have no evigence which

ieads to particulay guantitative chotces for positioning

the adjectivez on the scales. The relative positions of

the ranges for “"big”™ and “gigantic™ are. of course, derived
from their uste in language. The actual valuezm chosen

for the different ranges are isportant for two reasons:

R} In translation, the rTanges on corresponding scalcs
for d1fferent languages =ust be such that words
with corresponding =meanings lie 1n the same range.

B} When tnferences are made, they will change scale
location values based on events which changs such
relationships. The intervals on the =cales and
the inference rules must correspond to the exteant
that inferences which arce vesiized linguistically
will be reasonable, That is, {uniess we model
characters in TV commerctialsl, pecple dan't get
‘ecstatic' over a good cup of coffee, nor do they
get ‘suicidally depressed’ over itrregularivy.

Since we have not had adeguate expericnce 10 either

creating scales for other languages or writing tnference

riles which manipulate these =zcales, the current n  arc
i

purely ad hoc cheices.
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5.4 tanguage Specific Functions

the information tn the concexicon is sufficient to
produce a ‘core’ syntax network once 3 verh senze has been
chosen., The net thus produced, however, will onily express
thoss parts of the conceptual structure being realized which
can be predicted fyom the verb sense chosen. That (=, only
those parts of a conceprtualization which fuifill syntactic
relations raguired by the verd sSense are processed in the
course of interprefing the CoOncexicon eRLIY. Two other
sorts of information must be added to the syntax net to
complete ft:

1} The ceonceptuslization may express more than sinply the
required information. it may, for instance, specify
the time or location of an event, or some "parenthetical’
information about an event == e.g., the fact that it
ultizately nad *good’ results, which might isad To the
inciuaton of the adverd 'fortunately' in the syntax nat.

21 The target language may rfeguire the inciuston of
certain relationships in the syntax net in order to
generate correct surface structures. *Tense” in
English ts such a relation, in that =ain verbs of
English sentences must be inflected to indicate one of

a tixed ser of tenses.
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The functions which add such additionsl informaticn
to the syntax nets we call *Language Specific*' (L5}
functions. Not al! processes in BABEL which are specific
tC & particular language are included smcng those we refer
to as LS functions. We shall see in mection 5.% that the
functions which make up the surface gra=mar are Eng.ish
tpecific., There are two properties which distinguish LS
functions from others. First, they must incorporate
knowledge of & particular language. Second, they must
Tequire access to conceptual knowledge or to the canceptual
structures being realized. It is the latter requirenment
which separates LS functions from the functions of the
surface grammar.

Let us procesd to lock in detastl at the individual
LS functions employed by BABEL to produce Englilish

realizations.,

5.4.1 Determinaers

The conceptual nominals {PPs) handled by BABEL =zay
have REFerence modification., Such modification is currentily
lizited to two values, 'DEF' and ‘INDEF'. In the generation
of English syntax nets such & modification results in the
incorporation of a new relation in the net.

The PP, when it i3 bheing teelized, causes & node to

be created whose LEX value iz the English noun which names
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that concept. This noun 18 the nape found stored in the
Eelation:

(ENCLISH-NAME <CONCEFT>» <LEXICAL URIT»>!}
LI - FENGLISH-NANME *DOG* DOGH
The functicn which handles REF wpodifications attachesz a
syrntax relatien ‘DET' to this node. The value of this
relastion is *THE® tf the REF value 18 DEF. If the value of
REF s [NDEF, & check 1s made to see tf the conceptl has

the property ENTITY. If s0, the value "A' is choseny

3therwise 'SOME' 18 solected. Thus:

j*BARLLY EEF (DEF!} -2 Ml LEX BALL
DET THE

t*BRELY REF (IHDEF)!~==3 Ml LEX BALL
DET 1

(i *BEER® HEF (INDEF}lean Rt LEX BEER

DET SOME

Selection of determiner ts pore complicatsd in German
than English because deterwminers are inflected to show
gender . Thts can be handled by tncliuding gender in the
'name’ predicate:

FGERMAN-NANE <CONCEPT>» <GENDER . LEXICAL UNIT>)

L P {GERMAN-HAME *DOGH {MAEC . HUKRD Y }
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5.4.12 FART, POEE, and OWN

PFs may also be modified by the reiation PAFRT, as :n
{*HARD®* PART *JOHN®) which specifies & hand which 1s a
bvodypart of John, The effect of gsuch a modtfication 18 'o
add a relation POSS to the node created for the PP, The
value of this relation Ls a new ncde which L3 expanded to
the syntactic representatior of the value of the PART

relavion. Thus:

F*HANDY PART ["MaN® REF (RDEFYI) . Ml LEX HARD
BOES N7
M2 LEX MAN
DET THE

The syntax rejaticn POSE causes & '"possessive' fore to be
produced by the surface gramsar, The above piece of network
might eventuilly be linvaerized to “the man's hand™.

A PV may alsoc be modified by the conceptual relation

POSS iindicating the pessessor of the objectl or OWR
itndlcating the owner of the cbject!). In BABEL, vach of
thete modifications has precisely tho same offect cn the
syntax net as the PART =mcdification,

Although we haven't implemented functions to dosl with
these relations ir producing German reallzations, we nLote
that, while posscesion and ownership are cEpressed with
Jenet ive (possessive]l syntactic structutes in German,

the PART relationship cannet be handled this way.
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in general, German expresses the notion of "bodypart' with

the use of definite determiners (“Norton broke Ali the jaw™),.
Thus the procesies which handle these relationships (or at

igast the PART relation) must be LS functions.

1t has been noted <9> that ‘bodypart' relations in
English are not always e’pressed with possessive forms.
For exaznle, we gay (1) "Ken hit Al:i in the jaw™ rather
than (11) “Ken hit Alt's jaw®., But while we =ay (111} “Joe
Rit Alt's trainer" we cannot express this meaning as

tivi "Joe hit Ali in the tratner™.

Svveral ways to deal with these facts might be con-

sidered, We could adopt a transforsational component Lo
cperate on the syntax nets, essentially deriving (1} from
ik1b. But such & transformation could not be guaranteed to
Freserve =saning, because our sSyntax nels are {(potentislly!
azbiguous, “The desler hit Hank's hand™ would be generated
froe the same SYNLAX neiwork whethey it were (n the context
*"breaking three fingers™ or "giving hie twenty-one™. Only
the former L8 a meaning paraphrasabhle az “the dealer hit
Hank in the hand™,

kB workablie alternative would be to allow the LS
function which handles PART relations to hunt around the
conceptuadization being expressed and decide whether it is
appTopriate to transform the net, But rather than looking
Dack and possibly changing the net, it (s fay simplcr to
look ahwad when the concexicon entry HITI (the "forceful

phystcal contact™ sense) t5 selected. If the conceptual
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ebject of the "hittiang' is a bodypart, a framework which
directly produces the “hit _ in the _" net would be chosun.
If not, the standard “hit <OBJ»" framework woculd be the

one used,

S.4.3 TENESE

To every node which has & LEX value which is a vert

thenceforth called & verbal node) BABEL adds & syntax

relation TENSE. The value of TENSE i2 chosen from the set:

PAST FASTPFAST PASTFUT
PRES PRESPAST PRESFUT
FuT FUTPAST FUTFuT

A® the syntax net i# being built, two variables, BASETIME
and BASETENSE, asre maintened. Initially, BASET INE="NONW"Y,
BASETENSE=PRES. In order to choose the TENSE for a verh,
a variable NENWTINE (s set to the TIME of the
conceptualizarion from which the verb was derived.
NEMTENSE i3 chosen as PAST, PRES, or FuUT according to
whether NEWTIME 1s before, the same as, or after BASET INE.
If BASETINE is PRES, TENSE ix chosen to be REWNTENSE,
Otherwise, BASETENSE ts3 PAST or FUT, and TENSE is chosen
to be KEWTENSESBASETENSE (8 =concatenate!. Finally,
BASETENSE s updated to the value of HINTENSE and BASETIME

18 updated to the value of NENTINE.
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The precise eftect of each of these ning Tenses on
surface realizations i3 Jdescribed in zection 5.5, We note
here that this set of tenses handles oniy & small part of
the English verbal tensing system, although our nine
tenses are among the most frequently used. Bruce <1
describes a formal sodel for dealing with TENSE in natural
fanguage which employs both points and Tizme intervals. His
mode]l specifies how to relate English tenszeszs to chainy of
reference times, in order to uyse this formalise in &
conceptual =model, 1t (8% necessary to choose & chatn of
tefleTence tiZes Lo uyse, Insofar as this gquesticn can
be tresated on a language-free plain -- that 18, ax &
subprobles of WHAT-TO-SAY -- SABEL 1s not designed fo solve
tt. BRBEL'3 tensing algorithe essentially employs the
following heyristic for English:

i! All sentences begin with only time of utterance &g
a referonce point.

ii A sentence embedded in & P&ST or future sentence
uses the time of the enbedding sentence 3s §
reference polint.

Languages 31ffer drasticalily tn the set of time
relationships which can be expressed <ithin thejir tensing
systems, 4nd in the methods used for expressing those
relationships., For example, the relationship expressed by
the siople past tense 1n English may be expressed as a past
perfect in German [(in ConNversation) of &f a sisple past

fin narrativei. Tenaing thus falls in the domain
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af L8 funcrions.

5.4.4 FORM

Engliah sometises places verb= I1n a progressive

t*ingt) form. In general, this form ts used to express
events taking place during some interval of time rather
than the ocourrence of an event at & point in time, Since
BABEL does nor know aboutl ti%e intervals, we have no
conceptusl source for the generaticn of such pregressive
forms. However, English alsc uses progressive forms (n
the present tense for most verbs, dince sifmple present
denotes habitual action or ability, rather than ongzoing

ACcTiong €.Fs

“John plays baseball™ thabitual action)
"John is playirng basebali® {ongoing action!

Excepticns to this rule zeem to be verbs which expross
stative, rather than active, relaticnehipa: e.g.,

*John knows Biil went home®
“Dave wanti to hecome & doctor™

¥hen a verd is added to a syntax net, BABEL «isc adds
a FORN relatian. The value of this relation is *"SIN'
ifstmplel oXCept when two conditicona hold: (1) the TEKSE is
PRES, PRESPAST, or PRESFUT, (it} the conceptual structure
fror which the vert was derived iz not & STATE. When both

these conditions hold, the value of FORM is chosen asz "PROG".
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This results in verbs like 'hit’, ‘throw', ‘gaive",
‘tell’, etc. being put in progressive forz when used in
present tense, but leaves verbs like ‘hope', ‘want’, ‘know',
‘believe’, etc. in simple form regardliess of tense. This
heuristic correctly produces sentences like the exazples
sbove, but fails for another class of English verbs which
USe¢ simple present tense. Theze are the perception verbs;
.G,

“I hear the dog barking”
*8111 s¢es the red block"

Since these verbs are represented as events fusing the ACT
'nrnaus*; in C.D., they are generated in progressive fors
in the present tense. WNhether the use of progressives n
English ts best trvated as a set of special canes -~
verbs derived from STATES, perception verbs, ??7 == or
whether some Qeneralization can better explain thetir use (s
an open question,

Fora must, of course, be trcated as a LS funcetian
SinCe 1t 1s English specific. German, for exasple, does
not zake & Progremzive = non=progresstive discinction in

any of its tenses.
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5.4. 5% MOOD and VOQICE

Bestdes TENSE and FORM, every English sentence
exhibits &4 -~haracteristic MOoab., Ta every verbal node BABEL
adts the syntax relation MOOD., The value of MOOD i858 chose:
from the sexr {INDIC, INTERROG, COKD, SUBJUNC}. IRDICative
mood i1m that exhibited by "information-giving' sentences,
such as:

"He expected to fall the exanm.®™
INTERROGative mood 18 seen Ln sentences which ‘guestion’
inforsation:

"ptd he expect to fail the exanmi?”™
*¥ho expected te fail the exam?>”

Interrogative mood 15 reflected by (i) word cvder, and.
sometizmes, (13 by the introduction of the auxtliary verh
‘do ",

SUBJUNCtive and CONDitional mood are used in
conjunction o relate counterfactual information:

"1f he had come to the game, then we would have won.™
The subiuncrtive posits an "unreal” situaticn: “i¥ he had
come™, This is nffected throogh a change tn the tensing of
the scnience., The ‘conditional’® relates an ‘'unreal’ result
=f such a m1tyation: “we would have won™., This ts effeczaed
thrcugh the use of "would™ in the verb string.

When choosing the value of MOODR, the program figrst

checks to seeo if INTERROGative iz appropriate.
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Thgfe are two conditions dade? which 1y will be choszen.

The first i3 when & MODE = 7 modifive the main link of a

4

~gnTeptusl isation fe.g. ., «===> |, Thaes indicates that Lhe
trutih: vEilue cf the conceptualizacion 1s o be gquestioned,
The s¢vond situdation in which INTEREGCative 1= selectwd 18
when the marker *7' *1liw a (unceptual sole, This role may
be une of the cases of an ACT, e.g. ., KCTUR ‘usually
resulting 1n a ‘who' guestion , OBJECT {°what'), RECIPIENT
T fwhent cr SUURCE or GOAL ‘wporo b, 1t may be cne of
the slotn af & causal Telation. English provides the word

“hy' for waestioning the ANTECEDENT of most causals, but
mo o wpcial guestion word for RESULTs. The ‘7' may alsc
sccar in a @modifying fole, such as TINE (‘when'! or LOC
| "wheres "'

SURIONCLiIve and CONDitigonal moods sre selected by
BABEL when i1t real:zes & + ¢ {(can-cause] relation. When
realizing this as an "1f~then’ syntactic constructicon, the

LY

antecedent s realized a3 & sentence with SUBJUNItive mowd,
and the RESULT a3 & sentence with CONDitional mood. This
produces sentences like.
it ™John would have died 1f Mary bhad atabbed him with the

kntfe”

LY

In scme cases “iC relations are realized with a single verd,

When this occurs, BABEL places the sentence in CONDiLiTional

mood:
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E1ad “Bill would liks the movie~™
tn ajl other cases, INDICat:ve mood 1% Cchosen,

Unfortsnately our definittion af the ¢« .0 rejlat:on does
not justify the stmple algorithm which produces i above.
The «:IC relation may i1ndicate & counterfactual, or may
simply express an 'open' condition, without placing a truth
value on 1tz components. in the fLatter case, English use
tndicarive mood in expressing both condition and result:
fitil "1 Mary stabbed his with the knife, then John died”
There t% no way to know f it) of (114l s the apprapttate
reajlization from the information in & <:C relation tetself.

Twa remedies o this problexs zight be constdered,
in expressing a «IC, BABEL could ask the memory whether a
caunterfactual s being expressed =-- that 15, whethery
=o=ary boelieves the corresponding «: relation actually
does not hold. NLOD would then be chosen based on the
cutcome of this decision. Alternatively, we could modify
Cur representation 1n sSoBe wWay 50 that the open --
counterfactual "ambiguity' o0f <0 d:d not exist.

More study of the use of sublunctives and conditionals
in both Englitsh and other languages 15 naecded before a
satisfactary treatment cf these nNOtions ON & COnRCepiual
level will be posaible. Whitlie thetr use certainiy t=
related to conceptual relationshtips, Lt 18 cleay That the

English subjunctive cannot itzelf be considered a conceptual
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relationshigp iwhich (2 enfovrtunate, at least from the point
of view of generaticrl. The Serman sublunctive can be used
in the same sitocations aa the English, but can be used

in cthers as well. in Exglish, the sentence:

“Phe report indicazes he 1% very brigo- *

I4ew nothing about the spesker’s belief of what the report
indicates. Mot can this be done sxcept with the saddition
of an "and® cr & 'bBut'. In German, howsver, the e=bedded
sentence “he (& Yery bright” may be realized with
SUBJUNCrive mood to indicate disbelief on the speaker’s
part. We claim that this use should have the saze
conceptual source I[distelie! Dy the speaker} as the
counterfactual use. Thig cof course refutes any suggestion
that the Engliah subjunctive is co-occurrent with this
conceptusl relation.

A note of warning tc the reader i1s in order here.
Aithough throughout this discussion we have exesplified the
various zoods with sentences, the choice of mood by BABEL,
with which we have been concerned, consists tolely of
attaching the syntax relation MOOD with an appropriate
value 0 & syntax net. The extent to which the program is
4ble to perform the correct syntactic manipulations to
exXpress this mood with word order and tenszing will be

indicated in the surface gramcar descripricn in section 5. 5.

19l



VOICE 18 a feature of English syntax distinguished
by both word order and verbal fors. rraditiconally two
voices are posited. ACTIVE votce 13 that seen in sentences
tn which an ‘agent' is the subject:

"John threw the ball®
in PASSIVE voice the ‘agent' 1s no longery the subject, an
auxtlitary 'be' is added to the verb string, and the
participle of the verb is used:

==he ball was thrown by John™
Since we arfe uncertain as to the concentual underpinnings
of VOITE (18 1t more than the simple notion of FOOUS we
use?! BABEL perfunctorily places the relstion-value palr
VOICE~ACTIVE on every verbal node and completely tgnores

the real problem of choosing VOICE.

5. % Trahsition Nertwork Grammar

The kncwledge needed ro preduce a sentence from &
tyntax net resides tn an AFSTR grammar, deptcted in Figure
£-%, ‘The control algortthm for the grammar 1s very close
te tha* described by Simmons tn <34>. Its function is to
take a syntax net node fwhich we shall call the current
node) and & State of the granmmar and perform all actions
necessary to rfeach & termtnal state of the grammar.

tTerminal states are those labeled T 1n Figure 5-9).
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Which actions are neceszary depends on the relaticns
attached to the node in the syntax net. The set of
relations, and the functions associated with them, are
quite different from those used by Stmmons, and will be
detatied in thie smection.

The syntax relations of the syntax net accur as arc
lapels iand, sometimes, as state names) in the gracEar.,
Each a¥c connects a source, or "tail®, state to & goal, or
‘head', state. There are three scurces for these relations
tn the network: (it} the 'syntax relation’ field cf a FRAME
in & concexicon entry, (i) the relations added by the LS
funcrions, and (iii} certatn relations &added by the suyrface
grammsr ittself. Each reiaticon belongs to one of the
following clasmes:

TE -= "Terminal Element' =-- An a&rc labeled with a TE
telation can be traverzed tf that relagion occours
in the network attached to the current node when
the arc¢ 8 reached. In traversing the arc, the
value of the relacion is concatenated onte the end
of the output string being buiit. Generation
then continues from the head state of the arc.

SF -- "Simple Funcrtion' ~-- An &fc labeled with & SF
relation can be traversed only i(f that relation
Gccurs in the ayntax nest, In traversing the arc,
the function with Tthe same name 4% the arc label
Zust be oxecuted. Gencration then continues fros
the head state of the arc,

EFf -- 'Embedding Functien' ~- An arc labeled with an EF

relation alsc required the presence of that

telationh in the syntax net for 115 Lraversal.
Three things are done:
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il The valuev of the relation will slways “e anather
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This represents four different states, {(EUSJ, OBJ, OBJZ,
POBJIY, each having but one outward path, which is & free
arc 10 the state NP,

Following Simmons, we¢ have & grammar conposed of three
basic sectiocni: & verb string constructor, & noun—phrase
COnNSEruUCIoY, &#nd & sentence constructar. We now describe

the relations and associated functions comprising each,.

5.5.1 Verb String Constrution

This portion cf the grammar operates first whenever a
tentence 12 Lo be gensrated. It begins &t state S, which
may be resached wither as the starting point for generation
from 4 net or recursively through one of the states {FIRS,
SECS, 82, PRSNT, INF, INFI, INSTI, SPRG, GSBJ}. ine ncde
of the net being cperated on must be & verbal node. Using
the relations TENSE, FORM, VOICE, MODAL, and MOOD associated
with the node {ail put on by LS functions}! & verbh string is
created and attached to the node as the value of a new

syntax relation, VS,
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YOICE -- class = SF

Thist function perforas tws actions. It creates an
tnitial value for ¥S, and chooses the node which will
eventually become the ‘smubject” of the sentence. ince wo
cnly have one pownsible value for VOICE 'ACTive), this 1s
agcoeplished very siaply. The wverb which 18 the value of
the node's LEX relstion 15 made the ianitial VS, The node
which ta the value of the node®s ACTSAS relaticon, 1f that
relation 1S present, 15 chosen as Tthe subjoct. Thisa chaoicwe
i recorded by attaching the relation SURI to rthe verbhal
node with *the chosen node as (ts value, Wher this 13 done,
the relatton TYP 1s alzc attached to the werbal node, to
indicate the 'type” tpersor, singular or plural!) of the
subjlect, sitnfe the final verb sTring 2ust be inflected to
reflect this. The only verbs in BABEL'S vocabulary which
40 not have an ACTSHI relation are those llke '"annoy" which
which have gerund phrases az subject. Fory these, no SURJD
relation is formed, but TYP 15 labeled as SINGI, since
English uses ird person singalar 1nflection for these:

"writing this paper annoys me, "

A pore compliicated function would be needed to handle
passive woice, but e theoretical problens are posed, sincoe
nona of The necessary manipulations i1nvolves the use of

conceptual knowledge, or of any other 1nformation not present

in the Syntax net.
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FORMN -~ (¢class = SF

If the value of the FORKM relation in the syntax net
18 SiMple, this function does nothing. If it {s FROGressive,
the function changes VS to BE+progressive formivVs), Thus
sf VE = RIT and FORM weore PROGC, VS would be tranzformed to

BE+HITTING.

MODARL =-- class = SF

A verbal node may oF may noet have & MODAL relation
associated with 1%, In the current program, it will be
present only 1f the vetd (s a realization of a

<
ca2mm> (GLructure, in which case it will have the value CAN,

The SF NODAL simply concatensates the value of the relation

otte the front of the VE.

TENSE -- clilass = SF

This function gets the value associated with TENSE
and applies another function (whose name is the same &5 the
TENSE value! to the first word of the current V5. The
result 18 then concatenated onto the front of the remainder

af the VS, These tense functions are:
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FRES (V) = the prezsnt tenze fors of V
PASET (V) = the past tense form of ¥
FoT (¥) = PRESIBE! +GOING+TO+ INFIN{V)
PASTPAST (V) = HAD+past-participle(v)
PRESPAST (V) = PASTIV)
FUTPARET (V) = PAST(BE] +GOINT+TO+INFINIV}
FUTFUT ¥ = FUT (V)
PRESFUT (V) = PRESIV)
PASTFUT (W) = PAST IV

In general, the deterzination of present, past, or
future form of a verd mmust take intoc account the value of
TYP, originally set by VOICE. That i1sm, PRES(BE} may be IS,
AM, or ARE, depending on TYP. The two cases where IRFINIYV
dppears are needed to handle case® tn which CAN is present
in the V3. We define CAN to have the INFINitive BECABLE«TO.

For &l other forms, the INFIKitive Lz i1dentical to the

value of the LEX relation in the syntax net.

MOQD == class = SF

MOOD is a function which serves toc change the current
state in the grammar. The new $#tate reached 13 the aone
whose naZe L5 the same as the value of the MOOD relation,
which =must be one of { INDIC, IMNTERROG, COND, SUBJUNCI.
MOOD is the only 5F in the grazmmar which changes the statae

to one other than cthat &t the head of trs arc.

CHDIT ~~- clazms = DOF
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The function CNDIT is performed for sentences with
CONDitional MOOD. No CNDIT relation is ever actually present
in the syntax net; the function is performed because it is
in the DF class and {2 the only path ocut of the state COND,
The function converts VS to WOULD«INFIR(VS{1]I1+VSil, where
veft]l indicates the first clement of VS and VS5l tndicates
the rematnder of VS after the tirst element has been removed.
Thus the VS "WAS+GOING+TO+RUK™ i3 converted to

"WOULD+BE+GOING+TO«RUN"

IVT == glasnsg = DF

IVT 18 the analog of CHDIT for INTERROGaTives. This
function does the correct thing only for 'yves-no' gquestions;
BABEL does not have & general English question syntax. IvT
creates & new syntsx relation V51, whose value will be &
verkb string which uiltimaiely precedes the sentence sublect.
IVT aiso alters VS, the verb string which witii foliow
the sentence subject. This i1s acceomplished as shown in the

folliowing flow chart:
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.f'j N\

YES LENGTH IVE) » | * NO
4 '
N
INFINIVE! =« BE /fr
N

i : & ,
I | 3
- vs: » vs{i) VSl ¢ tensed form

‘ of DO
¥E » VSl
VS e INFIK(VS!

produces 53 like: produces S8 like:

"HAD JOHM BEEN EATIEG...™ "DiD JOREKE GO..."
“"WAS JOHN AT THE STORER™ "DOES JOHK BELIEVE..."
SBINCT -- class = DF

No function has been implemented to hindie the ayntax
cf sybjunctive mood. The surface grammar JeneTates sentences
from netes marked with SUBJUNC:ive MOOD exactly as thaugh
they had been tarked INDICative. Thus we get:

"1f John went to the store .,.", instead of
"1f John had gone te the store ..."

5.59.2 oun Phrase Construction

Noun phrases are constructed by the grammar segment
beginning with state NP, This state i3 reached by traversing
the frec arc froam one of the states [SUBJ, OBJ, OBJ2, FOBJ ).,
The current syntax net nods at the time state NP is reasched

will always have a LEX value which is & noun.
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¥e shall refer to such a node a3 & nominal node. in

addition, & relation CASE with value RNOMinative, OBlective,
oy FPOSSeszsive will have been sttached tc the node.

& new syntax relation NS, the analocg of ¥5 1in the
verbh string constructioar, 185 added to the node. The value
aof this relaticn 18 then tranzforoed into & complete noun
phrase, which (8 coencatenatled ontoc the outHutl STFLIng. We

now describe each of the functions involved in this process.

PROMN -- class = SF

If the relstion PRON i1s asscociated with the nominal
node, its value will be & pronoun in nominative case. This
pronoun, tn the case form specified by the case relation,
15 wade the value of HE. Thus, if PRON has the value HE,

NS may be set to HE, HIM, or HIS.

POSSE -- clasts = EF

If the relation POSS iz asscociated with the nominal
rnode, Lts valuw will be ancther nominal node. (This
relation may have come f{rom & conceptual FPOSS OWN, or PART
relation, oz, 1f the conceptual representation were eXxtended
from that permitted by BABEL, from meanings like “John's

uncie®, "John's responsibility™, etc.!
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The function POSS attaches the relation CASE with value
FOSS to the specified node. Since POSS is an E¥, the
Jenerator algoritha is then applied te this node starting
froz the state #0S53. This results in the formati:on of a
sLtring like "RARY'S™ or “THE DOG'S™, which 1w concatenated

onto the end of the output streas.

DET == class = 3SF

The value of DET, which will be A, THE, or SEOME, is

zmade the firzt glement of NS,

GQUANT == class =« SF

The value of QUANT, which is dlways an integer, is
concatenated onto the end of NS. in addivion, 17 the
integer is greater than 1, the relation NBER with value PL

ig attached to the nominal node.

KBR -=- class = DF

HBR takes the noun of the nominal node, Flaces it in
Plursl 1f the relation NBR with value PL is agssociated with
the node, and then puts the noun tn the corsect CASE. The

result of this process is then concatenated onto the end
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af NS, In addition, the relation PRON 13 attached to the
node, with its value being the nominidtive case pronoun
appropriate for the node's noun,. If this node i1s ever again
utked for NP generation, the PROMN arc will be followed,. This

18 the only way proncouns becose part of the output string,

HE =-=- class = TE

The noun phrase built up as the value of NS is
concatenated anto the end of the cutpast string.

Prepasitional phrasesx are generated fropm the grazmar
segment beginning with state PNP. Thi®s state can be
resched cnly from one of the states {LOC, PP, INST, IOBJ).
¥hen the state PNP i1s8 reached, the current syntax net node
¥tll have twc relations: {t} PREP, whose value iz a
preposition, and itift POBJ, whose value 1§ 8 nozinal node.

The effects of these relations can oe sizply described.

FREP -- class = TE

The value of the relation PREP, an English proposition,

ls concatenated onto the cutpul sSLring.

POBJ -- class = EF
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The function POBJ attaches the relation-value parr
CASE~-OBJ to the nominal node which i85 the value of the
relation POBJ. Stince POBEJ i1s an EF, the generator proceeds
to generate from the state POBJ using this nominal node as
the current node. The state POBJ leads via A free arc
to the state NP, rezuliting 1n the productieon of & noun

phrase objiect for the preposition.

5.%.3 Eentence Construction

Production of the compliete sentence beging at the
state INDIC, which 15 reasached either becauses the relatian
MOOD had value INDIC, or because a path to INDIC from one
of the octher *moocd' states was traversed, The current node
will always be a verbal node at this point. The granmar
now caozbines the verk sTrings, VS and VEl, with genervated
ncun phrases and other elements to produce the final
sentence in & lefi-to-right fashion. The functions which

acconmpliish this are:

¥5] =-- class = TE

1f the relatiocn VY51l is present {which will be the
caese if and only :if the sentence i in INTERROSative MOUDY,
the value of V51 becomes the first slement of the output
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EUBS -~ clasa = EF

If the relaticn SUBJ i1s present (tt will have beern
attached by the VOICE funtion) its value will be & nominal
node . The function SUBS marks this node asg being
NOMiInative CASE, and, since SUBJ :8 an EF, contrcl passes
toc the zEtate SUBJ with the nokinal node as current node.
Thte leads to the producticn of &4 noun phrace as the next

element of the ocutput sLEing.

GEBY -- clasms =« EF

I'n no S5UBS relation exists, a GEBY iGerund SUBImct:
relation will. This relaticn is part of the framework 1N
BAKEL's concexicon for every verb scnee which has no
ACTEDB) freame, The vajlue of GSB) iw always a verbal node
%, The function GS5BEY affects this node. It sttaches =&
tclation VE te the node. The value of VS5 |3 the piogiessive
form of the verh asscclated with N i(this verb Ls the value
of N's LEX relation.} GSB) also attaches twe flags to K,
VE-RADE and DEL-S5UBD. GSEJ, being an EF, csuses & transfer
tc the state GSBS with M as current node. The state GEBJ
ivads toc Etate &, and & mentence 13 generated frca B oand
placed 1r the ocutput string. The flags affect the

geheratbtion of thls sentence, VE-MADE inhibite all the
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regular VS bhutlding actionsg of VOICE, TENSE, FORM, etc.

And DEL-S5UBJ inhtbite expansion of SUBJ in the gereration

cf this sentenice -- that i1s, no subject HP will be producect,

Thue, Lf the network attached to N might normally preduce
"John socld Bi1ll a bike for %0 dellars®, 1ts generaticrn as
& GSBJ within é&ncther sen®ence would produce “"selling Bill

&4 bike for 50 dollars™.

MAN =- class = TFE

MAN 18 the relation added by the LS function which

handles CERTAINTY. tts value 15 alwaye an sdvert, which

t8 placed directly in the cutput string.

KGT -~ class = &SF

if this relation is present, 1t will have the value

ROT. The function HNGT inzerts KOT Lnto the VS as shown in

the following flow chart:
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VE == gclazss ~ TE

The verd string which 1s the value of the relation

¥YS its placed in the output ELTILInNG.

PAET! -~ class = TE

Certain verb senses are expressed in English with
"PART1cles"' attached to the verdh sLring: “He sat 1in at
the administration building.”™ These particlex are placed

in the output immediately after VS.

QB -- class = EF

Ceorrtain verbs of English can take two objects ==

that 18, a decliarative, active voice sentence using these
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vierbs will have two noun phrases following fthe verr |

OB 135 the rejation for the "leftmost' of theswe: =g
icaned John the screwdrfi.ar,” The function OB, smerely
marks t!le pominal node which (8 the value of the relatios
OBJSI as bteing ‘objective' case. The NP grammar segment
comes into play tust as Lt does with SUBS t> place & noun

Phrsse tn the outpyt sString,

PPl =-=- class = EF

PPl t% & relaticn foar the leftmost prepositional
phrase of the sentence, 1f 1t precedes the chiwc: of the

verb: "The witress ad=itted o the judge he had heen at

the meetirg.™ The stare PP! has a free are to state PNP
from which prepositicnal phrases are produced., No change

15 made to the syntax net,

P_A.n.: -=- gclans = EF

This 1s the Fredicate ADJective slot: "“John 1% sick"™,
The valye of the relation P_ADJ 18 4 node whoste LEX vaiue
t% an adjective. The state P_ADI leads via &4 free &rc
T the state MOD, from which adjectival modifying strings
are produced., The grammpar provides for the node having a

relation DEG with value COMParative or SUPerjative, baz
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there are 0o cases where BABEL actuaily fenerates a DEG
relation. The adjective value of the LEX relation

becomes the modifying astring.

o8BS -~ class = EF

The OB} relatton im for the direct object of & verb:
“John hit Mary becsuse he disliked her."™ The state OBJ
leads to NP via a free arc . The funcetion OBJ marks the
nominal node which 18 the value of the OBJ relation &=

being in OBJective CASE.

LOC -~ class = EF

LOC s another relation which leads to the insertien
of a prepositiconal phrase in the output string. It i8
generally provided for ‘locative® phrases: "He read the

tock in his room™. it could be used for any prepositional

phrase which fits st this spot in the sentencte, however.

The state LOC leads via & free arec to PNP.

PART -- class = TE

Th.,. :s for verb 'particles' which do not ‘stick to'
theiT verhs {sec PART! abovel. “The prosecutoer handed
the document back to the witnezzx™. The word which is the
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value cf PRRT. 13 concatenated onto the output STTLLIng.

108} == ¢lass = EF

This 15 another slict for prepositional phrases; it

particular, for those which follow the direct abjlect af the

verk, “The President asked his staff for & repory.”

The state [OHS leads via a free arec to PNP.

The transition from state VPY to VPLO prevides for
the insertion of several diffoeront types of embedded
sentence in the culput BLPLRg. Each of thesv types has
its own relation, belonging te the EF clatn. The value af
these relations is always a verbal node ¥, The cembedded
ganTARCE 1S qunaéated by passing this node back to stare 5§
of the grammzar, just as was done with the GSB) relaticn.
A% in that case, the ecxact form of the embedded sentence

is determined in part by flag sottings,

5 == class = EF

This 15 the simplest form of embedded sentence,
being generated jJust as though 1t were not embedded, 52
performs no special actions and sets no flaga. *Jahn

told the librarwan Bill had taken the book,™*
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INFI -- ¢class = EF

The function of INFZ adds the relatisn VS to ¥,
The value of VS (s TO+value of K's LEX relation. INFI
also puts & VS-MADE flag and & DEL-SUBJ flag on %N. The
affect of these flags was described with the GSB) functicn
above, ‘*ADVISEL", for example, has a frame with an INF2

reliation "The colonel advised the genera! ro order a

Fntyeat.”

PRENT == clazss = EF

Certain exbedded Ss have verd strings which utilizw
the infinitive form of the verb without the prepositicon

TO: "We watched the Giants lose the game™ "His mother

made him stay at nome™. The function PRSNT attaches a VS

relation N, i1ts value being N's LEX value. PRSNT then

sets The VS-MADY flag.

INF -- class = EF

The function INF 13 i1dentical to INF2 with cne
exception, INF does not put a DEL-SUBJ flag on M. instead,
INF adds the relation INFOF to N, 1ts value betng the

verbal node governing the INF relation (i.¢., Lhe exbedding
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dentence., | SUBJY checks for this relatian, it it :s
pPredécnt, and the SUBJect relations of borth esboedding and
exzbedded sentences have the zame node as thetr value, The
subjec® KNP 1s not gencrared, exactly ass 3 f DEL _S5UBJ had
been set,

“John wants hi®s fathey to take him to the ball Game .
fgubjecta don't matcht

“John wants to GG to the ball gane." isubiects matchl

SPRG -~ class = EF

This handles exbedded 53 which use PEQQressive verk

forms preceded by "fram®: “He tried te prevent the Senstor

from making & bLig mistake™. The function SPRG adds a V3§

relarion *c N, tts value being FROM+progressive of MN's

LER value. SPRG sets the VYS-MADE flag.

INST «= clazs = EF

This 18 another preposttional phrase relaticn. it
is freguently usefu! to enter those prepositional phrases
somatimos termed ‘instrumental' in Enqglish: “"He tightened

the holt with &4 wrench.® We do not restrict 1ts use to

sych cases, however, it 13 merely & siot for the insert:on

of & prepositional phrase which may come after an embedded
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gentence: “We asadvised the owner to have his brakes

checked In the letter.”

INST2Y =-- clazs =~ EF

Many English sentences have "instrumental’ ghrases
which have the form BY + progressive form of verb «
predicate:; "The Jdoctor regquested that his pacient pay the

pill by sending the patient a letter.” These are handled

by the INST? relation in BABEL and are placed as the
‘rightmeost' construction in any sentence. INETZ 18
identical to SPRG oxcept for two features: i INSTI uses
BY rather than FROM in the VS, (ii) INSTZ? sets a DEL_SURS
flag on N,

Finally, sentences which are conjuncticons are

gunerated by the gpath:

=3 FIRS LEX SECS

ST N . ; i s SN e ersnnemwan] T
Bars - l_

FIRS and SFECS are EFs which lead to state 3. Each of thenm

thereby causes & sentencde tc be produced from the verbal
nodes which are their values, LEX 1s a TE which simply
inserfts 1ts value ("AND' or "BECAUSE"! in the ocutput

between These (wWo Rentences.
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S.5.4 Remarks

Certainly BABEL's surface qaaotatot'contnins neither
descraiptive formaltiazs nor i1mplementaticn mechanizms
drastically different from other currently popular systems
~- &.3.. transformational grammar, Semantic nets, of
SYstemic grammar. Philosophicaily, however, we have taken
positions which differ markedly from those generally
ascribed vo other grammars:

1) BABEL"s surface grammar iz not designed To relate
meanings to strings. it 1s concerned solely with
constitvent ftructure and constituen:t ardering.
This is not to deny that these features are ofien
related to meaning. BABEL employs such knowledge,
however, in creating its syntax nets: the process
of genetrating & sentence from suck netm, which 1=m
logically distinct, makes no use of this knowladge.

2} BABELs grammar iz ane-directional: it is no=z
intended to bte useful for language analysis.
Riesbeck <275>» discusses why it is neither
necessary nor desirable to produce & syntaclic
description of a sentence |(such as is embodied
in our syntdax netsi in the procexzxs of conceptuyal
analysis.

3} The surfage grazsar is Jefinitely & performancs
and not & competence granmar. MNo ciaim ts made
that wither BABEL or (ts surface grammar should
generate all 'grammastical’ Enqglish sentences.
There will exist possthle syntax nets which would
iead the grammpar to gQenerate jli-formed sentences:
theoretically such nets should nct be created by
the conceptual + syntax mapping. A% far as ceaning
is concerned, there i3 absolutely no check anywhere
in the BABEL zyatem that the information being
expres3ed siakes soense, NOR SHOULD THERE BE ANY SUCH
CHECEK. It is the task of underlying conceptual
Zechanisme to see that a conceptualirzstion ‘makes
sonse”. 1f that mechanism decides that the itdea
of "colorless green itdeas sleep furiously” makes
sense, well, so be (L. There 1% no reascn for
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the generator to decide an tdea shouldn’t be
cxpressed. Its sole job 1% te find the right
seguence cf words to express the mdaning i1t i
Fiven. Ef 1t (& given semantic nonsense the
responsibtlity tand the blamel must lie with
the process xhich produced that nconsense.

The grammar described above (s eXxtre=ely limited in

the range of English constructions it can produce, even

bty current computer standards. And even those produced s:e
sometimes handied inm cverly saspecific ways, For instance,
cur notton of SPRG -- enbedded S8 with progressive VES

introduced by FROM, as . n “prevent him from falling™ --
shoultd be generallized to make the prepositicn a paraseter,
thereby handling “talk him into selling™, ask about buy:ing™.
(L 4 The Bain rfeascn this has not been done i1s that we

have tried to focus aon those aspecte of language productien
wnich invalve concepiual knowledge réther than gpure
syntactic knowledge. We believe the format in which syntax
tx handled 13 adeguate to ificorporate the sorts of eyntactic
knowlodge used by more advanced gramzars.

One itnteresting feature of BABEL's surface grammay is
1ts categorization of embedded Ss intoc syntactic classes
EIMF, INFIZ, SPRG, etc.) based not on the content of the
esbedded sentence, but on the m3in verd of the embeddting
sentence. We make no claim to having exhausted the types
cf exzbedding found in English, buit the work done to date

would tndicete that the number ts not large (probably no

217



more than two to three times the nuymber discriminated by

BABELY .

5.6 Lexicon

The lexicon used for surface gensration by BABEL s
vrivial, This lexicen i% tn no way lLike the concept of a
lexicon postulated by transformational grammartans which
would inciude things [ike *"complex symbols® and syntactic
environment frameworks, It 18 not intended to be useful
for language anaiystis in any way, bul only to serve a3 few
simple morphological requirenments of the surface generator.
It consists of a zet of properties and & lisgt of '"object -
property value® pairs associated with each. The entire
lexicon 8 shown in Figure S-130. The properties usSed are:
PAST ~- lrregular past tense forms are glven explicitly +¢n
the lextcon., All others ars computed by appending
*d* or “ed™ to the infinitive form of the verb.
The infinitive ts the printnass of the lisp atos
used as the naxe for a lexicon entry and found 1in
the first field of & concexicon sntry.

1EN == frregular past participle fOorms ars given expiicitly.
41} others are formed by appending 4% or “ed™ o

the infinttive fTorm.
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PRON

ohJ

POSSE

-

frregular third person singular forms for verbs
are given explicitly. All others are formed by
appending “$™ tec the tnflfitl?e fors.

All nouns which require the proncuns *he' or ‘ashe’
in the third person nominative singular are
explicitly given, ALl otﬁeqs are sssumed to use
'it'., and all nouns are assuZed to use ‘they’

in the nominative plural.

The objective case form for pronouns 15 listed.
All nouns are assumed to have identical chjective
ard nominative forms.

The poxsessive case for proncuns is listed.

Possessive case for nouns is formed by eppunding

“s" to the nominative (singular or pluraly forms,
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CHRIETER &

THE PROCESS OF GENERATION -- THE USE OF LINGUISTIC FNOWLESGE

The task of converting & conceptualizati;on tnto an
English sentence, referred to &s reslizing that conceptual-
Lzati1on, reguires morte than the mtatic linguistic and
conceptual information detsasled in Chapter 5. There must
exlet & process which utilizgen this knowledge teo produce the
tealigation. The comprehensiveness of thie process -- thar La,
the domain of meanings for which {t is caparie of producting
‘acceptable’ realizations -- provides a messure of the adejiuacy
2f the knowloedge base. The eflitciency of thiz precess prevides
én tndication of how well organized thie knowledge 18 -- w.7.,
how well 1t captuores lingutstic generslitiesn, ¥We have prefented
the knowledge base of BABEL with but few argusents to support
Cur organization over other possibilitien. BAREL's discrimin-
dtlon nete, fof example, arfre urqganized arvround conceptual ACTs.
One could crganize the nete according to tirme of cventd ipast,
present, or future with respect to time of generaticoni or some
cven ¢SS Medaning orficnted festure such am the number of con-
teptual Ccases present in oa stimulus, Altermatively, one might
encode this same knowledge in & format quite different freom a
discrimtnation net. Thers ars COuUntless ofganizational

possibilitien which will provide equivalent tnput foutput



behavigr. The differences lie in processing efficiency. No
attempt will be made to justify our particular corganizarional
decisions for two reasons:
&) ¥hile numerous other possibilities cXist, none has
been seriously proposed. Some could be eliminated
for obvious, but Uninteresting reasons. In othey
C&ses woe could give only intuitive, hut perhaps
unconvincing, argqumoents.
B iny argument favoring a particular Crg&nization will
be based primarily on efficiency considerstions. Buzt
there is no accepted standard for measuring efficiency
in the task of conceptual generation. Shouid
'expected’ generatan time, or ‘maxtsur’ generation
tine, or some function of time and BeECTY Tequirements
be minimized? More importantly, are we interested o
changes with respect to vacabulary size, conceptual
doma.n, or what? While these ard¢ interesting guestions,
and coner which must be pursued eventusily, & discussion
of them would add little to an anderstanding of BABEL.
In thie chapter we will describe the praocess by which
&n English realization of a C.0. structure is produced. This
FProcesy takes an arbitrary conceptualization as input and
treates a syntax net. The functions which sccomplish this have
access toc the conceptual memory model, and thus to conceptual
knowiedge. OncCe the syntax net is completed, the conceptual-
ization 5 discarded and & second set of functions produces an
English sentence from “he per. These latter functions have na
BCCess to conceptual ¥nowledge, but are concerned solely with
what we consider surface syntax of Englimh,

Gnce the method of producing single realizations of

conceptualizstions is understood, it fequires but =lighe
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expansion to understand the production of multiple realizaticons

frow &4 single conceptualization, or paraphrase production,

6.1 Infttalization

Before realizations of conceptual structures can be
produced, an initialization process must be carried out. This
procens asxocliates various linguistlic knowledge datas filen
degcribed in Chapter S with LISP atozms and sets up tnternal
poilnters tao enable the prograc to access the information,

For the most p&rt this cperation 185 guite straight-forward,
being accomplished by storing information on LISP property
lisrs (P-l1sts). We zhall use the notation

<propefrty-name > [cALoOm>) = <valuwe:>
To reprosent the association of waluex with “atom> under
«property-nane». Such operations will be mentioned conly
briefly. 1In a few casesz more complex processing of the files
takes place, involving manipulation and addition of potnters
in list structuresx, These ocperations, and their purposes,
will be described in more detatl.

For each syntax relation (SR> with a Sefauit field-
specificarion (Section 5.2}, the default value is placed on
the P=list of the . 58+ under the property name FRAM-STDS --
©,.3., FRAM=-STDS {(ACTERZ} = ACTOR .

Each conceptusal dependency link 1s represented by a

LIZF atom. The code f(section 5.}) associated with gsach link
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1% placed on the P-list of thiz atom under the property nace
LNKECODE -- e.4g., LNECODE {<«s>}] = E

Each of the conceptual relations which has & langquage
specific function assoctated with 1t (Section 5.41 has the
naze of that function placed on tte P-list under the property
rname LSF -- e.g., LSF (REF) « CHOOSE~DETEERMINER .

Each of the syntax relations which requires 4 new gsyntax
net nade as 1ts value (these are itndicated below| has the flag
METRUC placed on its P-list -- e.g., NSTRUC (ACTSEJFY = TRUE .

Each property scale i(figure 5-8) 12 placed on the
P-list of i1ts scale-name under the property SCALE --
¢. 3., SCALE 1*JOY®"} = (-}0 DEPRESSED , ., .}

Each entry in the Concexticon file (figure %=7} i3 & list
cf the form:
i<entry-name> <lexicon-pointer» <framework> <specisl-acticonsa)
cenliry-nane 18 a unigQue atom for each entry {e.g., BUYL!), and
<ilextcon-pointer> ts another atom, whose print name ts an
English word (usually the infinitive form of a verbd}.
cframework> and <special-actions: were described in section
5.2. The initialization process places the <lexicon-pointers
onte the P-list of centry-namex under the property LEX --
€.g.. LEX HAVELll = HAVE -- the «<framework» onto the sate
P-list under the property FRAMES, and the <special-actions>
cntoc the P-list under the property SPECACT.

The file of predicates used 1n the discrimination nets 13

224



inftially stored tn & LISP array ALLPS. ¥e denote the Ith
predicate in this file as P!Enl {1t must be one of the forms
described in section %.1}. Each element of ALLES consists of
2 predicate and & flag; all these flags are set to NIL during
initialization. Following initializationg
ALLPS LI} = :pnnnl . RILY Isl,2, . . . N

wher? N i3 the total number of distinct predicates. The
purpose of the flag will be described shortiy.

The next phase of initialization is the constructicn
of the discrimination nets (D-nets). The external farmat of
& Dnet =-- that is, the fora in which one is canstructed by
the user of BABEL -=- (5 & binary btres structuyre conforming

toe the following syntax:

“D-net> tt®= (cnon-terE node> <l-subret> <r-subnet:!}
i“response node> <hack pointer>}

“i=subnet> i1e <syubnet>

<t=-subnet> rr® < subnet>

<subnet> ii® <D=net> | <hback pointer>
<back pointer> :1:= cpositive integor, | nzIn
cnon-ters nodex» ::= <positive integer lists

cresponse nodex ::= cconcexicon-entry lise,

A <pon-ter® node» 13 a list o0f integers which are
indices of predicates in ALLPS. Aan integer occuring as &
<bsckpointer> in & O-net must be the index of sonme node of
that D-net. These indices are detorsined by assigning the
root node index 1 and the ieft and right subnets of a D=-net

¥hose root node has index M the tndices 2N, 2M+i, Tespectively.
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A <concexicon-entry List, % a list of avoms which
GCCuUr as <entry-name>s itn the concexicnn file.

The initialization process converts this external format
to an tnternal one. In doing sC, the Lree structure L5 con-
verted to a network, Each integer J i the L1Sy comprising a
<pon-term node» 18 replaced by 3 pointer to ALLPS{I]. Each
branch to & non-null <«back pointer, is replaced by & pointer
ta the node which that .back pointer, references. Az a result
af these replacements none of the nets contain indirect
references Lo either predicates or D-net nodes. Each
initialized D-net 18 storoed as the value of & distinct LISP
gtom. We shall refer to the Donets by the nanmes of these atoms,

BABEL tncludes 15 di1fferent D-nets:

XET MNAXE APPLICASILITY

AND < COMNJUNCT IO 8

ATRANE «EVENT»=: with the ACT “ATRANS®
BELIEV < STATE>s with the <ATTRIBUTE. *MLOC®
oK rutual Causation

EEKT « EVENT> cause < STATE-CHANGE>relationsz
ERE <« EYENT> cause < EVENT> rtelaticons

EES « EVENT> cause « STATE> relations

ENVT « EVENT> 2

GRASF CEVENT>3s with the ACT *GRASPH

INGEST <t EVENT»s with the ACT ®IUGEST*

KAUS <« CAUSAl>relationships

MTRANS ¢« EVENT>»s with the ACT *HMTRANS®
FTRANMNS «tEVENT>r with the ACT *PTRANS®

s5C <« STATE-CHAXGE 8

STAT all < STATE> =

The AFSTN grammar (section 5.5 i1s stored entirely on

P-listn. Every non-terminal node in the grammar his & list
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of <PFATH>s stored on its P-List under the property name AFSTY.

Esch <PATH> is etther a pair of atonms {<axc label> <30al node>,

Or in the case cf a ‘free arc’, simply the atomic c<goal node s=-

AFSTN (NP) = { (PROR MNP} iPOSS NPiL) 'DET NP1V NP1} .
Finaliy., the lexicon tfigure 5-10) (8 sot up. For each

property type fe.g., SING3I}, each of the atom-value pairs

fisted with Lt is pProcessed by placing on the P-list of the

4tox under the property named by the Lype the valuwew (ndicarted --

SINGY (BE} = 13 .

The initialization process is perforned only once; i

12 not necessary to reinitialize the SyYstem for each roalt-

xation,

©.2 FSelection and Application of Discrimtnation Hets

When BABEL receives a conceptual represenvation (C.R. 1}
to be reslized, its first action i{s to select a set of one cr
=or¥® D-nets to use in an attempt to discover & main verb for
the cutput sentence. The choice is made by =¢ans of & quick
structural matching of the C.R. against kncwn patterns. The

skeloten of the C.R. !section S.Li is formed.

t¥ the SKELETON i§: the set of D-nets used is:

A AND

< &C
E¥C EXC . KaUs
EXE EXE ,XAUS
EXS EXE,XAUS
xXy {other than EAUS

above threw)
o Ox
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If the skeleton is S5, and the <ATTRIBUTE® of the conceptual-
jzation 1§ *RLOC®, the D-nat BELIEY 18 used; for conceprusi-
tzations with skeleton 5 and other «ATTRIBUTE> fields, the D-net
STAT is used. [f the skeleton itz siasply E {an EVENT), the D-net
EVT will be tn the set used. In addition, 1f the ACT of the

EVENT is one of {GRASF, INGEST, PTRANKS, ATRANS, RTRANS), the D-neot
of the same nace will alsc be placed itn the set,

The D-nets tn the set thus selected are sequentially applied
to the conceptualization until & response t% found. The algorithnm
for applying a D-net is basically that given in section 5.1.
Certain details were omitted from that algorsithm and will now be
presented. Ir should be borne in mind that this discussion
applies toc the application of D-nets toc embedded conceptualizaticns
as well as those passed to BAREL by the memory for rsalization.

Each time a D-net is entered, the variables TFLAG and FFLAG
are assigned unigue values. Each non~-terminal node of a D-net,
after initislization, is composed of a list of entries in the
array ALLPS -~ that ts, a list of predicate-flag pairs. The
value of a predicate a2t 2 non-terminal node iz taken to be the
value of the conjunction cf the predicate parts of those pairs.
The evalusation takes place from left to right, stopping as scan
as one of the predicates evaluates false. Before the predicate
part of any pair is actually evaluated, howsvey, & check (s
made to see Lif the flag part matches the value of either TFLAG

of FFLAG., If a match 1z found, evalustion of the predicate is
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inhibited and the value TRUE or FALSE is assuned, depending
whether the match was with TFLAG ot FFLAG, respectively., re

no match is found, evaluation of the predicate takes place and
the result is zaved by storing TFLAG or FFLAG in the tiag parc
of the pair, depending on whether the value obtained was TRUE

or FALSE. This use of the flag associated with each predicate
ensures that no predicate will be evaluated more than once in
the application of a D-net to a conceptualization, regardiess

2f haw many nodes of the net reference 4 Fiven predicate, Figure
6-1 depicts in flowchart form the process which cvaluates n
predicate at & non-terminal node for a concuptual stimulus STIM.

The overall nect application process 1s depilcted in Figure
=2, Inttially the variable NET i& set to the entire neLwWOrk
$trvcture of the D-net (as defined by the tyétan in the preceding
2ection and modified by the initislisatien processi . It tu
uRReCestary to make special checks for <hack pointerss in this
slgorithes, because the initialization has aitered the ‘parent’
node of each <back pointer> by replacing one of its <subnetss
with a pointer to the subnet indicated by <back pointer>,

The result of thiz process (s either a list of fesponse
ttems found at & <response node>, or failure, indicated by
foliowing a branch to a null <back pointer>. In the casme of
failure, the next D-net frow the list is tried, If all nots
fail, the program 13 farced to give Ups it cannot produce a

realizavion for the stisulus. It a response lipt is found, the
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Process of syntax net construction can take place.

6.3 Syntax Ret Construction -- Ssntence Production

A syntax net (SN) consists of NODEs, directed labeled
ARCs, and TERMINAL UNITs. Each ART has a NODE at its sourcs
and a syntax velation i(section 5.5} as its label. An ARC =may
have either & NODE or a TERMINAL UNIT at is goal. The syntax
nets &re built as LISP P-list structures. The NODEs and
TERNMINAL UNITs are atoms. An ARC labeled “L™ from X to ¥ is
created by adding to the P-~iist of X the pair (L ¥).

The syntax relations are of twoe classes, NODE-KODE and

RNODE~TERMINAL UNIT.

HODE = RODE relarions: NOQDE -+ TERMIRNAL relations:

ACTSBJ G5BJ INF 3] VOICE DET

OB FLIERS 3 FORM QUANT
OBJ2 SECS 83 MODAL HMAK

POBI FOSS IKSTZ2 TERSE ASF

PRL P_ADJ SPFRC HOOLD FARTI

Loc IRF FRSKT LEX PARTZ

IGHBS Inrz PREP

An ARC with a RODE-NODE class label can only connect two
NODEs of the SN. An arc with & NODE~TERMINAL ciass label can
cenly lead from a NODE to a TERMINAL UNIT.

At &11 times during the generative process there is a node

marked as the &sctive node (<AN>), & syntax relation marked as the

active zyntax relation (<ASE>), & conceptusl structure msarked

as the active conceptusl structure (<ACS>), and a push-down

stack (<PDS>} of triples: {frames, conceptual structure, SK-nodel.
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Intrially the SN comsists of an tsclated node TOPNODE,
This node is markes as the <AN>. The initial <ASE> s S
{Sentence! and the initial <“ACS> is the conceptualizaticrn J.iver
to BABEL for realization. The <PD5 is initidlly empty. We can
now give a caoncise explanaticn of the process by which the 5%
418 constructed.
BASIC GENERATION ALGORITH®

(1l Ef the ACS i3 a conceptualization, a set of D-nets 135
selected and spplied. This results either in Fa:lure, in
which case the realization also fails., or the discovery
ef & list of concexicon entries, Asgume for the pressnt
that this [ist contains only one element. 07 1t contains
Zore than cne, we take the firsti. This entry will have

the forn:
ST T G 3
“LEXICAL FOIRKTER> TFRAMEWNORE> <SPECIAL ACTIONS !

— — -— — e — am—

1f, on the other hand, the <ACS* t® not § conceptualizatian,
it will be & list with a PP as tts firsy element -- e,3.,
(*HARD* FART [(*JOHN®*}). In this case, BABEL retrieves the

ENGLISH-NAME (section J.2.6) for this PP.

(2} A new ARC 15 added to the netftwork, labeled with the <ASR>
and leading to & new IDDE created at this tisme. The newly
created ARC has the «AN» A48 118 SOUrce. The now NOGDE then

becomoes the <Al>.

t3) &n ARC labeled LEX i3 added to the network. Thizs arc ecads
from the <AN> to either the LEXICAL POINTER of the

CoOnCeX1lcon entry or the lexical unit retrieved from The

ENGLISH-NAME relation, depending on the result of srep (1),



(4}

£5)

(&)

For example, if the D-net application returned the con-
cexicon entry ASK-T0 (which has <LEXICAL POINTER> AS¥!
in response to & stimulus given to BABEL, steps (li=-(3}
would produce:

TOPNODE: 5 Gl
Gl: LEX ASE
<AN® = G

If a concexicon entry was found in step (1}, any
<SPECIAL ACTIONS> {section 5.2) are now taken. <SPECIAL
ACTIONS> can only affect the <ACS>; they have no direct

effect on the syntax net.

The modifying fitelds of the <ACS> {(mection 3.2.%) are now
processed by language specific functions (section S5.4).
Theses functions add only NODE<TERMINAL arcs to the networx,
&#ll of which lead ocut fron the <AN>. This process might

expand the network depicted in step (3} into:

TOFPNODE: s Gl

Gl: LEX ASR
TENSE PAST
FORM SIN
YOITE ACT

ROOCD INDIC

1f & concexicon entry was found in {1}, the variable FRAMES
iz set To the <FRAMENWORE> of thar entry. Otherwise, FRAMES

is et to MNIL.
LY

if FRAMES 1is NIL, there are no further ARCs to be connected
toc the <AN> and control passes to step (7). Otherwise. the
first frame of FRAMES (s picked off and the triple
[REMAINING-FRAMES <ACTS> <AN>} is put onto the <PDS>. The
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[rame tc be piucessed will have the form;

' - N

cPY¥ETAX RELATION: ! CFIELD SPECIFECATEOHJ]'SPEFIhL FEQUIREMINTS

i

A
|

cZYNTAY RELATION® 8 made the *AJk-®, If the <FIlELED
EPECIVPICATION 185 omitted, the default freld-spe. for fhe
given -S5YHRTANK RELATION 1s filled thn, The “SPECIAL
REQUIREMEKTE® 'wection 5. 20 are disposed of next. Cf paitc:
interest hebe (8 the preposition nserting regulirenent,

I MAKPREF FREPOSITION . MAREFREF genvrates & new node

and ar arc Lartelied with “ASE> dfyom the “AN* o the aew noite,

Arn afc labeled FREF 5 generated from the new node 1 the

"PREPDSITION', the new node Lls made the “AN™, and the AR
tecomes PORS Prepositional OBJect) Thus, for examjiey
REFORE “AN:* = G745 Eg: =« LOL -~3PECIA&L BEQUIREMENTS - -

AFTEF

EMAEPREF T0O:

frocefslng the special requirements the network contayne.
Tk LOC Ged
GR &, FREP TO 1CAY 58 & newly generated poded

“AK+ = GE CRSR: = PORJ

Finaliy, the “FIELD SPECIPICATION' 15 applied to the “ACH -,
the result becoming the new “ARCE™. Thig rmay be & Ccon-
ceptualization ==+ .9, , ! the field spec 1% MOBJECT -- o1 &
grructure headed Dy a FF -=- e.3., 1t the field spec 1=

ACTGE. In eitheor case, the syntax net creatioh algoyritho

iz enteyed recyursively at stegp (11Y to expand the nevr, rather

tharn proceeding toc step 70,
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{7y If the <PDS» s empty, it indicates that all required
processing has been done and production of the syntax net
185 compiete. Othervise, PRAMES, <ACS>, and <AN> are re-
stored from the top triple of <«PDS» the triple is remaved,

and step (&} fis re-entered.

One detaiil ifeft cut of the above algorithm i3 necessary to
complete the detcription of network construction. As stated,
the algorithe would produce only tree structures. This & Lecause
arcs added to the net always point tc newly created nodes (except
for those which polnt to TERMINAL UNIT=}). In actuality, thers
15 a 'wmemory’ which recognites cases where & - ACS- reoccurs and
generates &n Arc back to an existing node o! the syntax net,
for example, given the conceptual represzentation of

*"The woman begged the tourist to give het Some money”
BABEL w1ll first find & concexicon =ntry, say BEGI, corresponding
tc thie sense of "beg®. The aszsociatec ~FRAMEWORE:> will tnclude
an ACTSES syntax relation with a <FIELD SPECIFICATION> which
rettteves some conceptusl] node (CL) Tepresenting “the woman™.
The same memcTy node Cl will eventually be referenced in
processing the <FRAMEWORK>® of the concextcon entry GIVEl.l
father than regenerate the syntax net corresponding te this
conceptueal node, & second arc to the syntax net node siready
genevated for "the woman™ 1s added. Pictorialiy:

after proceseing Lthe ACTSER) frame of BEGL:

TGRRGLE s Gl G2 LEX WOMAN
Gi: ACTSBS G2 L
LEX BEG
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after processing the OBIZ frame of GIVEL:

TOPNODE : s Gl Gl LEX WOMAN

Gl ACTSBS G2 C
ENF2 Gi v LEX GIVE
LEX REG oBJ2 G2

This “"reuse” o¢f portions of the syntax net 185 accounted
for by the following modification of the algortthao described
above . An asscociation fist, initiaily empty, cf conceptual
structure - syntax _net _node pairs i1s maintained. Each tige
step (1" 18 entered, a check 18 made to see f the <ACS> 1=
associated with & node tn this List. 1f 20, the arc created
in step (J) leads: not to a new node, but to the node ssscciated
with the <ACSE>», and contrel passes immediately to step (7,
bypassing all processing cof the <ACS>», The associstion ltst
15 butlt up by adding the patr (“ACS® <AN") to it each tine
slep (31 of the algorithm 18 ehtered,

The linearization of the syntax net ts accomplished by
the AFSTN grammar. The drtatis of BABEL's particular grammar
were given in section 5%.5%, The grammay (s entered at
grammar_node S5 and syntax net node G, where G is the node
related by syntax relatjon 3 to TOPKODE. The algarithe which
controls flow through the grammar and syntax net 18 that described
in connection with Simmons' work fsection 2.4). The reader is
reforred to <342 for a more detailed spectfication of this

algorithe,



Appendix 1 shows an examplie of BABEL resalizing 3 stizulus
conceptualization with cutput from the progran augmented to

depict the sSyntax net construction process tn detstl.

f.d Paraphrase Production

The algoriths of the preceding sectisn deronstrates how &
conceptualization can be used teo produce a syntsx net which an
rurn can be used to produce an English sentence. Since cach
step of the process 13 deterministic, sche additions}l mechanisnh
iz needed to produce paraphrases, oY multiple realizations, froo
a single conceptualization.

One way to do this would be Lo define meaning=-preserving
transforsations on the syntax nets --= changing VOICE from
ACTive toc PASsive would yield a different surface string.

BEut such syntactic paraphrasing is clearly not the mousce of
the paraphrases produced by BABEL. In fact, we have Qo1
incorporated any forz of syntactic transforzsational component.
Rather. BABEL's paraphrfases are obtatned by allowing the D-net
application algoriths to find more than one response. Distinct
syntax nets are then produced for edch TeEpONEE.

1t was pointed out earlier that there may be =more than
ane D-net applicable to & given stimulus. By aliowing ail the
nets appiicsble ro a given stizmulus to be gried, rather than
stopplng 4% soon 48 one produces & response, myltiple responses

can be found. Since the nets are crganized to group ‘related’
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meanings tnto a single net, however, 1% 1is often the case thae
more than onc Sppropriate response exists within & singie net.
There are two ways tn which such responses =ay be found.

First, a <response node> consists of & li1st of con-
cexicon entrites. A stimulus which finds the response RETURN]
may sisultanecusiy find GIVEE {“give back™), because butlh are
par:t of the Sahe -response node>, This handles canes of what
we term ‘conceptual synonymy . Such cazxen do not explain a Frest
deal of paraphrase, however, ind become rere¢r a&s conceptual
representations are refined to Tepresent TUeAnings mOoTe precisely.
The most 1mportant scurce of paraphrase genwration t3 the
«back pointer> field ssscciated with each <response nodes, i%e
represented these fields by (f <INTEGER>) at the <response node s
of the nets in Chapter 5.1 These <back pointer:s were ignored
inn the basic generation algeritths stated above, since that
aigorithn always halited when o <response node>» was reached.
it i3 poastble, however, to save the concexticon entry Iist at a
sregponte noder and follow the «back pointer> aszociated with itt.
This process can continhue unti] & null <xback pointer> 1% reached.
In this way, a [ist cof conceprtaally distinct responses fe.3.,
THRTH, WARN1, TELLI', can be found within 6 single D-net for a
singie stinmulus. Intuitively,., following the <back pointer> from
& “rfesponse node> corresponds to ‘ignoring’ scome fwatureisz) ot

the stimulus whicth English provides &8 special way cof expressing
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angd finding & more general way 1o express that 1nformatiaon,

More precisely, we must modify the flcow chart of Figure ow-.

as follows:
A Initialize a variable RESPONSES to NIL

By At CJ, rodify the action taken when & .responie node.
iz reached:

S — s T i
f’f:“* RESPONSES TT : HET frcilon
RODE &

AT R
~ Tesponse

; Append 4 . “
} RESPONSES POanter 3
\\Qﬁfﬁ pesponse List) LEFT (MET! |

13
i

o~

(| AL (Z}. modify the acticn taken whan KET becomes NIL
inc mcre paths can be followed in the netl:

_——
RETUHRN

CRESPONSES L

L |

e s o et

RESPONSES will now be & list af concexicon entries. Some
of these may be conceptually synonymous, others concuptusily
distinct. But wach of thes L6 turn may be treated as though
1t were the result of step (1) of the basic generation algoriths,
resuiting 1n a distinct syntax net for cach.

The control structure reguired to produce all paraphrases
wi & given conceptualization is that cf an AND-OR tree search.
foughly., this i3 because ecach spplication of & set of D-nots
yields a set cf responses Rl. Since each response can be used

te generate & different =clution (paraphraseil, the set af responses

yields a distunctaive node tp the sociution space. Each rfesponse

nl has a swt of frames Fx in its concexicon entry, all of which
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nust be processed i1n order Lo generato & iingle soclutian. The

P1 " thercfore resulz in & conjunctive node in the sclution

Space. By finding all solution paths in this AND=-OR tree,

paraphrase t1s accompliished.
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Qur model shows how & sentence can be constructed by
first choosing a verb whirh conveys some of the itnformation
content to be expressed and then using information associated
with that verd to guide sentence formation. The emphasis
thes been on verd selection; nouns have been restricted to
thofe which name eithet pecple or classes of physical
cbjects. For these we have used a sinple assocciative
cechanigs (the ENGLISH~NAME revlation, section 3I.2.&6}F to
fetrieve the nouns,

For exazple, we have assumed that there exists a
pemcry aode SCISSORS which represents 4n sbsiract "concept'.
Assuciated with this node are:

al the ENGLISH-HAME relation

b & physical description of the "sbstracti’® scCcissors
1 & fyunctional description of the ‘abstract' scissors
[+ 3 inforsstion about “sclissors™ -- ©.G., found in desk

drawers, purchased at department stores, cost about
$2.00 etc.

el ‘i1d1osyncratic' beliefs about sCissors == £.9.,
"aci3s0rs” werw given toc man by the devil and all of
ther should be destroyed.

£/ token: finstances! of SCISSORS -- these are the nodes
which represent particular physical objects tlike the
scisEors on my deski and which appear in the kinds of

concefptualizations we have dealt with.
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Now there 13 rothing novel here, TrRpuwter models have
commonly dealt with such archetypbe nodes and instance nodes,
and natural language pragrars (like Winograd's! have slways
gz8ociated English woerds with these GrYchetyre nodes, This
15 & perfectly ratural way tc desl with COMEIN NOunNE whioh
name classen of physical abjects and ;roper nouns which na=e
toRany of such :lasses, Put there are many com=on Enagi.se
ROURE == e.g3.., "cellisien”, "murder®, “destractiant, "deatr”

== &hich do not naze phy=s.cal objects, Furkh words exgpress

Beanings whic™ .0, Tuprescnt s @gith conceptualisations ard

which BAREL now v¥presses srnly with verns, More
specifically, we poasit that for any owf the verb-noun pa&irs
below, the verd and -"he houn TUSTY he generated from
identical underliying concefptual representationsg

icollide collimien) Ferurder ourder) tdestroy destructicond
i 3ie death:

AiVen Lthat these nouns have cunceptual representatior .
tduntical To fthoze of the verhs, 1t (s a simple zatter to
vxtend BRBEL to f.nd these nouns from thesr EeADnL NG
stfuctures, it 15 necossary only for the nous te be
asscciatod with the same S14cFLlBIRATION Het terminal nade
*HOES the rarfesponding verh,

Ir ordes tn gue the houns 10 Erngllish sentencen, theoggh ,
*t ia recesSsary to specify their SYNtACLIC environments .,

By the syntaclic envivtrpment ot 4 worad W we mean the syntax
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et relations invelving a node N which has an ar: labeled
LEX potuting to the ward W. There arec two aspectis to this

ENYITONESNT ¢

1) What arc types can lead ocut from node H? We shall
refer to these a7c Lypes &8 Syntacttic predicrions of
N. It ¥ 18 the verdh “murder™, for exa=ple, there
exist syntactic predictions for TENSE, ACTSBI, and
OBJECT arcs, asmong others. The noun "murder™,
however, makes J3fferent predictions, as we shall
Eee .

13" What ar¢ types can levad into node NP  We shall
refer to these are types as thomse with which N
hax syntactic compatibility. If ® is the vert
“die®, 1t 1% compatible with the relation INF but

net with the relation GBI, The notion of
competibilitly will e more precisely defined
shortly.

"Murcer® inoun) and "murder™ iverbh)l, "deat®h™ and "die™ =8y
ook the salte 1n a wu4n¥nq representation, byt they are not
mutually suybstitutable in E£nglish sentences or English syntax
neta. For this feasfton it 1s not possible to have & single
concexicon entry DIEL with 1ts LEXICAL POINTER field
containtng pointers te both “"die™ and "desth™.

BABIL slready deals with the guestion of syntactic
predictions for veirbs., The program containg two sources for
euch predictions. Language Specific functicns attach
relations like TENSE and MOGOD to verbal nodes. The
FRAMEWORK field cof a concextcon entry makes predictions
specific to the particular verd to which that enzry
corfecponds. The concexicon entry COLLIY for the wverd

"tollide™ would have 3 FRAMEWORE which specified an ACTSEJI

245



and a PPl reqguiring the preposition “with®™, Froe this
FRAREWCORE mentences of the form "X collided with ¥™ woold
be generated.

The syntactic prediction probliem for nouns could be
handied analogously -- that 15, by having CORCEXLICOn entri:es
for nouns as well &s for verbs. Por “collision” we want ta
generate a noun phrase of the form "collision between % and
¥&. We Lnvent a4 new syntax relation NPF to handle
prepositional phrases placed after their governing nous
phrases. as 1n “do9 irn the back yard™. e then create a
concdextcon entry COLLIN, with "collision™ in tts LEXICAL
POINTER field, gnd & FRAMEWORE which would generate a piece

of syntax net like:

HNET: LEX COLLISION H59: LEX AKD
PP A HPA K&l
KEB Kbl
PRER BETWEER
POHS MLa NED; LEX CHEVY
Hél: LEX FORD

Puinters to COLLIV and COLLIM would exist in the
response iist of the sa4ne terminal node af zonme
discrimtnation net,

If the AFSTN gracmsr i3 sodified to handie the NPP
relation and ‘conjunctive' noun phrases, the shove piece of

net will produce “the collision beotween the Faord
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&nd the Chevy™ (we have omitted determinesrs in the synlax
net abovel. an aiternative FRAMODWORE could be used to
produce “the colliston of the Ford with the Chevy™.
Similariy, “death™ would have two FRAMEWORES, one cf which
would produce "X's death®™, and the aother “death of A",
*Anxiety*, on the other hand, wculd have only & FRARERKODRE
for producing “X's aaxiety” (a3t leasst 1f our model was
based on the author's dialectl.

The use of Language Speci1fic functions to make
syntactic predict:ons can be extended to rouns &3 well.
Just as & TENSE i1s produced whenever a veroal node 15 put
i1nte the syntax net, so a (possibly nulll DETerminer should
be chosen whenever a nozinal node is cfeated, The program
currently iswe section %.4.1) chooses determiners nol by
predicticn, but from the existence of & REF link in the
conceptual Structure. This is theoretically unsound, since
1t leaves what 1s really linguistic information in the
conceptual fepresvntation. What is mneeded 1S & sophisticated
$focess, activated upon creation of a nominal node, which
decides on an appropriate deterxtner.

in discussing syntactic prediction, we¢ have made ne
distinction between the notioas of ‘noun’ and ‘verb®. We
have, rathet, beun tredating them symmetrically:
=N both make syntactic prediclions

tatl both zmay be generated through the D-net genefation
process of by associstion with & gemory concept.
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There comes & point, hovwever, shere the genclfator car
nd longer ignore the granpatical category of the wordg i1t
chooses., Once generation begins and choices are being made,
these choices must not only direct the generation pracess
through the conceptual network, but must also place

syntactic constraints on later choices, in pasrricular,

whenever a chojce oust be made between a conceptually
EYyNONYyROUS houn-verd pajir, the one chosen pust be
syntactically compatible with the prediction which led to
thet ¢hotce. This can be itllustrated with an exanple.

For simplicity, let Xi be the conceptual representation
of "the sireel was wel™ and let X2 be the conceptual
reprefentatiaon of “the Ford collided with the Chewy™.

Suppose BABEL were given the task of realizing:

ICF=1 xt
/' \
|1}

X

~Consider the following realizations of (€7-11:

a) The Ford collided with the Chevy becauze the strect
wWas wer,

%) The Ford collided with the Chevy hecause of rthe weot
strewt.

c) The wet streetl resulted in the collision between the
Ford and the Chevy,

4} The ccllision botween the Ford and the Chevy resulted
from the street™s bBoing wel.
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W The coliligion betweer the Ford ano the Chevy was due

to Lihie wet street .

HE The wer gtreet caused the collision betbtween the Ford
and the Chevy.

The point of trese examples 8 that the underlined
relations, eome of ther verbs and others conjunctlons but
all poessibly found as lexical pointers of entries used in
TealizZing & conceptual voausal relatioch, set up syntactic
CORELEaLLLE Gn Lhe manner <! realization of WNZ, tThey dao
the same for Ni, of coutee!.

YNow suppose that ocur model had only Che Cconcuxicon
entry n its vucdabulary suitable for expressing the causal
telationship i tC7-1:, Assute this was the nontry RESF)
cofFrresponding 1o the use of “result from™ in idy above.
The entry would Rave

s 4 lexical pointer to the verb "result”

N RE A a FRAMEWOERY which included a FRAME with ACTSSHJS
ar 1ts fEyntaex Felaticn and (RESULT! -+« which
in thie case specifles X -- as the Field
Gpwcificatian,

In realsging 'C7-41, BABEL would first find this entry RESFI,

In proucessing the ACTEBS frame, BABEL should see that X2

reuld be cxpretsed with elther of the concexicon entries

COLLLY or COLLIN ment icned vatlier. But only the latter
‘the Teollaisien” entr 0 18 compatible with the decisgsion

1irvady B&Se Lo reslblide C7-1) with RESFI, How L8 the

pfogral Lo realiges thiss
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we can sclive the problems by cefining "classes™ of

syntax relations. Lot us define the folliowing two clasnes:
V-PREDICTIVE H-FPREDICTIVE
IK¥ FIES so8s
INFZ SECS s} : )
s G5B QB2
g2 BPRSNT POBJ
IKETY SPRG ACTSRS

At can be seern from figure 5-9, the V-predictive relations
are those which are alsc states Jeading directly to the
srate 5 in the AFSTN grammar. MNM-predictive relaticne bhear
this zame relation toc the NP state of the grammar. That 15,
the “enbedded sentence™ relations are S-predictive, while
the "noun phrase™ relations are H-prodictive,

Kext wa mark ovety concexicaon entry as S-compatible
orf N-compatible, dccording to whother its lextical pointer
correspohds Lo & verbk or a noun, When X7 ig to Do eXpresses
17 our example == that 18 tin the terminology of chapter o}
mbhen XI becomes the ACTIVE CONCEPTUAL STRUCTURE (<ALS>} --
there 15 avsilable & piece of information ready-made te help
make the choice bhetween COLLLIV and COLLIN. This 18 the
ACTIVE SYHTAX RELATION (<RER-+). The value of <ASR> would be

ACTSBI, which is N-predictive, Since, of the options opern

te us, enly COLLIN s K-compatlble, it would be chosen and

the syntax net for the noun-phrase “the collision between
the Ford and the Chevy®™ produced from XZ. Finally, sentence

fed}) would pe gencrated by the APSTH grammar.
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1f, on the other hand, BABEL had conly the entry
BECAUS] to expresy thiz causal relation, the <ASHE» would be
F1RS when XI bLecame the <ATS™. Since FIRS 13 S-predicrtive,.
BABEL would choose COLLIV which 1s S-compatible and generate
sentence f(a&a).

To handle syntactic compatibillitity, we have proposed
three additicns to BABIL:

(it classifying the syntax relaticons as S-predictive
or YN-predictive

i1} merking the concexicon entries as S-compatible
or K-compatible

FLidd choosting & concexicon entry only 1f Lt LS
compatible with the <ASR=>,

These modifications will enable the prugram ko choose & form
which 18 compatible with syntactic predictions of previcus
chotces. Since no syntax relatlon 1s simultanecusly S5 and
ti-predictive, the probles of choesting belween neun and verb

forms i1s handled sipultancously, prtovided the choice can bie

postponed until after a syntactic prediction for an 8§ cor V

compa.ible concexicon entfy has been made,

The validity of this provision depends on an assumption
which has been made implicitly throughout BABEL. This
assumption was that, when a response fist 1n a discrimination
net had multiple entries, 1t was sufficient te make & randem
chuice among thes. That s, the progras makes noc usage

distincrions belweon conceptual syhonyms.
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Vs fortunately, this asaumpticn factuyally a practice rfathaer
than an assumption! may limit the gquality., or at least the
ndturalness, of the language produced by the progranc. =
has been our feeling that whenever random selections arv
=ade Iin generaticon, it i% probable that a roal probiem .s
teing bypassced, The discussion of noun-veord choice points
sut the problen tn this case., Our proposed solution to
noun-verdb cholce wasr not itxelf random selection, but in
certain cases our salytiorn makes this Jeciston the direct
tregult of wvarlier random melection.

Rerurning to ouyr uvxample (C7-1)1, consider the case when
a model 13 allowed to have n itz vocabulasry seversl
congeptuyally synonymous ways of expressing the causal
reflation, #,.53. “because™, "because of”, "result 1n™, "result
from®™, "due tc", . . . Thestv CONCeXLICON entrie’d cannot be
distinguished on the bDasi1s Of SYyhREACctic compatibility with
previcus choices, because all are S-compatible. Ke can, of
coutse, Lake & randor choilce as 18 done currentiy. once
thig choteoe (x made, a prediction (e s+t up which determines
the selection of “collide™ or "collision™ in reslizing X2.
Should not the fact that "result in™ leads to the use of
"callision® rather than “collide™ help determine whoether

“result in*

12 chonen?
The answer s “yes™., This is only & claj= that the

cffectn of particular chotcesn should be part of the criteria

ra
W
L)




used in maxing a choice,. iThe Teoader may well wonder

whether there s any reason for the progras to discover the
choitce of cauzal relations Prior tc considering the noun-verh
alternative. This 1ssue, which has itsplications far teyond
noun-vert selection, is considered in the final chapter.
BABEL, as develcoped so far in this thesls, produyces gpuch
gituations in the course of generation. Let ys sew how

they might be dealt withi .,

HNow given two conceptually SYnohyEcuUs responses R and
i

B such that B predicts & nominal realization N for somse
d i

struycture C while B predicts & verbal realization Vv for C,
how can the prograz use this nformation in an intelligent
fashion to decide betwesn Ri and Hz?

The key must be t(n the different effects of N and V.

We sre now considering the effects “once removed® of

chocsing KB a3 opposed to B . Great care must be taken here
i p.

like making a move in a chess game, the program cannot loock
at all effects of 3 decision tndefinitely far into the
future. MNo proposal for & general cut-off heurtst:ic will
te given here; we do not know what a1l the effects of
chooBing & noun vs. a verb, or of choocsing between
conceptually synonymous verbe, are. it can be seen that
these cffects extend even beyond mentence boundaries.

Bowever, Consider:
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Ph "The ness service reported the death of ancther

Haples' citizen 1n the chalers epidemsc. |

was the third cne this week *

% R "The news service repoerted that anorthker Naples®
citizen died 17. the choleras epirdemic. Ir was

the third one thias week,"
fA1 s guite ac-eftable (in this guthor's dialecti, whiiv
the second sentence of 1B would not be proaduced as a
tollow-up to the fr7r8t, bu! rather something fike “It was
the third sudch death this week.™ The Ji1fferwnce Svems 'o
e tne existence cf the noun “doath™ 1n the first senmtence
of (A1 To serve as g referent whern the second sentence (s
encountered, Since RABEIDI does not pregently dosi with
confiected di1scoutic. it 8 unlikely that any minor additiocno
Lte the preograz will ernable t* to take Buch coOnseguencoes
LRte account,

There are, however, sole (ntra-sentential effeovrs of
roukr=vert choitce whioh could be considered. The manat
obvivus of these 18 " nformat,on prediction®™, ConceRicon
enteles not only make syntactic predicitons ithrough the
Syntax Felations in thetr FRAMEWOFRKSY but make 1nformat:ion
predictions as well., This te¢ done through the FIELD-
EPECIFICATIONS ot the FRAMEWORKs, which indicate which

portions of the conceptual stimulusn will be realized 1n the

syntax net and thuys the sarface StFructure,

ir nappens that nouns and verbs which are conceptually

SYNONYECSUS may neverftheless Sake different tnforsmation



predicrions., "Collide™ requires some mention of the chjects
invaolived -~ "The Ford colliided with the Chevy™, "two Ccavrs
collided” -- but "colliston™ can be used to dexcribe an
svent without mention of these objects:
! saw & collision &t Grant and Broadway.”®
The reascn for leaving out information say be that the
informaticn 18 unknown of Lrrelevent, or 1t may be that
context Sakes clear the event being referred to, as in
"The guerillas captured the city and put the mayor
tc death, While world opinion was sympathethic
tc thelr cause, the astazsination was & great
mistake . ~
Therw L1868 =0 way to rvoefer to the event with & propoun in
this contxt, 8Cc either "assassination® or “"assassinate™
must be used. Using the veord, though, would reguire
repeating (at least) the itnformation about the "victim':

- - . it wamz & great mistake (for the guerilias)
Lo assassinate the mayor.™

it s sometiges the case that information which is
valy Lo uxptess in conjunctien with & verd form s difficult
te expres: (f the nominal form ts used:

"The hiztory book dewcribez how Archimedes destroved
the enemy flev: by concentrating the sun's rays on
theiry ships. ™

iz fine, bur 1§ “"destruction®" is used:

“The history book describes the dostruction of the

enexy fleet by Archimedes by concentrating the

sun'y Tays on their ships.,™

is difficult tao complete in a natural sounding Bapner.



For simplt. 1ty, suppose we (Radgine JiVving HAREL a
F1fforent concexicon entry for ecach of the posasible
tnforsation prediction comhinations which can GCCdr w.th
4 verb like “asssassinate” ar a noun like "destrurtion®,
iIn practice we would want to daal with the notioaxn of
regquired and oprional inforsation, a8 does Frlilmore < 3,

For this discus=sion the distinction beltween o F a sinjgle
entry with oprtional clements, and 111 separate entries for
difforenr rombinations, dovs not matteri, These concexl:orn
crtfies atTe formal objlectw, not plectes of computier o2de, a1° 1
can be mantpulated by the program. In particular, the

Fenerator cculd compare the information predictions 2f twun

cand:idate entries and determiose, 10 Callaboration with the
zemory, which made 'preferable' predictions,

For exa=mple, let the -onceptual st 1muiusg

iCTall . s=m .
%
ﬁ1i
tl
f—-‘----------} E'l‘:}.

Y| ====--- *HEALTH®*
\ - W W w W W
Be the cone on which the Jenerator is working teshedded, icv
4% A&y, as the "RJECT of an MTRANS), FPor the zozent let
the remainder nf the ANTECEDENT* remain unspectfred, Suppose
*hat, by checking =ome conditions usgsed to diztingutimh

"murder™, "assassinate™, and "k111%, BABEL reached a response

node with pointers to concexicon entries MURDERIV (the verdb



"surder®) and MURDERIN (the noun “murder®). An entry for
the verbal form which predicted realization of the "murderer’,

the ‘victim", and the ‘method of murder' would look like:

{(F7-4)
S¥N. REL. FIELD SPEC. SPEC.ACT.
ACTSED {(COX¥ ACTOR) KIL
- i S P
OB8J i<z ACTOR! RIL
INST2 (CON} RIL
i

A FRAMEWORZ for MURDERIN, predicting mention of ths ‘victis®

only, would appear as:

tFT=21
SEYN.REL. FIELD SPEC. SPEC. ACT.

1 NEP { <3 ACTOR) MAXPREP OF
L ,

Infcrmaticon predictions Can be compared by comparing
the sets cf FIELD SPECIFICATIONs. 1In this case, it is easgy
to see¢ thet the predictions of F7-2 are a proper subset of
whoze of T7-1. In particular, F7-i predicts realization
of the (CONH ACTOR) (="murderer™)} and {COR) (s"method™ ). HNow
it may be that the memory model would have information that
these things were known from context, or unknown altogether
fe.g.., “ANTECEDENT> = ‘*ONE*<w>*00%}. In either case there
would be no desire to express themw and F7-2 could be

selected, generating a sentence iike
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"The newspaper feparted the marder Y & Foare,gr

daplomat .

On the octher hand, botd migh?! Le jZporftant plLeceEs
information to communicate, in which case Fi-1 could pre
chosen and the surfa ¢ sentence produced migh? be

"The newapaper Tepirted that a local rfesqident

murdered 3 foseign d:iplomat by placing a hosb

Ln fhuy car.”

tn general thets % no juaranteds that a4 concexi s
entry will exixt which prodgscts all relevant and ro
superfluces 1nfarmation, in such casos an <valiation Ras * o
e made how (ETportant 18 Y Yo eXpressn, Oof SFit, certaan

infoarsation .} Thus The §F 3tam Zay have no alvernar:ive © .0

to Jentrate eiLtbher

"The newspapey Feported thatl poReone myrdered a
fortelghn dipiomat Ly planting a bomb in his car.”

“The newspaper Feported the murder of a foreign
grpliozat. ™

even though its preference might have beer to Sention oly
the “vicraim™ arndg tro "zethod™ leavierg the "murdezer”
WhiTentioned,

It SumBary, sevetral praoposals have now been made {or
drality with the problem of utiltzing 'event' nomtinals. A
i vion @f syntactic prediction for nouns was introduced,
analogous to that which already extsts for werbhs. Confexico-
entries for nount, which guitde the cncoding of conceptual
information 1nteo a noun phrase description of a
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conceptualization, take care of such predictions.

The next problem faced 1s that of selecting a noun or
a4 verpb, when either {8 capsble of expresiing a given zeaning.
ker2 the notion of syntactic cozpatibility is introduced,
to be itmplemented by creasting “"classes™ of syntax relaticens
and marking CconcexXicon entries 45 compatible with relations
of a gtven class. A requiresment iz sade that an entry be
selected conily 1f 1t s syntactically compatible with the
Eeiation it 1s to participate tn.

These cechanisns guarantee that the nozinal and
verbal forms will be used grammatically in the sentencys
generated, This does not solve the selection problem in
3ll cases, however. Whenever & choicwe oCccurs belween entiries
which are of the same conpatibility class it may be
necessary to lock at the effects of the individual choices.
“Learn of™ and “learn that™ both fall inte the S-compatibility
class, butl the forzer predicts &4 noun phrase toc express
tnformaticon whicn the latter eXpresses with & clause.
Provided both predictions are fulfillable (how ocften this
cccurs 1s a function of the wyocabulary and syntactic
krowliedge of & particular model! 1t was proposed that the
selvction process consider information predictions cf the
ngun-verb alternatives. This could be done by allowing the
Frogram to compare the siternative concexicon entries and

determine which most effectively sxpresses the inforsstion

25%



which the memory model desires to EERPIOES

Beyond the notton of Eyntactic and i1nfcrmarion
considerations are other, still less understood, effocts cf
noun=verb choice. For one thing, there 1s the notion of
*focus',

"The car collided wtth the truck®
angd

"The collision betwoen the car and the truca”
Both impart the same information, but the for®er 1ncludes a

focus on the “car™ which the lstter does not. The notion -t
“topic of conversation® Hay aslzc be a8 factor, In a
dirscussion of the “"esffuct of losing & war on a BGCiety ™

ts 1t prefervable, in &q:rr:banq & particular instance of 4
nation loSing & war, Yo use the neun “jefeat” rather tharp
the verk “defesar™: Such Psychological and stylistic a3peTts
“f word choice remain unaccounted for py the =2odificatiorns
Froposed in this chapter,

From a progjram structure gtandpoint, the entire Frobler
of word cholce in the nenerator could be deslt with by
allewing each response node of o discrimination net to have
an arbitrary program associated with it. This program ca=uld
perforz whatever actions weroe needed to chonse one of the
entries in that node's fesponse list,

Whether such a hon-testrictive, and inelegant, golation

Can be enstirely avoided remains an open question,
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We have shown 1n this chapter that there are consideraticons
cosmon to many word choice problems. BY allowing BABEL to
cake use of its own linguistic - conceptusl Xnovwledge as
s3ta rather than as program, the generator could effectively
take these coneiderations i1nto acCount in & mannel conmon

to & large class of Tesponse SELS,
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CHAPTER H

KHERE FRON, WHERE AT, WHERE TO

Artificial Intelligence. like any other academic
discipline, has 1ts own set of well recognized research
areas. Scme of these are in the realm of practical problens
ltke “destoring an intelligent question answering eysten”™
oy “developing automatic scene analysis routines®, Others
are the more escoteric problems which seenr to be the
current limiting factors in the field -- qguestions like
“how to use context to direct and limit search.” Now it is
certainly well recognized that there exists some prchlenm
which could appropriately be termed “"language generation™ --
one which is & subpart of the practical problems of
machine transiation, gquestion &nswering, otc. Byt 1t is by
no means &ccepted that that problem is “preductng English
sentences from conceptual repregfentaticns™ which 1s what

this thesis has been concerned with.

.1 The WHY and WHEN of Conceptual Representazion

What 1s post likely to be disputed adout our definttion
sf the problen 0f generation is the nature of the
rrepresentations used &s the scurce of generstion -- that i3,

whether conceptual representations (whether or not similar
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t. tunceptual Dependencyt arv indeed "he Dest ohes fcr a
umputer toe use for language RIGoesslng taske .
1t weowld be wvery nice 1§ we could give 4 forTemal
definition of ‘iunceptual representation’ and proceed to
pruve that, for sorme olass of rasks, Buch rfepfoientaltlons
ey e ?Ft‘&‘i' We o ooar tro, atiat we tan, and wis:, 3L, howeVerl ,
ia o COempare such fopfwsentations with the slternailives
Catrently proposed, poirtiag cuel the sdventages and
disadvantages ¢f cach. Tn.s wiil, at the very least, glve
P he tesader &6 insight inti the mativations which led to the
rodel wf gereration presented .0 the preceding chaptets.
e muoh debsted tmuue I0 tThe teprescntationsl gquesrion

iw the nobicn of! precedutal se. statllc Fepresentation, .

nceptual systen could use ecithery none cof the arguments
whiclh we make fur (chiepltua. reprecentaticn will depend orn
which altefnative L% chosen. Anocther point of debate

rreThe the nhaluare of the basic elements which make up
trhe tepresentat,cis, end, In particular, how they relate t¢
Janguae ., This i+ generally referred toc as the guestion ot
deptn® of repfesentat: on, and it 18 here that conceptual
tepfrsertationn ditfer fistangtly from others in ways which
have mpurtant smplical one for language proceBBlng.

Thete &te Throew [gdisc jurslicns which we cab &Rk

& ot i;rr,-[;nst-:j Teprese! &b L wnne
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Wh systems 1Rlein «l#s), distinctly BB systemas iSicmorns
~ it x, sandewall <0923, and Stettinctly CB systees I Rumerlhart
et al, +83, Schank ot al, < t3¥»!, but tittle 1 f anything
=hiich falls intc the potential gray asfeas bDotweern categsfrics.
Fur this reason we shall discusy the relative merits of
these classes of representation rather than fthe poerits of
particular proposals,

®¥Co1d Lasked TepFresCentations a4fe ho longer proposed for
wWork in computational linguistics. Ferhape the sicplest
pess.ble such repreBentstion 18 the natuta! language
sentenie 1Tsell, 1o which the only unite are words and
the ofily Telation 4 transitive "left cf* which orders the
worde., More sophimsticated WHB systems would heve Trees or
networks of dependency relaticns between words., The £ost
fundarental probles with such representations i18 thelr
Tetention Of linguistic asbiguity. This staplifies the
probiens of analysis and generation, but leaves information
vntoded tn a4 fofm requiTing a great deal of processing
pefore 1t can bte used for most purposes. Having parsed:

ISk=-11 "The newsboy delivered & paper te the journalism
depertment”

{88~2: "Jack Anderson deliveted a paper to the leurnalise
departmont ™

a WS representation like Flein's no more represents the
raturel interpretation of these sSevnlences than -ne tn which

the Lewsbhioy 318 4 stuught-atrter lecturer and Mr. Anderscon'e

i



enexlies 1n Washington have zucceeded beyond their wildest

dreams ., it 18 universally recognized that disambiguat:ion

of such words as "deliver' and 'paper' above, at least to

icke word sense level, L1s necessary for tasks jike D-A and
ntT.

®E systens hsve the flaw that disambiguation must bwe
redone gvery time the ambiguously represented informatien 1s
needed. We¢ can contrast this with 8 CB system which pays
for 1ts retention of an unambiguous representation by
necessitating the re-spncedinyg of the informatior intao
natural language whenever it 18 to be expressed.

A Sense Based systern sllows arbitrary word sense unaits
in i1ts representations. These units are unasbigucus and
thus permit cnachiguous representation of sentences like
rE8-1, ¢! aktove. This of courtse cunplicates the procoess of
anselysis by forcing 1t to solve the disasbiguation problesn,

The generaticn problec, however, is nol necessartily
complicated by the transition from word to sense, One of
the most saltent festures of a SB system, fros a viewpoint
of languags generstion, 1S that the mapping fro= 3 sense to
a word g independent of the context in which the sense
oLC Gl . The woard to cxpress the sense can thus be found
Futte stmply frthis s generally done by means of a direct

linkinl from the swense Lo ohe (0 =ore! words,!
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The major d1fferences between SE and CB systiems are
those which concern the memory probliem. One of the zont
tzportant such differences i1s in paraphrase capacity. By
peraphrase we don't mean the literal generaticn cf paraphrasc
sentences as was demonstrated by exsmpless in Chapier 1.
Rather, we¢ mvan the ability cf a system to recognize
di1fferent ways of saying scmeth ng 45 conveying the sase
tntormation. This 18 accepred as & necessary capability of
an intelligent system; we shall give some examples of how
this capacity 1s used {(and what goes wrong if 1t isn'‘e:!
oomentariliy. Byt first let wus see how SB and CB approaches
o paraphrase differ.

fuppote we classify paraphrases of individual sentences
Into Lhfoe CAteQOrlesS:

Ao SEYNONYMY-Lased -- & trivial formw of paraphrase can be
achicved by having a dictionary of word eguitvalence
classes, ¢.§.. the mutual substitutability of ‘mare’
and ‘female horsze’, or, more properly, one sente of
'mare” and a8 semantic felaticonship belween particuiar
sennes Gf the words ‘female' and ‘horse’.

B SYNThX-baswud -~ mourfe itntefesting paraphrases can be
chtained Ly the application of syrtactie transformations
to the constituent structure of a sentence, Faraphrase
WSt PasSIVe rather Lhah active voeice, GfF rulative

tlawses rather than adjectives, are possible.
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In a 5B system, these transformations afe distinguishiod
By the fact that they do not alter word sermse chotcen,

€! COMPONEXT-based -- many of the paraphrases BoSt natarail
for humans are of nesther of the above ment joned types.,
Constder:
Johr gave Mary & book ==ae> Mary received & book frem John

JORn wWantE YO o0at the 1Ce Creim esex
Jonn believen that he waouid enjoy eating the 1ce creanm,

These are not paraphrates of t¥pe B}, =mince they are
inti=gtely related te the =meanings of tndividual words
Tather thar o the Erructure of the particular sentences.
Neithor are they paraphraces of type (&1, since tnhey do 10
involive word, or word senso, BEYTmoRymy ., Rather, thoey seem to
involve the kncwledje of word camponoent t&eﬁf;tv.

Cozmponent bhased paraphrases can be performed from a
SE representatior. fimmonn, for example, has ddopted the
Feasonable solution of implicational rules. Those rules
FAp vie word sense onto ancother and map the case relations
of one onto case relations of the second. The BUY-SELL rule

w45 illiustrated 1n section J,.4. As further exanples considery

Pl GIVE REC= IVE
AGENT (Vi AGENT (v
8. N2, tEmm ORI VI
GOAL AR SOURCE (Vi
Pt LIFKE PLEAESE
DAT vl s DAT (V1o
DB Ty Ao o83 (w2

in *his model, there 18 no distinction betwpen paraphrase

JE B



rules and i1nference rules like:

18-4: Give HAVE
AGENT (¥1) b DAT tv3}
o8 EVID OBS (Vi)

GOAL (V3

The trensformation of a4 structure A into & sStructure B
accoxding tc one of the rules i1s & deduction; 1t is also a
faraphrase 1n those cases where B could be transformed intc
A

There vxists & reacnsable argunment for not distinguishing
paraphrases from infetences in a S8 iystem. 1f as part of
& $=-& rask the system i1s told:

i “Mary stole a boatr™,
<} "John then bought the boat from Mary™,

ang L8 later asked:

tl") "Who scld John the boaw?"™
t&°F “Is John the legal! owner cf the boat?™

it can answer (1') by application of the BUY-SELL paraphrase
rule Pl, but can answer (2'} only through inference rules
®hich do not produce paraphrases. But since the paraphrase
*rules have the same form as the inference rules, and since
there is no way to know from the fors ar content of 3
Fuestion whether it can bBe d¢nswered by & paraphraze rule,
there seems to be Ro reason to distinguish paraphrase from
Feneral 'nfefence rules lexcept possibly for performing the

scmewhat artificial task of sefitence paraphrased,
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Te 1mplement this method of paraphrase for a set of %

-
-

smutually paraphrasable word senses requires OiN ' such Fules.
One could of course chain the rules - there would be no
rule like P} but & rule associating LIKE with ENJOY and
ancthey assoctiating ENJOY with PLEASE - and only N rules
would be required, but at a cost of performing, on the
average, the application of %,/2 rules to obtain a givern
paraphrase,

There 1% an ocbvious argument here tn favor of a systen
with & single underliying rTepresentation for the N words,
which is what & conceptusi syster provides. It 18 the samae
arguzent which has been used 1n favor of an interlingual
frepresentation for MT. The argument 18 that, for MT via an
tnterlingua, one needs only X programs (rules) to translate
% languages into the interlingua, and M additional programs
te translate from the interiingua intoc the ¥ languages.
With (N programs 1%t 1% then possible to perform translation
Cetwewn an arbitrary patr of the N languiges, Without the
interlingua, the pair L, M of languages requires two

programs: Al: L = M, and AJ: M - L. The total! requirement

18 then

K 2
I =N*{R-})1=0(N )

L4
programs,
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Besides theoTetically requiring more mechaniss, at
ieast as meassured by number of rules, for paraphrasing, the
WS system poses additional wmemory organization and processing
problems which do not exist in the conceptual model. The
mos$t obvious of thesgse ts the prechiem of multiple coples of
information in EOROrYy. imagine a pEychiatric interviewing
program, for sfnstance, which might be tolid:

"My father likes Lo bet..."
"He enjoys gambling so much that..."

1f the model stores both LIKE(FATHER, EBET 1} and ENJOY
(FATHER.GAMBLE) 1t will be, first of all, tnefficient in
meRCery storage, and, more importantly, lacking in
reasonable BeSory organization.

The former probplem (multiple storage) could result
in aberrant behavicur:

PATIENT “¥hat di1d 1 te'l you about my father, other
than that he .njoys gasbling?™

FPSYCH. “That he likesx to bet,”™
MODEL

Such repliez could constitute & danger to the physical well
teing of the machine harboring the zodel as well as the
mental well being of the patient.

Te aveoid this problem (n 3 KNS system, however, would
BeeZ to requit¥e making all inferences {or at lesst all
paraphrases, Lf they were distinguished from inferences!
4t some point. Thiu seems bad encugh only considering a

paraphraxe set such &%

271



{LIKE, ENJOY, PLEASE, BE FOND OF, ., . L1}

But 1n the above cxample 1t (% not just pavaphrases of
‘like" which must be considered; those of 'gamble® tand 'my
father', for that matter! must be looked at as well, The
probles 19 combinatorial 4and the nunber of word-sonse
Faraphrases possible for a sentence with evern simple
ezbedding can be very large, as has been seer in the
description of BAREL's apgplicatiaon to this rask.

The asrgantzation prables t8 diffaicult to snaiyze
withoul concrete proposals abeout the structure of =memory.
The problem s how to (nRtegrate new information 1Gkto &0
exisring memory model. To store every new fact as an
itolavted entity 1= clearly absurd., Khen words have
gemMBon COmponents, however, theafe can be used by a
conceDtually based systen to 8id inteogration. A S eyvgtem
can only find the telationship throutgh inference. To take
&4 concyete oxanple, the two facis:

111 The fLreeks polsconed Socrates,
(2} Socrates swalloved hwemliccok.

are rejated representationally in our concaptual Eystem,

for examplie, not just by virtue of being facts about Socrates,
bat by virtus of being facts aboul Socrates INGESTing
something {that ‘something’' being an unspectfied poisoncu=
substance 1n One -ase, hemlock® [n the other). The
telaticnship betwern "potson' and ‘swallow' can be

discuvered only through fprobably two or more levels of)
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tnfewroence 10 4 SB system,

%e thus gain two very isportant advantages in & OB
Ey%tem over a8 SB system:

CB systexs DO MNMOT NEED TO FINKD LINGUISTIC

PARAPHRASES FOR STORED INFORRATION. The

existence of & single underlying reprezentation

for paraphrases obviates the necessity cof

findtng these paraphrases iu order to recognize

inforsation with di¥ferent linguistic encodings.

CHB systezs AID IN MEMORY INTEGRATION. The

deeper level of enalysis makes explicit

relationships between laformation in cases

where the same relationships could be uncovered

only by deduction from s ‘'shallower’

representat ion,

Sgmantic nhets (such asx Simmcns’') dc not claim to be
tanguage jndependent. A simple example from the realm of
MT will domonstrate why no such clai®s can be made for any
SB system. Suppose tt i3 desired to transliate into German

the two English sentences:

“The boy ate the berries.”
"The bear ate the barries.™

In particular, 'ate' is to be translated by the verbs ‘essen’
and ‘fressen’ 1n the respective esxamples. If the semantic

nets for the twe sentences both use a single word sense for

ate* the transiation 18 tmpossible, since the word ssnse
potentially =aps onte fat least) two different German

lexical entries, and the decision cannct be made on
context-free grounds.

if, on the cther hand, it {s cliastmed that the semantic

representations of the sentences involve two senses of ‘ate':
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EAT! -+ human LhA3vsT, rnyg
EAT. == aniral .ngesting

ther the translation can be dr me. L o fGFEE, AT GhaLys s

*he cholce of Eesanes for "arte!

becocmes %e- 81t ive T0 me=gnt
Tontext, buY thiv adde no corplevity f AanAalypEie dencs
semRant i~ 2R i1Julty Dust Le handled anyway. Bur b owe ol

seem that *he list of senses for "eatr' su-' te expandei -

holude

EAT ) == t5n 1hgest a ¢rFit*le gsyubstanco
LATA -- the way arachinids get ncuriashimeas

vic.

sinde Trete may te languast-s which FPave wmerdsn vo tiwmt o ngu.

trnese tipeds of Year pngt

-
-

v obvicasly poitrrtless vteo Tist ail Potertiall,
Zretiriitahable Bendes ¥ Tegt ', Thete afe twe s50]ut tone
*o Lhe prebien, The mogt naturat 15 0 rela¥ Yhe context
free cappisg astumition for jenerat.on. THi® ~f course
=cdhs thrat a KB dyated wii, te faced withn ¢ mame bhas) -
Ierm e Falt ;o fer ‘.-*l'..tlkt-m a8 3 (_‘n..':-FF,’.i.qul'}' [ oF B ] -&:%1'-'.",

The orper wolutaon 1: fo hypothesirfe Phe sxieter o o
2f a - sRteRY BeDnRIT LV | transfortar o femr 4emanmT | o
tetfwnafkkts f Engl sh *a Ehose ol German. Mt oone nas yet
Fevelored s irk AR al3oritinBg, hriweve?r, and thete doeas ne-
el tn B LY Teadsnor 10 kg =t Chat segch & solurjes oot
e sumpley tran 'Ly =mcechans sms needed for reregation n TR
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It generaticon for a 5B systen Dust Lw» context
senzsitive to solve the MT problem, then it iz reaschnable 1o
ask where the SB systex di1ffers from the concepiual systes
tn this task doemain. it t3 only natural ta look at
analysis and assume that, as i1s cocften claimed, {t 1s simpler
to perform an snalysis to the word sense level than it 18
*o the conceptual level. To =make this discyssion Cconcrete
conaider the two examples:

A: Thousands of public enployees are being cverpatd
because the city council cave in to labor demands,

¥

Thesnands of public employees are being overpaid
because the city council purchased an 1BM a0 for
for the payrall Jepartuent.
iFurther rescarch 18 nevded on why ‘city council®
examples are inherently useful for M7 related
Froblems. !
1t i3 reasonable to assume that many languages will
regquise di1fferent means of expressing the two "meanings' of

‘averpaid’

OVERPALIDL -- tald more than the valur: of the work
performed

OVERFAIDS -- pald more than specified Ly a contract
CTlwarly a great deal of well-directed deduction will be
reguired of & systel to make this distinction. If 3t 1w
net made during analysie, then it sust be done by the
FUnCrator. ftHete the standard assumptiocn 18 being made that
everything done after analysis in BT can be termed

"generstion’.) This of course introduces & whole new



complexity Lnto The cofncept of generation, Furthermore,
it means that znalysi1s6 will have B-gged 7§ the truyly
difficult portion of _he task, &t least i1n this example,
Bit & better arjument can be Fiven against cons,dering thys
a task for the generator. If thesc two examples were give-

to & Q-A system, which was then asiked:

"Are the ecployees legally obliged to refpray the
eXNTra money?®

the answer depends i1n part on maXing the same fistinct Lone
abaut 'overpaid' as wore required for the MT task. The
distinction 1s ne longer becded for 4 linguintic purpose,
howaver, Rather than cle:m that the disarbiguation sheuld
be made by the jeneratsor 1n sp BT task and a memory mode!
in & U-A systez, 1t 15 mosSt consistent to have it =ade as
a part of analysis in both cases. Such an analysis regqu. rten
Lhat the S8 syswten have the same sort of sophisticated
COmMUNLICATION botween 1ts aneiysis algerith= and Feneral
deductive syster as s required in a conceptual framework
In this discussion of the relative morits of W,
B, antdt CB representations, no clatsw of uncond: tiona.
Bupericrity fYor ane for® of representatrion was rade, Giwver
ary ~f the three alternatives, problems could be designed
for which that alternative was tn fact preferable and ogld
oRen Give Yhe appearance of 'intelligent ® processing. We
fave stressed the ynderlyirg components cof taskes which make

canceptual reopfesentation *the proferable alternative,
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.0 SUMMARTY

In order to attack the problem of natural language
Feneration, i1t wanm firut necessary to provide a definition
vt this preblem, This was done by congidering & destgn fot
a4 general portpose computer system [for communicaticoh in
tuman language and selecting & requisite subprocess which
seemed to naturally £l one's intuitive feel for “goneration™.

The sub-task chomen wars that of BADDLIng meanings In contexsts

into single sentences.,

Ko attempt has been @made Lo give @ hard and fast
test for what constitutes a Deaning, but Cetlaln stringent
conditiuns were placed on the 'objects' which scrved as
TePTCEEentations of those meanings., Ir particular, it warn
reguifed that these reptesentations be free of the syntax
af any natutal language, and free o! the wordes of &ny
particular natural language. More precisely., thﬂ WMo ATL NG
Tepfesentations wetbke coBposed of relations bhetween
clvmentary units, There wa» no genecral mapping from single
rats ot relationstl ints jroups of words, nor was there
any (ntication within the Geaning representation of which
dfits and rejlation: were to Lhe combimed jnpte Bingie
Linguistic ent,t en iwntds nt Syntactic features),

The cuntexts o6 which meanings are realised are

rrbedaed urnoa memco oy moded, The Qenerator has completw

aLrAEs To the work kpowledae, hehavious e liecin, and
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TRRE R S PR T bR ke BT Y o B Phoys mas A, A BT W LedR]lFJ Tay L
Foeal.ded with different surtace stropge tn Jifforgng

s ntext 8,

We have tried to sepafate the nowt | _rna PoLangdaa e
spvcifte infoTrmBtion, ©f w-v sciely tn tThe tase of Feddifbc

+ meaiingd, and non-linguisti. informatict, which may be anet

vr lahduade Jefcvrationd bul s slse uwawfual 10f Jrocessecs s,
te tRfelener OF MmeDROryY Gf GatiZal L on,
canFuage spes 1fke ! rmation apd procesases must b

Fusly sproafied as part cf The Tase we H&Ye _&lied

T Fenetatoon, it woeuwld th - be unacoept adlle to have "fia. s
Lesa™ fTunotians of the forsz MAINVEHH | conceptuyalization: .
=Myv: WG .3 Feturr a vertb t0 bhe gned n realizing

choeptualigation: , or PLUMHAL t-word-: '¢ feturn the
plurs, form of a4 wor i, Hoen-lipguistile pro.weSs5es woere
Treated orn "tlack bBux® fashion, howevetr., We did not reguiye
ut moede] toe npectity how "L preditate I(FROPERTY TABLED
FLUID: would bLe cvaluated, ot how unformatioun about time
dedat, nships 4% stured 1n sehory., BAKHEL douwew, w! Course,
spt oty the points Lo the Generat ive prusess a4t which theso
blace baoxes are a  vssesd, In othey words, while the Joeneralof
Frhet Le indepenjent ! mes oty capabilities, fhete L3 oa
Suhst g sus witurt IR The sy otes deveioped o0 thiwn thesid Lo
Bake Yhe Geliefator an Jhdejeodent ag possible w! Setails

Pamo by uwrfjacit fatyoen gnd rEs O eERL G,
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This leaves apen the gratus af a third sore of
informatien a language Jenerator »ight conceivably utilize,
Thie t1s tnformation which is usucd only for language
Feneration, but i1t not specific to 4hY %ingle natural
language. Irn a sense the data structuresg of BAREL
‘discriminalion nets, Conceoxican vrtries, etc.t and thoe
Toutines which manipulate Them are candidates for the
status of “"generative universals®. Such was ocur 1ntent
in designing the syntem, But a8 yot our attespis to
Fenerate lanjuaaes other than £nglish have not been
sufficiently extensive to zake a truly cenvincing claim in
this arca.

The actusl jroceoss of Jeneration takes place in two
phascs, The first phase, which 18 the one eaphasized
thfocughout The thesis, consnists of CONRSLIUCting a syntax net
from a meaning stimujus, To accomplish this (¢t 1a
DeCekEATY Lo thaose words ‘asensexi ta eNErexsy BOaNINgs, and
to relate these words sSyntactically. The greatest paTL of
the word selection 1sx nandled by discrimination nets. &
5CTL of “synthesis by analy=s1s™ procedure inspects the

Etumulys, detect ing patterns and Teaning® which are

L

si1gnif i ant for word seloct jon in the target lanquagwe. f
Frrvart doal of caticeptual and tontextual informaticn must

Be arcessilbile ta distingu.sh Between candidate words, andg

FEHEN anIOFent e Capabii 1T len munt by invoked gt Lines.,
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Thete are two Baih Soufces of the irfuvrmation from
which BABEL establishes syntactic relaticnships Detweon
sords, Word S€nEvs afyv §Fyoc1sted with syntactic predictions

4
found it the concexicon file:. These predicr ons Indicat.
the syntactic role to be ployed Ly a3 yet untealizea
vonceptual information. That 1s, conceptual relations in &
meaning stimulus do not currespond directly tu syntactic
relations. But once 1t has been partially determined how
tnat stimulus will be @Aprossed == ¢.3., what verb wiii be
daed - ome conCoptual-syntactic Corffuspondenon can be
~ade. The predi "iony set up by word wmenres 1holude not
Sha¥ BYRTaCt L Felations, but prepositions to be used. Thus
*he modey i tFfoele prepositiong, TO & Fresat extont, 4% words which
Englaish rather (apriciously dses to relate Gther Se&nings
tng e 1t has been decided how These Beanhings are tao be
CEEY e Rnedd,

The second scurce L f inforeation for establishing
Eyntacile telaticquhiipse s the LANGUAGE SPECIFIC functions.
These handle notions lisw TENSE, which ate Tequifed ih the
targutl language but which arve not vxpressed with words which
Fvralide a poftiocn of the ronceptual stimules.  They also
tandle ronceptual snformat,on whaioclh =may be present 1n the
st.omulys Lut nut predictatrle fTom any word guavrbissed i the
process f reali2ing that =0 . mglus, T hin ohceptual PART

ated P, relationag, which ate Doth fealized with a
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sYNtactic possessive in Fnglish, are examnples of such
inforsation.

The svcand phase of generstion linecaries the
previously constructed syntax nei. This 18 accomplinbed
through the use of an Augmented Filnite State Transition
Ketwork Qrammar. Thies Zrastar 1LHNCCrpOrates language

specific, but geaning independent., knowledge -- €.3.. how

——

verks hust bre tntlected to express a particular tense, or
the arder ¢! constituents in a noun phrase., This profess
accesses neither the gonceptual stimulus nor the mendry
=odel.

The tesult of this design is a rigidly '"srratified’
modeli. tt assumes the existence of some language-free
procens (EHAT-TO-SAY! which decides cor intormation to be
eXproesscd, The tirst phase of generstion (SYNTaX nel
constructian) operates on this information and dealx with
all *hnat itnformation which relates meaning to language.

A firal process (net lincvarization) operates on the output

cf this phase and desls with meaning-free aspects of language.
fuch & Beguential processing represents & ‘first order’
approxikation to an ideal generator. A more scphisticated
model would treat these aspects of generaticn as co-
pToCcesyes, pefmuitting far more nleraction Detwesn meahing
based opeavations and the developing surface detatl of

the schtoence,

I"h
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In testing the smodel only one Deaning Tepresentation,
Conceptual Dependency, was used. We firmiy believe, however,
that neither the details of this representstion nor even i1ts
=ost basic propertivs, (primittive ACTS, & conceptual case
syrten} are exsential parts of the generative theory
developed hete. The language specific information, which
makes HABEL produce English, has been made guite visible and

vas5y To Cchange. It 18 representation zpecific intormation

which makes BABEL work with Conceptual Dependency
fupfesentations. Thiw irfor=aticon, from & programming
Yiewpoint, 18 mote deeply esbedded 1n the aodel. But even
tt gould be altered to accommodate a radically different
Tepfesentation without aitering the basic genorative thoeory
enitogdied 1n the program,

In retrospect, we fecl that the spectific task svievctwd
for study in thiszs thesis war & ressconable ane. It would
tave been possible to define “"geonoration™ 1n a broader senze,
vithesr Ly including "meaning selection™ at the start of the
task of by removing the sSsingle sontence restriction on the
wRTPGE. But in spite of jgnoring these problems we f[eowl
that the resultant theory could by extended to desl with
then without fequitring dfaftic interfnal change, At the
=afe Li®%e, the task choseh was broad enoudh To oncompass
the major language specific aspects of even 3 much more

all vncumpassing view of gencration. A nattower domain
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miaht well havse led to unwarranted asssuspticons absosut the
capabilitivs of other procedsvs and thereby to & noh-

extendible theory,

Faycholog: al Considerations

Throughout thie thesis BABEL has been referred to as
4 "goneration made]", In hindstght, the use of the ter=
"model™ was probabtly nrot a4 wime i{dea., OGur goal was to
CXPIERE TeaAnInge 10 languaje,. nol to produce sentences by
processes sStepwisew analogous to thase ysed by humana.

Regardless of our intentions, 1t 18 d:réficult Ta
avceid psychological speculation 1n looking at & progran
shich performs an itntrinstcally human task, Brcause ou:
tmplercentation uwtil.2es Conceptual Dependency, &
Fepfesentation for wtioh scoe psychological validity has
bueen claimed © 1%, sugh spevulations are coeTtainh To be made
by cthers,

Ghe m1ght ase what sorts of predictions BABEL,
vivwed as a psychuological madel, makes about observable
human lLanJuage JFonofa®ion. Simply looking av isclated
sehtences produced by the program 18 unenlightentng, The
sentences are ‘grarmatical’ and ‘meaningful’, but clearly
=uch =more limited in ayntactic vatiety and meaning domain
thaean those of any human speaker. But no particular syntax
L meanin3 limitation appears knoherent in the methods used.
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Of mofe Lntefwest .4 Lhe fact thart BABEL makes no decision
about splitting infeiGation 1nto senlences. Thus, we Could
devise conceptualications which would yield very long orn
deeply nested sentences which would not be observed in
hiuman gQeoeratiicon -~ C¢.9..

"John heard that Bill told Jim that Mary . . .°
It 12 conceivable that this 15 noft &an afgument against the
peychological waltdity cof BABEL. 1f sche conceptusl process
vperating tespofally pric: to BABEL selected sententiail
stge informatjon chunks, then BABEL could remain unchanged
arnd would not generate such awkward sentencess. Intuitively
it Swume implavsible thar this fragmentation could rtake
place pricr to oiwration, Lut Bt td3 siaply not &
vehavious which i1s rfvadily chEezvable 1n humans.

BABEL alsc cates predicoions about pa)aphrasing.
Actual experiments <)o indicate that humany can produce Lthe
xinds of paraphrases produced by BABEL. as well a5 BYntactic
and "syhony: substitution”™ paraphrases. So people at least
have the knowledge that, for i1nstance, “give” and “get™
have the sage, of closely reiated, moanings. Euch
¢XRerloenty are subject to two scources of confusion, though.
First, when subjlecls afv given Suflences to parsphrase,

they afe starting with linGuistic matter. BABEL starts with

neanitigs. Thete 1S no way to observe what part of the

sub juvcis" bhehavicur 15 & result of fits Enowiedge about Lthe
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particulaer wor - and syntax cf the stimuyliys senten-e, and
what s due to 1's "waning. Sepond, sublects will FifFfer ur
their interpretation of instructions to “paraphrase™ a
sentence, of producs sentences which "mean the same thing™.
Thete 18 no FOoFFfect answer (n the t&sk; vach subiect may
have his own interpretat:cn of just what he 13 to 4o,

The most (- itefesting proedictions made by BRAREL are
perhaps those whi~h make word choice a fyurnction of contoxt
and world knowledge as wel! as svaning. Abtliry o test
such a predictior ts @aga.n limjted by the i1Epossibilirvy

¢f presentiny 'j; .1 vwantr 3’ as & zticujus to A human., We

might try ar experiment using pictures rA&thaef than Senterces

te avoLrt lingu

tTic Liases= in the stimuli. 98ing seguences
of mavic sceres, wn ruld set uyp d1ffering contexts for scoe
‘taract' scene. BAKLL would predicy difforont descriptions
of the tar3el Scene tn 21 ffering contexts. ¥hile such an
rxperitont pight well ‘onttrm BABEL's predictiions, i1t would
feave 11 dogbt *r e juestion of whether the context wis

affecting the generation of language Lo expresst Emaning, aor

mufoly affe-ting the analynin of the Scene,

Fathery Than loock ot predictions smade by BABEL, ane
could mcrely inspe -t the pay-holagical evidence avatlable
pertaining "o lanqguage genvration. Again, the inabtlity o
Efuate A pule meanhatd stimulus severely l.mits

ERPErImOnTt Gt Gh, we can luook 6t wtitten and spoken

Faes 1



suftlences, but this roveals virtuslly nothing of the

svans by which these sentences were produced, which is what

we are intercsted in. More useful is terporal and

ILNLFospective Lnformatjon:

Ll gentences arv spoken from 'left to righet

LJdt Pauses belwween words are Lrteoegulary 1t somutimes
apbears that part of a sentence 18 spokes before
the words, or perhaps the i1deas, for the romainder
cf the sentence have even been deternmined.

i3t the ‘tip of thv tongue' phenomenon -- pecople ate
SGReLibes pusitive that they know the moaning

they want ¢ axjtess, but just can't find the
ward for ait,

Now tl) provides very little information; tt deals with only
the tip of the iceberg. The AFSTH gramoat #4ps SYntax nets
into sentences from left to right; an aslgorithm which

reads off terminals from a phrase marker does the panme,

tl) alone simply doesn't tell us anything about the order

in which words ond phvases are thought of, it one is
willing to accept that pauses are tndicative of time taken
o thoovse words or idvags, then xuch pauses arv evidence
agatnst BABLL. This 18 beocause BABEL produces an entire
syntax net before beginning the linesarization Process. This
Process i3 carried out by the AFSTN grammar, and the only
pauzes 1t predicls are due to difforences in complexity of
syntactic proecessing == that iz, processing of TENSE and

VOICE, vonstruction of noun phrases from their vlements, etc.
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It the pauses ropfesent word selection processing,

then BABEL fails becdiuse the syntax net includes all words
gted in the sentence. Ever in the creation of the syntax
net, BABEL does not operate on information tn The orderx

tn which that information appears in the surtace. Rathel,

it chocses verbs before reaslizing the information which

———

pecomes asubject, direct obhjiect. etcC. This 1s done becausc
she sclection of a4 verd 1= used by the progrex, as has been
described, to guide the goenervration procoss, It does not
seer that the seiection of a subject first could be used
*a such computational sdvartadye. BHecausze of this nom
‘surface order’ processing, the fatfure of BABEL to zatcoh
apparent human perliorsance v thi® ares could not De dealr
with by Refely argutng that people speak words &s they think
of ther, and that therefote the pauses are due to processing
vipes, predicted by HABEL, uves in finding words 1O express
ideas.

1f, however, the pauses arc geen & Lisww spenl
generating i1deas., ther IfT hDecores noecoesSsSary 10 =8ke goneratios
AinECFSCT with the WHAT-TO-SAY process. Suych a model would
decide to talk ahouy! soke memory node MIES; while deciding
how Lo express MiEY i4x a sen*ence subject, perhaps!l, 1%
wouid Le choosing conceptual 1nformation Lo exprevss about
MlES, The pracesses of idesa generation, word selecticn, antd

syntax become foftibLly inteftwined, Even jiven the great
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Eyntactic vartety of natural laenguage of English, &t arn
fate!, it would be $3fficult to agverd blind alleys rvreguiring
fack=-pgp . Froe a peychologicai standpoint, howevet, such a
medel might be preferable toc a4 computationally more
efficient one,

The tip w! the tongue phencBmenon ! in hot predicted
by BABEL. A prediction 1s made, howewver, that words which
canvey 8 gteat deal of conceprusl information and which
have to be discrimineted from many 'simtlar’ words will
Take jonger 'S 1etrieve that ives 'complex’ words, That s,
BRBEL does trest word selection a8 & Guite dlfficult task
and rot ax a gueetion of simety following pointers from
‘ropcepts' toe words. It the tip-cf-the-tongue feeling is
wh&t it seems, ther BABEL's treatment 18, to sORw exXtent,
peavchologically coreenct

In summéry., BABEL does not provide anything like an
intustively adeguate psychological model of the Vast problen
! language generaticn. Sofme jhadvquaecivs could be cured
=ithout majcr revision of the mode] ialthough possibly
with loss cf computational efficiencyi; cthers would requlre
changes toc scme of the Datic amnumptions of the model. Since
Laf Goals an constructing this Progtam were Rot in the atea
wt psyclelogical medelling, however, such revisions have
Put Luetn attempteg. It 15 ectiv¥ely possible that further

researel, paftacularly In that &4¥ea we have termed
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KHAT-TO-SAY, w:1! reveel a greater unity of process between

good psychological modelis and good computational models.

The iKear ©r Distant) FPuyrure

Many problems remain to be selved before computers

become useful devices for the producticn of huran [&nduage .
Ofen any book, chooss any paragraph ialmomst any mentence,
for that matteri; 18 virtually certain Lo Bring up some
Gquestions not eve: "fudged ocver', ouch less paolved, Iin this
thest .. The following ltat includes some of (what currently
appeat Lo be) the mont (ppoTtant (EFSGeEd:
it} Many arcas . f neantng are not readily represecnted

wsing only conceptual structures thuys fay presented,

inl Spatial relations need a4 unifores treatment.,
A model based on phystcal reality (2 almaost
certainly desirable in the represcentation.
#urt finding these relationships from the
natural language cvonastruction? used to
describe thenm will reguire considerable
tnowledge of normal spatial relationships
in the world, "A fence around x yvard,™
"chairs arcund a table”™, and “people arcund
4 fireplace™ are gquite different spatial
TaroundT relations,

ikl guantification han been thoroughly avoided in
this thesis, What are good representations
of the meanings of sentences which use words
like "cach®™, "all®™, "some", "few", etc.?
Or wmentences like "The statement was widely
disbelivved” or "The war caused great misery?™
wWhat jroblems may arise in the generation of
such senteRces?
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te? Houns which name neither physical object
clasges nor sieple events &re commonR in
English. What should be done about words
ltke "war™ and “party”™, which represent
large complexes of events and situations?
Or vrelation naming nouns, like “father™ or
“"brother®™r Or nouns like "preosent™,
“"decieion®, and "miatake™?
td?  VYerbs and adlectives which depend on
detailed phvstcal features are d:f¥3cuit
to represent in terms of the conceptual
mechantsmys used by BABEL. What constitutes
“dancing” or "marchtng®? Should "sporred®
and "striped™ be represented 1. nore
Primitive terms!)
These are but & few of the fepfesentational Juestions yet to
te solwed. It .» entively possible that they are purely
representationsl juestions, and will present no particular
difficuities for generation wnce solved. On the other hand,
we may not be sc lucky.
£ How should a given oblect be expressed! The sase
person may bLe simgltancously “Bill*, “cne of
Guorge's cousins®™, and “the man standing on the
corner™. Of primary concern hefe are the guestions:
‘11 When doxs an obivct need to be uniquely
sprcifted and when are only certain of ijts
Frofperties of interest? t11) When an obiect must
e untguely specified, from what set of obiects
Bust ! Le vxplicitly distinguished by the
language choesen tc fealige it ? {"the spare tire™

tlvarly reters to the one in the truck cof Lhe

caf with 4 flat, nut to any of the spare tites
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in trunks of <cars qoing by on the roadi.

t}3) To what extent must syntax interact with word
selection? The beginnings of guch interacticn are
discussed (n Chapter 7, where the notion of
syntactic compatibility was introduced., Hers we
were dealing with noun-verb diffsrences. But =meore
cosplicated situations required grester sophisticaticn.
In generating “"John asked Mary to 5% the exbeadded
gentence 5 must have “Nary”™ as a deloeted logical
subject, Thus Lf the meaning underlying § were

o R =m--etBILL®

THARY® - a2== SATRANS*+e-- 'IOO*""'i
e mmme PMARY ¥

it 1% alriqgqht to choose “give®™, which makes “Mary”™
the subject, as the main verb of the embedded
stntence, byt not airight to chooxe “receive™, it

is simple enough to devise rules te block the
qeneration of such sentences in the AFSTN stage of
gqenceration. To forsee the problex and aveid choosing
"receive® 13 much more d3fficult.

{4) The gonceptuaiizaticnesontence relationszhip should
be climinated, it sheould be possible to express a
large conceptusl network as & seguence of sentences.
Khat are good rules for organizing the informatrion
into individual tsentences? To what sxtent are such
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rules dependent on the information content of
the network, and to what extent dependent on
itnguistic considerations?

L5 At what point must the generatoy actually worry
about potential asEbiguity in [Ls generated seplences’
Te what eXxtent does this feguire the generator to
tncorporats, or h&ve sccess to, 3 model of language
analysis?

Lo At what points un the generaticon pIOCess should a
pode] ©of the hearer's world be taken into
censi1deratioan’

'T: The KBRAT-TO-~SAY problem remains & huje obstacle to
many tasks involving natural language guneration.

A theory of information flow in COnversations is
needed, a6 well as better mekoly Oorganization and
search technigues than any now existing.

Perhaps the most fundemental problem to be faced by
researche?s in natural language processing 8 & sethodological
ane. As we progress more deeply into the interactions
Lutwoen knowiedge and language, we are forced to limit the
domain of investigation. This can be done on & linguistic
level, through limitations of vocubulary end syn=ax, on &

conceptual level, by limiting the warld of discourse, and

et & task level, by designing algorithss specificvally for
sachine translation OFf GQuoslion ANSwWOring.
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The art of chooesing & limered yeotr fruitetful domain sis meiil
in st infancy.

¥e helleve the work described 'n this thesis gives
reason to be confident that machines will someday be able
to converse with hymans in natural language. But jooking
at the many prorlems which rem&in the ares of generaticn
aione, we See NO reason to claitm te have yet reached the

proverbial corner “asarcound which the solution 1% just®,
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ROTES

CHAPTER |

i. The proper organizaticon of a ronceptual cemsry is stil]
an unsolved problem. Assccisative network structures are
commanly proposed for such memories, Fieger /3 describes
a model! bDased on conceptual representations,

CHAFTER 1

l. C.D. separates the "mind' 1nto three areas: CoORRC10us
Processor, I[smsed:iate Nemory, and Long-Term Memary. The
nature of these mental locations, and some psycholugical
and linguistic ramifications of this diviston, are
discussed tn <3},

<. The guestion c¢f whether conceptual refresentations
really can provide 8 canonhical form for a given 'meaniog”
Cannct Ly answeled without some independent test of megn: 3
itndent ity 3f far greater imporiance 1w the property of
sinilar representations for wmimilar meanings. If the

input had been “John told Mary that reading the book wousd
Pick her up® the concepluasl snalys:s would not have beern
identical to 'H), but would have been very similar. In
particular, the "Benefit’' scale would have been replaced

by scme less general one, like *JOY*, 1B} would be an
itamediate 1nference from this representatior, and the
remainder of the janference path described 1n the text could
be followed,

t, Ky shall use Tne notation CR i=language string®™) to

stand for the Conceptual Representation cof the “language
-

ELring .

CHAPTER 4

1. W .kall discuss 1n Chapter 7 how many nominals snd

advert ials also convey a great deal of conceptual information.
From the standpoint of word selection, we will show how

these c<an 4lsc he handled Ly the mechantsms gscd for verbs,
The nominals handled by the cufrently isplemented BABEL,
however, &sre simply names of objects and peocple and do not
LIfvak up Lnto large conceptusal Stfuctures.
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i It may be clatmed that condition (C4-%) s To0 weak fo
the choice of the word ‘return'., Events which intorvene
between TO anad Tl, such as Mary's seliing the book, might
=ake "roturn' inapplicable. English Speakers undoubtedly
have differing reguirements for the use of the word, aad
until the sodel 15 actually tenred in & realistio
sapplication, 1t 13 impossible to say how compiex a test
will be necessary to obtain ressconhable realizations., The
Pownt of the example in that, whatever conditions are
chosen, they will nRecossitate ACCEESING the MeBoOry s world
model.

E. In & running model ane would probably not want to make
the absolute distinction made here botween "finding' the
fToegquested informartion and ‘proving’ it. Rather, thae
Eemory would probably be asked to aliocate & given azount
of effory to vortfying tne 1nfoarmation. In no case woyld
“e want ta acrually ftutn a4 theorem prover loose spending
arbitrarily larje amounts of time on sSuch & problen, since
farlure to utilize the 'best® word {3 Certatnly not
tTizasvrrous, T should be norted that a sodel which
peroitied multiple represcntations for &4 given mReEaning
would te muych lrse Likely £8 be able to find the informac:cr
already stored and thus would generally have to stremnpe
sons sgrt of proof,

THAPTER &

L. There are *wo gapectas to the retrieval complexity ww
a¥e hypothesizing. “he 18 the sort of complexity inherent
ih Canceplual renresentations, which could be made oxplicait
by defining a complextty on conceptual structures in such
the same fxshicr a8 has been Jone for formal Fgramzmars <9>,
The secornd aspect 13 ‘evaluation' complexity of predicates
dsed as DO, Those which interact with memory preaumahly
dre NAre time <onsuming than the simple pattern matching
ones.

Z, BABEL currently deals only with existontially quantified
“Ariatles in 1ts concepryslizationn. Little work has been
done on the yses o0f guantification tn corceptual sStructuros,
and 1t remains 'o be sven whether situations CX3ET in which
Univer=ally gquantitied vartablezs would also be usaful in
wofd selestion prodicates,

. Funetional information is present basically for
tnferenres abrut what a4 person will do with an abiect 1f we
has 4t -- drink heer -- or why he might wWant it == ¢
MOmeons wantse an apple he 2ay he hungry.
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APPYSIDI % |

Follewing (s annctated CUTPYT produced by BABERL

n constTructing a AYNLAXR NeT Foar Fhp TAnewptua, stlmul us

. PART
- ., l"‘f {-‘--G-J ﬂ‘ - Hiﬁv

-:"’:“T"i‘ - r o *“'ﬁ;f‘s b T —— n ---——i Fm.r
! El-'-'-"'i .@‘ A _ﬂm
________ e o s il
B
BE 5 ems wiltn

;—‘vbv——va-—\i-]a’
MARY | —ocamee €Al THE

g

»
Lo 1
I .

—— - ——— . — —— .- .

¥ ¥
Qs s 15 aNDuw

which cogresponds tg fhe chternal LISF fForm:

* g o = -

e O AV
R TZE 0 0% o 4 RANGkE MOBJECT (ICON (IACTOR (BILLY <e> {x00x} -

SR T eltFebd TIME QDS FOCUS (H{ACTDRI)) es {TACTOR {MARY] <z>F~
Pt B "eogd T teHDAL Th VAL 418000 TIME (CROBSHIEY FROM {alPs REF~
tadet PEH £ 00 TD talPx REF (akw) PART {MARYI}) TIME {CR15i FOC~
o HEDTTR

T
-

Becague the secirtan of fth s stimulus 48 “E™, and
the ATT 15 *MTEANS®, the “"MTRANS® discrimination net

tfigure Se&t | vaplayed, The response WARN) 34 selected:

g 2



LORD GENGE SELECTED « WARNI
WO SPECIAL ACTIDNS
PROCESSING MCOIF JERS

Wi SYNTEX NET

hedde: MI0H HnDICH
viilt  talT

1 RaiTial 1ISIM
TNGD O APAST
L% 1ARNI

TENEE, FORM, VOICE, and MOOD are determined, Hoaxt

the progree begins to process the FRAMEWORY of WARMI:

PETCTSSING TRAMTIRK

B DOIFGING NEXT FARAME:

SNTAY RELATION « ACTSBU

IO U-SPECIFICATION « (ACTOR
sHr DiAL REUUITREMERTIS « NIL

wo ki SENGE GELECTED » JOHM
"o OB CIAC ACTIONS
% 2TIS5iNG MODIF [ERS

Yiom SYNTAE BT
A KD SRy QAR NDOR87: LEX £ JOHN}
S | B |
W T (&L T4
I (=Pal
R PEST)
LY {WARNY

The ACTOR of the MTRANS (JOHN) is made the ARCTSBJI

of "warn®.
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OF CINNING NENT ¢ RaME;

SYNTIRX BELATION - OB.D
FIELD-SPECIFICATION = (10 PARTI
SPLC AL REAQUIREMENTS = NiL

WORM SENSE SELECTED = TARY
N0 SPECEAL ACYIONS
PROCESSING NMODIFIERS

MELE SYNTAY KRET

NODDG: DBJC iNEDDEY NOBRT: LEX { JOHND
ACTSRY NDROTH
Macn 116DIC) NOBOR: LEX (MARY)

v iCE &0 TH
i ASIM
TENGE {Pashy
{E¥ (LARNY
The RECIPIERT (TO PART) of the LTRANE, (HARY),

becomes the DRI of “"warn®™.

BESITNNING HEXT FRAME:

SYNTAY P& ATION - S2
EYELI-SERCICICATION « (MOBJELTY
SPrllaE REQUIREMINTS « NIL

The MOBJECT is a conceptualization which has the
skejcton “EXCY fevent-causc-statechangel. Thus the
E¥C discrimination net js tried firamt, The reosponse

FILLY 3o selected;
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HORD SENSE SELECTED » XILL1
NO SPECIAL ACTIONS
PROCESSING HODIFIERS

NEW SYNTAX NET

Neeps: S2 {HoBL 3 NOQ87: LEX { J0RNY
€ 2 {1203}
&CTSBY  (NROR7) NOOdE: LEX {MARY)

MoRU 11601

VOICE  {ALTH
Forn {Sin
TENSE  (PASTY
LEx {WARN)

NOE13:  MOOn {INDICY
vOICE  talT)

Fonm (5im
TENSE  (FUTPASTH
LEX iKILLY

The FRAREWORK of KILLY must be processed next., Anv
re=maining FRANEs for the concexicon entry WARN] fin this
case there are none) are saved on the push-down list.

The first TRAME for KILLI specifies an ACTSBI to
be found a3 the ACTOR of the ARTECEDENT of the
active conceptual structure, This turns out to be

the node for BILL:

PROTEST NG | RANE LRI

BEGIINING NEXT FRAME;

GYNTAY TELATION - &[TE8J
FIELD-CIt Cit JCATION » (ACTOR)
SPriiAL REQUIREIFRIS « WIL

WOR SELGE SELECTED « BILL
HO SPECTAL ACTIONS
PRIOCESSING MODIEF IERS
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v GYMEAR MR

HOROG:

NOB1 3:

So
oRLIZ
AT TSR
MoQU
VI ICE
Fonn
TENSE
LEX

ACTSHY
nooh
vOICE
FORY
TENSE
LEX

=ne nex: FUMYT

{REQ1 3t
{80851
{LPRB7Y
EINDICY
(ACT)
51
{PASYT)
HARN)

0017
(INDIT)
iAC T
i5in

{FUTPAST

H1LLY

{direct obijecti:

PESINNING 1ENY FRAME:
TYNTEX RELATION - TR
FITD-SPECIFICATION = f<z ACTORS

SETCIAL RNCUUITEMINIS « NiL

LYNTAN MDD ALRT ADY EX[SYS:

i GYNITAW NET

b 5 141

163741 et

5o
Ch.z
&LT15RY
MCOH
vQICE
Loin
TRFHGE
LE s

i T

& B
g ¢
"rf L] F;‘
FLin
135w
tE¥

1N@RL 3
11eDAs
(e
(B LEEW
(ACTY
i5iM
iPARSTY
18T

{R00
001 7
NG
tal Ty
iyt

(FUIPAsSH

iwILLy

NBDOD

A

NOOQ?

L1

NallY:

LEX 1 JOHN]
LEX {MARY)
LEX {BILL}Y

o’ KLl spectfip= »n ONJ

The conceptual node tcr MARY
was procegsed earifer, and

gyntax
eXists

net node NPPPE alread-
for tt.

LEX {JORNT
LEX {MARY)
LEX BILL



REGINNING NEXNT FRRME:
SYNTAN RELATION = INST2
FIELD=-GPECIFICATION « 1C0N)
SPECIAL REQUIREMENTS « NIL

BABEL doe=an'®™ *now that the expression of the instrument

(meansl of "killtng™ is optional in English,.

since it ts & ‘dummy’

In thts case,

{the ATT *DO*, which 15 serving merely

s & place holder), it would be better not to express it,

Neverthelesns:

WIRD SENSE SELECTED « BOL
NO SPECTAL ACTIONS
PHEOCESSING MOBIFIERS

NEW SYNTAN NET

N2R0s: &2 {031 34
tB.J2 122821}
ACTSBL  Npaah
MOCD {INBIDY
vaICE 1AD)

FORT  iSIM
TENSE  PASTH
LEX (WARK)

R@BE3:  INGTD ohNQRCDY
GRJ (9003
ACTSBS BBl
MCCh tHINDIDY
vOICE  alhy
Wrifis (51N
TENGE  (FUTPASTH
LEX HILL)

Hext the FRAMEWORE for DOl (s processed,

NORR7 :

NOOL7:

LEX
LEX
LEX

o0
VOILE

TENSE

The first FRARE viclds an ACTSSI for “do”:

n?

{ JOHND
{MARY}
{BILL}

{INOICH
{ALT)
5im
1PRESFUTH
{00}



PROCHSSING | RaM JORK

BECINNING NEXT FRAME;

SYNTAN RELATION - ACISBY
FIFLI-SPECIF ICATION = (ACTORI
TPECIAL REQUIRIMINTS - KIL

ToNTAXY NOEF AR ADY EXNISTS 1 NBBLY

Niw SYMTAX HLT

L0005 oo B et
CRIC iLORg%
AL TSR, NBBan)
Mot NI
vOICE A0 T
FORM™ iSIm
TENSGE iPAST)
LEX 1 ARYNS

nNaal 3 INGTD hedlly
By 1NPDDES
ACTEBY  NROLTY
MoCh R tHN
VCICE  (&LTH

RN 1S
TENGE  AFUTPASTI
LEX WIiLLy

The conceptual node for BILL
waszs processed ecariter, Syntax
net node NPQLT exists for it

NOQE7:
NOBDE ;
NP8l 7:

LEX
m
LEX

ACTSBJ
MC00
vilce
FOAM
TENSE

{J0HN)
{MARY)
{BILL)

N1 7)
{INOIL)
{ALT)
1511
PRESFUT)
oo

Finally, the FRAME for the OB {direct cbject) of

“do™ specifies that, for this

the noun "aomething™,

*dumnmy *

SPECIAL REGUIREMENT in the FRAME:
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BEGIRNING MEXT FRAME:

SYNTAX PELATION - OBJ
FICIN-SPECITICATION « (DBJELDTH

Sy DTAL REQUIREMENTS = ({QTHD SOMETHINGHY

T OYHTAN NET

NN G0 1001 31 NOB@7: LEX { JOHNI
4 g HOD0s!
ACTSHY  tNRROTH NOB@E: LEX (MARY]
K | HHHDID
YOICE ALy N@®i7: LEX {BILL}
EQum iSiMm
TENSE iPASTI
LEX {WARN] NOB2Z2: OBRJ {NDR2S5)
ACTSBY (N@@17)
NeM 3 INSTZ 3415 g | raoo {INDIC)
Oit {NQO03 YOICE aClh
AZISBY NpRLYS FOR™M S5iMm
maoh {INDITH TENSE  (PRESFUT)
VOILE AL T LEX {11}

FOHN 15iM}
TENSE  {FUTPASTY
LEX {S{ER] NBOCH: LEX (SOMETHING)
No FRAMEsS resmain for DOl, and, in popping the stack, the pProgram
finds that none remain for XILLY or WARN], either. Thus the syntax

Aet is complete and linearization produces the surface forE:

£.Trl WARNED MARY BILL WAS GDING T0 KILL HER BY DOING SDOMETHING?

309



